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Abstract

This paper addresses an approximation-based amdiuywi (AW) control strategy for suppressing
the windup effect caused by actuator saturationlimesrity in proportional—integral—derivative
(PID) controlled systems. The effect of actuatonstmint is firstly regarded as a disturbance
imported to the PID controller. The external disance can then be modeled by a linear differential
equation with unknown coefficients. Using Stone-®vsirass theorem, it is verified that these
differential equations are universal approximatéus.auxiliary control signal is finally designed to
modify the error signal injected to the PID coninl The proposed AW control scheme is simple,
system independent and applicable by digital odcgnaircuits. Analytical studies as well as
experimental results using MATLAB/SIMULINK externalode, demonstrate high performance of
the proposed approach. It is shown that the prap@8% scheme renders the performance of the
controlled system more robust toward the effects/iodup than conventional PID AW schemes.
The stability analysis is provided by Lyapunov'sas® method.

Keywords
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1. Introduction

Practical systems have some constraints owing ysigdl restriction of the actuators [1]. What
specially is investigated here is the physicaltations associated with actuator saturation. Bexaus
of this phenomenon, the actual input of the plaay wiffer from the controller output in practicé. |
saturation is not properly taken into consideratiothe control design, the results can be disastro
such as performance degradation, overshoot, anersimobt as well as instability in the closed-loop
response of control systems due to a well-knowmehenon called windup effect [2]. Therefore,
many papers have been published and are relatbd &tability of control input saturation [3-6].

The wind-up problem was originally considered inngsPl and PID controllers for controlling
linear systems where an integrator in the erron patises a persistent increase in the controllsigna
until actuator saturation occurs. In order to weaktee effect of windup, two basic solutions have
been reported in the literature. One approach twider the limitations on actuators as parts of
the plant and use nonlinear control theory fordlesign procedure. However, the control scheme
obtained in this manner is unsuitable and imposasymunnecessary complexities to the problem,
while the simplicity of implementation should be intained as a basic feature [7]. Another
approach is to first ignore actuator saturation a@esign a linear controller that meets the
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performance specifications, and then design anvantiup compensator to handle adverse effects
of the input saturation. This method was widelydugse control engineering and there are many
techniques for designing an anti-windup compend&td0].

In order to avoid the windup phenomena, some amiiuwp strategies have already been developed
and significant progress has been reported initbature. Anti-windup control methodology is a
popular approach to saturation control. The objectf all anti-windup control schemes is to
stabilize the system, and to recover as much padoce as possible of the system in the presence
of the saturation. This two-step design proceda® $everal distinct advantages. First, it separates
the requirement of stability and performance fratusation control. When designing the nominal
controller without regarding saturation, the desigms free to choose different control design
approaches as desired. If this proves to be irseffi in the face of actuator saturation, then a
compensator can be added. Therefore, this appaishates the inherent complication involved in
the design of saturation compensators.

Many solutions to the anti-windup problem have bgen in some papers. It is impossible to list
all of these, but comprehensive summaries of thestbods can be found in [11-12] and references
therein. A general solution was described in [TBje idea is to use an observer which can take into
account some saturation on the control variable. wiadup was originally observed in
Proportional-Integral (P1) and PID controllers dgsd for SISO control systems with a saturating
actuator, Anti-reset windup which has also beerrretl to as back-calculation and integrator
resetting was introduced [14] to cope with. A gahdramework that unifies a large class of
existing anti-windup control schemes in terms ab twatrix parameters was proposed in [15]. This
framework is useful for understanding differentiamihdup control schemes and motivates the
development of systematic procedures for designamgi-windup controllers that provide
guaranteed stability and performance. Popov stghiibndition was applied to the anti-windup
compensator design problem in [16]. However, th&lsysis condition is given in coupled Riccati
equations, which is difficult to solve. Alternatlyeby modeling the saturation as a sector-bounded
nonlinearity, the synthesis conditions of statid dgnamic anti-windup controllers were formulated
as LMI problems in [17-20] using extended Circlét€ron. This approach was to recast the design

of anti-windup compensator as a robttsf problem.

Walgama and Sternby developed an observer-basediadup compensator [21]. Niu designed a
robust anti-windup controller based on the Lyapuapgroach to accommodate the constraints and
disturbance [22]. Another solution namely, the dbading technique was derived in [23, 24]. The
idea is computing the realizable reference vargatilat would just have produced the actual control
variables. The original version of the conditioniteghnique is restricted to the case where the
controller has no time delay. In [25], a modifiedrsion of the conditioning technique was
introduced for a multivariable controller with angeal time-delay structure. One drawback in the
conditioning technique was addressed in [26] uaim@daptive approach. [27, 28] is also developed
an adaptive anti-windup compensator. In the casadaiptive control, it should be noted that
computation requirements for real-time parametemtidication and sensitivity to numerical
accuracy and the existing noise increase in andginraide form as the state variables increases.
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Moreover, they are unable to handle unstructurezemainty and external disturbances, which are
missing link in almost all the proposed approadBés

To tackle these problems, Neural-Network based AdMtrol design has been proposed. The
universal approximation property has been an ingpdnnotivation for this widespread application
of fuzzy systems and neural networks [30-31]. Manprovements have been reported, but the
main idea which is estimating and compensatingitieertainties using the universal approximation
property of neural networks and fuzzy systems hesnbremained unchanged. Fault-tolerance,
parallelism and excellent learning capabilities atteer beneficial characteristics of fuzzy systems
and neural networks [32]. Although these contrelleave been practically successful, their design
procedure is not strain forward. In adaptive fuzawtrol, there are many tuning parameters such as
the center and width of the Gaussian membershigtims and also the weight of each rule.
Usually, these parameters are adjusted online u$iagadaptation laws derived from stability
analysis. Nevertheless, the initial values of theseameters and their convergence rate are
important issues that considerably affect the atleir performance and should be selected carefully
[33].

Widespread applications of PID controllers in intysind the fact that they are usually experience
windup phenomenon motivate us to discuss sometofvamdup approaches in this research. As an
extension in this field, differential equation islimed to approximate actuator nonlinearity in the
controller. An auxiliary control signal is then dgzed and presented to modify the error signal
injected to the PID controller. The uniformly ulétely boundedness of all the control signals is
guaranteed through rigorous Lyapunov analysis. @&xgerimental results demonstrate that the
proposed controller can effectively suppress theador saturation nonlinearity and offers superior
control performance despite the existence of coitput constraints.

The rest of this paper is organized as followssdation 2, PID control design is reviewed. Section
3 presents some of conventional anti-wind-up methednsidering actuator voltage input
limitation. Section 4 presents the proposed moa-anti-windup control design. Stability analysis
and performance evaluation are discussed in sebti@ection 6 is dedicated to the experimental
results of a level control system which has beensttacted in laboratory. Finally, section 7
concludes the paper.

2. PID Control Design
Although many efficient approaches for controll&asidn have emerged in the last decade, PID

controllers are still the most common controllersndustry, since the benefit-cost ratio obtaingd b
these controllers is not achievable easily by ttreerocontrollers [3, 34]. Continuous time PID
controllers have been studied extensively [35-3bwever, in practical applications, their
performance is limited by actuator saturation ahdst followed by integrator wind-up. Let a
dynamic system be controlled by a PID contrd{l€s) as shown in Figure 1:



Robust Anti-Windup Control Design for PID Contrae Theory and Experimental Vrification, pp. 5-34

skT,
>
T
Hse| | 7—m——— ———— — —
‘|‘SN 1|
wi) Y . Loy
T —» & Process ++—»
|
. ]
_b _
5T,
Figurel. Closed loop system with limited input
i
K(s) =k, +—-+kys (1)
S

Where k,,k; , andkare the proportional, integral and derivative cant of the controller,

respectively. The PID controlle,(s) can be described in a time constant form as foll@js

K (s) =k [“T.is +Tds} 2)

In whichT, , andl, are integral time constant, and derivative timestant, respectively, or in a
modified form as

1 T,S

K(s)=k|1+—+ d 3
<) [ T;s 1+Tds/N} ®)

Where derivative term is replaced by a filter inlerto attenuate the high gain effect induced by

high-frequency measurement noise, and N is usbeliyeen 7 and 15. It is assumed that the input

limitation is described as

umax ’u >umax
u, =sat(u)=-<u Uin SU <UL, (4)
l“Imin U <umin

Where u the controller is outputy, is the actual process input ase () denotes the saturation

function. As it is obvious from Equation (4), whaatuator saturation happens, the actual input of
the system is different from the controller outpiat.this situation, if the controller continues its
operation based on the initial design in lineargenthe performance of the closed-loop system
deviates from the prospected linear performancecandequently the wind-up phenomenon occurs.
To describe this phenomenon, it can be assumedbtithtthe process and the controller are in
steady state. A positive step change in refereigtelsy (s) causes a jump in the control signal and

leads to actuator saturation at high limitk(i>0). Thus, u; becomes smaller thaa andy will
8
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change less slowly than the system response wilimitgd input. Sincey is changing slowly

e =w -y reduces slowly and the increase in the integr&ton is greater than its increase for the
unlimited case. Whey reaches tw (s) , due to the large integral term remains saturated or close
to the saturation mode. After a sufficiently longe that the error remained negative for a long
time,u reduces. These behaviors lead to a large setilimg and a large overshoot in the process

output. To tackle this problem, some conventiomdl-@indup control strategies are reviewed in
the next section.

3. Conventional Anti-Windup Strategies

3.1 Limited Integrator

Limited integrator is a very simple approach toues integrator wind-up effects. In this approach,

as shown in Figure 2, the integrator input is reduby feeding back the integrator output via a

high-gain dead-zone. In order to utilize the wHolear range of the actuator, the dead-zone region
and the linear range of the actuator should beséimee. When the integrator value is out of dead-
zone band, a feedback signal with the amplitudEafation 4 is produced to affect the integrator

input.

f =b@it)-H" (5)

In (5), H'is a dead-zone banb,is dead-zone gain andt) is the integrator value. I is selected
large(b >10), the integrator output is limited td ' effectively.

3.2 Back-Calculation

Back-calculation (tracking anti-windup) is a contienal method to prevent integrator wind-up.
The TAW standard structure used in the literatarehown in Figure 3 in which, is the tracking
time-constant. When the controller output excebdsaictuator permitted range, integrator input is
reduced by feeding back the difference betweens#terated and unsaturated control signals. It

should be mentioned that the saturation block shioviigure3 may represent the real saturation in
actuator (if actuator-output is measurable) or dies@n applied model in the controller. If the
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Figure2. PID control with limited integrator
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Figure3. PID control with Tracking Anti-Windup

Actuator is described by linear dynamics with sation part; the problem is that the controller
output and so the speed of actuator response w@ilinited. To solve this problem, the structure
shown in Figure3 is changed to the structure inufgdgd where an unlimited control signal is
applied to the process and feedback signal is pextiusing dead-zone. It should be mentioned that

H ' denotes the linear range of the actuator and tlatiaeship betweeh and dead-zone gain is
described as

b =T, /T, (6)

A rule of thumb for tuningr, is T, =T, which equivalent is td =1. However, it has been proven
that the larger values difin special conditions result in a more suitablefgrenance.

3.3 Modified Tracking Anti-Windup
Simulation results imply that tracking control Ensitive to variations i, and b . Choosing very

high value forb can reduce overshoot effectively, while it can léadslow response. So in this
section, the proposed structure in [38] is geneedlifor PID controllers (Figure 5)
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Figure5. Modified Tracking Anti-Windup

The reason of slow response is that a very largelicontroller output which is originated from
large proportional gains and derivative operatideags to a large feedback signal for high g&in
".This feedback signal forces the integrator tohhrgegative values, so the controller output comes
back to linear operation region. As time goes bgpprtional and derivative terms of the control
signal decrease. However, the integrator output mot increase rapidly to compensate this
reduction. As a result, the controller output beesmery small or even negative. To avoid this, an
extra limitation is applied on the proportionalgative part of the control signal to produce anti-
windup feedback signal which makes selection ohhjgins possible fdri.e.bo =10. The effect of
this additional saturation actuator can be intégaten this way that if the integrator value exceed

frommaxM ' —uy, € )H'—Hp ), a feedback signal is applied with the amplitufie o

f =b( (t)+min{Hmp Upp ¢} —H") @)

This feedback signal reduces the integrator inpdtso stops integration action. Normal integration
is done only when Equation (8) is satisfied,

_H'_max{—HPD“PD(}<|()<H,—m|r{HpD UpD(} (8)

11
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In which Ug, is the proportional-derivative part of the contsggnal. In other words, it is limited
dynamically to maxH'—uy, € )H ' —Hp, ). By an extra limitation, a new design parameter is

added. In simulations, the ratib=H, /H'is used. The suitable range foris [0.5,1.. The
choicer =1can be interpreted as continuing integration wuhl controller signal consisted of the
proportional-derivative partl,,, comes back to linear operational range and tesgathe

integration. Consequently, integrator will not gortegative values and the slow behavior of the
step response with a high gain for dead-zone wilbtevented.

If the amplitude of the step inputs is large in gamison with the saturation level (70% to 100%),
the system response is not sensitive to variaiwdrise parameter. However, for step inputs with
small amplitude, choosing small values fosuch asr [J[0.5,] leads to faster response with large

overshoot, and choosing larger values foin the interval[1,1.5 vyields in reduced overshoot;
although it makes the controlled system responggsh.

3.4 Realizable References
In this method, controller outputoriginated from applying the realizable referenigmalw, to the

controller equals to real system ingut,), which is obtained from applying reference signab

the controller. If thev, described in Figure 3 is applied, the saturati@chwill be deactivatedu

is always similar tou ) and so the saturation block can be eliminatedralatg to Figure 6. In
addition, the signalsi, and Yy illustrated in this figure are equal to the signaland y illustrated

in Figure 3, respectively. As depicted in Figureafly nonlinear term has been excluded from the
proposed scheme. In fact, the nonlinear term ha® lecluded in the reference sigwal As
shown in Figure 6, the outpwt tracksv instead ofv with the expected linear performance. Using
realizable reference definition, it is obvious that

u =k |1+t -k |1et TSy @)
T;s T;s 1+4T4s/N

This can be rewritten as

sT.T, (1+ Nlj +s(Ti +T\‘I’j +1
= e (10)

sde y+k(1+sTi) )

! (1+sT, )(1+|\I

S

Using TAW algorithm, we have:

1 1 sT 1
u=k|1+— w -k|1+—+——4d + u. —u 11
( STJ ST, 1+sT7d y sTt(S ) (11)
N

12
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Subtracting (11) from (9) and after some manipataiv, is obtained as

T, 1+sT,
W, =W +——
KT, 1+sT;

(u, —u)=w +G, (s)(u, ~u) (12)

—
T

+

v -

Process

Ty

Figure6. Equivalent form of Figure 3

SinceG,, () is a dynamic transfer function with one zero and pole, when the controller leaves
the limitation andy =u,wis not similar tev , unles§, (S) decreases to a static gain. In fact,
whenl, =T, , it follows from Eq. (12) that:

G, (5) :% (13)

Ug —u
W, =W +

(14)

Also, when the controller leaves the limitation, wél havew, =w , which results in the best
tracking performance.

3.5 Conditional Integration

In this method, the integrator term is increaselg winen special conditions are met. Otherwise, its
value is kept constant. There are various type®oélitional integrator characterized as below:

1- The integrator term is limited to a selectedueal

2- The integration is stopped when the system dreaomes largge| >€)in whichg is a selected

value.

3- The integration is stopped when the controlesaturated.

4- The integration is stopped when actuator saturaiccurs and the controller error and control
signalu have the same sigeku >0).

All of these methods have been compared in [39-40§f it has been shown that the scheme 4
outperforms the others.

13
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3.5.1 Integrator Limiter (CI-ILIM) [41]
This method imposes a hard limitation (saturatmm}he integrator valugsuch that:

0 ”D[ﬂmin’”max] & e(’7 _/7)>0 )
,7 = ﬁD (I7min +I7max)/2 (15)
e ow

The initial challenge of this method is choosing thtegrator limitg,;, and?7,.... In this study, we
have selected them as

Ti umax) (16)

— Tiumin
(,7min’,7max) - ( Kk ) Kk

3.5.2 Conditionally Freeze Integrator (CI-CFRZ)
In this method whem moves towards saturatigpis frozen. It means that:

,7_{0 uzu, & e.u-u,)>0

e ow (17)

A common strategy related with conditional integmat which is often applied in chemical
engineering, is freezing the integrator input tooagheru is saturated.

. |0 u#ug
n= (18)
e ow

Although the integrator valugis held constant, leaving the saturation regionasguaranteed in
this method.

3.6 Preloading
In this method, when the controller output is satted, the integrator val@g)is reset to the

predefined valug, . In the other words:

(19)

,7: _a(ﬂ_”d) u ;tus
e ow

In whicha >0determines the integrator delay rate during saamaif the control signal . Similar
to CI-ILIM method, choosing the design paramggas a challenging problem. Also similar to Cl-
FRZ, leaving the saturation region is not guarahteehis method.

14
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3.7 Variable Sructure PID Anti-Windup (VSPID)
In this method, when the nominal contreé in saturation region, the integrator term isvelni

dynamically such that the control signas placed on the edge of the saturation region. [Ag]a
result, this method removes the defects of previneghods. In this strategyj,is given by

-AT, u-u)/k uzu, & e(u-0)>0,
n= UL Uiy U a2 (20)
e ow.

Wherefis a positive constant and is chosen souftainverges rapidly to the nearest edge of the

intervallu ;,,U.d (the settling time in saturation zong jg,. =%). It can be easily verified that if

B :Tiand the switch shown in Figure 7 is replaced wittadder; VSPID will be similar to TAW
t

[42]. Some specifications of this method are alovas.
1- It is possible for designers to apply their kiedge in the field of PID controller design.

kT,
= T,
Yy ] - — —
N | |
oy - | I
wit) u U, Y
—bd) £ = 3 — | » Process [+
+ + |
+ I |
5 ' ]
e 3 R
switch
BT,
k

Figure7. Variable structure PID anti-windup

2- The design parametBcan be determined using the operational specifioatiof closed-loop
system. As a rule of thumk8should be selected such that during saturatioegiator feedback
loop performs 2-5 times faster than the closed-wgtem settling time.

3- Due to the switching behavior of the controtlescribed in (20) and feeding back the saturation
error(U —U,), the control signaltends to remain near the saturation zone (durirtyasar

saturation). As a result, this controller turnsthe linear operational zone faster than the other
discussed controllers.

3.8 Hybrid Method
Some anti-windup strategies by combining conditiangegrator and back-calculation methods

have been presented [42-43]. In [43], it has bempgsed to apply an extra limitation for
proportional-derivative part in order to produce amti-wind up feedback signal. However, it is

15
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followed by problems associated with tuning extegsign parameters. Suppose that a step change
from the initial value o¥ ,to the final value oy, is required. As mentioned before, integrator wind-
up occurs when a step change ileads to actuator saturation. In this case, theesysrror reduces

slower than ideal case (without actuator saturtaom so the integrator value becomes large. As a
result, even when the outputreaches tov , the controller is still in saturation region, dicethe

integrator term, which leads to large overshoot langd settling time. An important point in these
techniques is their deficiency in the presence edddtime in processes which is undesirable for
industrial regulators. The solution is combinatmnconditional integration and back-calculation

method. Back-calculation is applied when the cdieras saturatedu #u,), system error and the

corrected value af have the same sige&u >0), and the system output has converged to the new
set point. In other words:

> if >
%etri(us -u) if uzu, & exu>0 & {z <§o p §1<§0
7= ||< t o T Tl o)
—¢€ ow
T

Remark 1: The value of, determines the rate of the integration reset asd thle performance of

the total control scheme. Some of options for $elgd, areT, =T, andT, =l Ty [39].

4 Description of Control Structure
In this section, the subject of model free conislused to establish an anti-windup scheme.

Controller with actuator saturation is shown inufg 8. The actual input of plantug, that is

related tau , control signal, by the function “saturation” d®wn in Equation (4). Now, the crucial
guestion is that the uncertainty is belonging ® $sigstem model or controller equations. As it is
known, one explanation of windup phenomena cant&ied like this: because of saturation, the
actual plant input will be different from the outpaf the controller, in turn, the controller output
does not derive the plant and as a result, thesstdtthe controller are wrongly updated. Therefore
when saturation occurs, the actual controller state different from desired states. Hence, we can
infer that the uncertainty is associated with caoligr. It should be mentioned that, by considering
uncertainty in controller, this approach can beliagio other realizable linear controllers. Bynggi

a proper compensator, the error between desireaetndl states of controller will converge to zero
asymptotically and the closed-loop respond is restdEquations are rewritten as follows

uS :CCXC +0— (23)

Whereo denotes the actuator’'s non-implemented controlatiga

o=sa(u)-u (24)

16
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In addition, the desired controller that yields damacking performance in the absence of saturation
nonlinearity, is given by

x$ =Ax{ +Begy (25)

uy; =C.x¢ (26)

u| |/_ u, Ly
—{ Controller o 1 » Process —+»

L ]

Figure8. System with actuator saturation

This part of the design procedure is quite stréggihtard and is carrying out independent of
saturation nonlinearity. Subtracting (25) from (2)d (26) from (23) yields the error dynamic
eguations as

E=AE+B0 (27)

{=C.E+0 (28)
Where

E=x,-x¢ , O=e-g, ,J=u,-U, (29)

Now, the problem is to design an algorithm to inyer¢the position error denoted égo that it can
minimize the error of updating states of the cdtgroWith this in mind, the following quantities
are defined.

E:E(P) _ijE(P‘j) (30)
i=1
p »

s=0P ->"p. 0 (31)

Whereb, 's are (real) scalars. Differentiating both (279 £28) with respect to time and using (30)

and (31) with the assumption that can be modeled by a pth order Ordinary DifferérEguation
(ODE) as [44-47],

17
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p .
ol =3p. o) (32)
j=1
We have the following results
==A=+BJd (33)
P B
¢P =3p, 7P +c z+0() (34)

=1

Wherél (t)is the lumped approximation error? It should beedothat, the ordep reflects the

dynamic structure af, which is in most cases considered one or two. Nee can define a
coordinate transformation represented by

L=[¢ ¢ .. ¢vP =] (35)
Then, the controller state equation in new cooteémavill be
L =AL +GJI+W0O(t) (36)

That 0 is a new control input vector defined as

p .
o=—pL === =Y 1, ¢ (37)
=1
And
0 1 0 - 0 0]
0 0 1 -0 0
A= . . . . . .
O 0 - -1 0 (38)
b, by, b, C,
(0 0 - - 0 A
G=[o - 0B]] .wdo o001

It must be noted that (B, ) is controllable, thef\,G)is also controllable and finally the error
can be forced to zero. Substituting (37) into (@é)ds

L =(A-G gL +WD (t) (39)

The remaining task here is to adjust the contrpluiato account for the effects of actuator
nonlinearity as follows:

18
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e=g, +1 (40)

Wherd lis the auxiliary control input? The last equatiayssthat in order to cope with the windup
phenomenon, the error signal injected to lineatralier must be changed to (40). A block diagram
of the closed loop control system is illustratedrigure 9.

3
Linear Plant P>

Model Free
Law

Muodel Free Antiwindup Block

Negative Feedback of Closed Loop Control System

Figure9. The block diagram of the proposed scheme

Controller Design Steps:
In short, the overall design procedure can be sumethas follows:

1. The control parameters matriéesB, , andC_are selected by trial and played to achieve the bes
possible transient performance without considetivggactuator nonlinearity.

2. The uncertainty is modeled by a pth order ODE.
3. Finally, to implement the proposed control melthtbeu state feedback vector is calculated.

Remark 2: As can be seen, the Eq. (32)pader ODE. It can be easily shown that the sotutib
this Equation is a continuous function as:

ot) = ici ef'Cos (it +8 ) (41)

i=1

It is interesting to investigate the capability thie last assumption, Eq. (32), from a function
approximation capability point of view. Herein, wal prove that equation (41) has the universal
approximation capability. In the following, we sugge that the input universe of discoulses a
convex set i .

Propositionl. (Universal Approximation Theorem)
Leto(t) be a continuous real function on a convexTseil!, then for each arbitrag/>0, there

exists a function in the form of
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p
Yc e"'Cos (it +8) (42)
i=1

Such that
Sup Zp:ci f'Cos(yt+4)-ot)<e (43)
tr =1

Proof: let Z to be a set of continuous functionToronvex set in the form of (41) and suppage)

ando,(t) are given as [29]

oy (t) = _Zp:ci e'Cos(wt +8)

i=1

b (44)
0,(t)= ¢ e"'Cos (@t +6)
j=1
We have
o, (t) +o,(t) :Zp:ci &' Cos(wt+4 )+ Zp: d'c (cTJJ 9) (45)
i=1 =1
Ul(t)a'z(t)__zzcc 4k cos (Cq wj_)
i=1)=1 ( + 6. )
+_Zplzp:05 Ik cos (cq 4 )t
a-5)
Henceg;(t) +o,(t) ando,(t).0,t)IZ . Finally, for any arbitrary (0,
y.o(t) = Zyc, et'Cos(it +8 ) (46)

=1

Which is also in the form of (41) and hence Z igebira. Therefore, the first condition of
Weierstrass theorem is true. We show that Z segmmdints om. We choose the parameters of the
o(t)in the form of (41) as follow

¢, =1 A4=-1,w=06 9 (47)

Sincd, #t,, there™ #e2and therefore the second condition is also verified verify the third
condition of Weierstrass theorem, we simply obseahat any system in the form of (41) with
«=0, 8 Vandc, >0has the property that
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OtOT , o¢)>0 (48)

Hence, Z vanishes at no point ® Thus the three aforementioned conditions aresfgadi
Therefore the result follows Stone-Weierstrass Témo

5. Stability and Performance Analysis

5.1 Sability Analysis
Here, we prove stability of the proposed approatiichvis subject to unstructured uncertainty.
Toward this end, consider the following Lyapunomdtion candidate:

V =L"PL (49)

In  whichP =PTis a positive definite matrix satisfying the Lyapun equation
(A-G )" P+P(A-Gp) =-Q whereQ is a positive definite matrix. Taking the time detive of
(49) along the trajectories of (39), we have:

V £ A QL + 2 PLP O] (50)

Whered;,(Q), andA . (P)denote the minimum and maximum Eigen valueQ ahdP ,

respectively.
Remark 3: Suppose that the appropriate models sed and the approximation error can be

ignored. Then/ is negative definite, and the asymptotic stabiity can be approved.

Remark 4: If the approximation error cannot be rgdo after some further manipulations of (50)
we have

A2 PO
' 2 Amin (Q ) (51)

|
V < —§/1mm(Q)|||_||2

c

We would like to relate (c) ¥ by considering:
2
V <A (P)|L] (52)

Now, (51) can be rewritten as

PN Gl =0

53
/]min (Q) ( )

V s-av +[aAmax(P)—%Amm@}lltllz

Amin (Q)
24,...(P)

Picka < , then we have
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V <—ay 47 P o) (54)
/]min (Q)
As a result/ <O0whenever
2
5 2 Mnax(P). sudd] (r)||2 (55)

aAin Q) 2t

This implies that{,{,.....®™ =)is uniformly ultimately bounded.

5.2 Performance Analysis

Until now, we have demonstrated the boundedne#iseaérror of the controller output. It should be
mentioned that in practical implementations, tlaasient performance is also of great importance.
Solving (54) yields

V(t)<e—a(t—t0)\/ (tO) 4+ Lmax\’ ) max( ) SUp”D(T)HZ (56)
m,n(Q)t0<rst
Therefore, according to the lower bound of Lyapufwnction, we have
—a(t-to) 2
e [ [ 2B 57
Arin(P) A in (P)Ain@Q) tosr=

That means the tracking error is bounded by a weigbxponential function plus a constant. This
also implies that by adjusting the controller paggens, we may improve the tracking error
convergence rate. As a consequence,

2

t"m"L"SJ P @) o O 58)

6. Real-Time Implementation

6.1 The Experimental Setup

In order to evaluate the theoretical methods dssdisn previous section, experimental results on a
tank manufactured in laboratory are presentedt,Riie elements of the system are explained. In
this research, the studied process is a systenst®n$ four interconnected tanks [48]. Only one of
them is used for our experimental objectives. Wat@umped by a “SAM-121108" DC pump with
driving voltage of 12V. The computer command is leggpto the actuator by a PWM generator
circuit and a PCL-818L card (Figure 10). The lighieight is measured using a “Vp441” 100mBar
pressure sensor. A current-to-voltage converteuitiis used in order to convert the current signal
obtained from the sensor into voltage, for compuaédculations. Also, a software-implemented low
pass filter with a 5HZ cutoff frequency is used fwoper sensor noise attenuation. For real-time
implementation, MATLAB Real-Time Windows Target (R/N) is applied.
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6.2 Experimental Results
To investigate the effect of integrator windup, ta@k described in previous section with PID
controller is considered. By using the Zigler-Ne®method, controller parameters are obtained as:

k=60, T, =5, T, =1 (59)
F.Q
| i Interface Card
Ap —
i san| . |
8115D \ ;
& 'LL;E]J 4
A, PCL 5 . >
818L
| 7.0
i I
Pump Pu
_@v—J\ Basic Tank J @p
Driver
{ =

Figure10. The experimental setup

In this research, we have focused on the set-pootilem. The initial value of the step reference
input isy, =1.65and its final value has been set{c=1.9.These values have been selected based

on the range of the sensor output current and éiseetl reference input. Note that for the empty
and full tank, sensor output signal after currentltage conversion is 1.65 Volt and 2.5 Volt,

respectively. Pump saturation voltage values ateosd ., =0V andu., =12/ . The system

response to desired input, pump voltage signaliatefjrator output in the presence of actuator
saturation are illustrated in Figure 11. As shownhis figure, the undesirable response stems from
control signal saturation and the accumulated @rrdhe integrator (integrator windup). In more
details, during saturation, the feedback loop isng@a. As a result, an increment in the control
signal amplitude does not yield in a faster respobg the system. In this situations, if error
integration continues, the integrator value incesasithout any effect on system output. In t=46.1
sec, the system output reaches to set-point valdetlae error sign changes. However, due to
integrator high value, the control signal still i@nms in saturation region. After this time, inteigra
output begins its reduction so that in t=98.8 sdwen the error becomes sufficiently negative, the
control signal leaves the saturation region whezdk to a high overshoot and long settling time. In
order to solve this problem and obtain a suitalelégpmance in the presence of actuator saturation,
real time implementation of eight conventional amtndup mechanisms using PID controllers is
completed in MATLAB/Simulink environment and theperformances are evaluated in this
research.
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Figurell. System response, Control signal, andjtater output for conventional PID controller

Limited integrator [49] The system output and pumps voltage signal usidiffdrent values db
have been depicted in Figure 12. As can be seefeduayng back the integrator output via a dead-
zone element with high gain, its value is limitex the actuator linear range. As a result, the
controlled system comes out faster from saturategion and the reduction in settling time and
overshoot is obvious.

Tracking Anti-windup method: The system responsen voltage signal and integrator output in
presence of actuator saturation for different v&loé the parametéyare shown in Figure 13.

According to this figure, smaller valueslipbbtain more suitable performance (less overshodt an
faster exit from saturation).

Modified Tracking anti-windup control: As mentioneefore, tracking control method is sensitive
to variations of the parameteff " and gain ‘b ". In other words, choosing small values Tor
reduces the overshoot effectively. In this sectithre modified anti-windup tracking controller
structure proposed in [38] is investigated for Rihtrollers. For better understanding the role of
added parameter in the design procedure, due todunting an extra limitation, real-time
implementation is repeated for valles10, b >10and also 3 values of=0.5, 1,1.5.
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Figurel3. System response, Control signal, andjtater output for tracking anti-windup
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A.b <10: The system response, pump voltage signal andratte output in presence of actuator
saturation for different values bfare depicted in Figurel4. As illustrated in thigufie, choosing
the parametdr betweenr =1andr =1.50btains more satisfactory results.

B.b >10: Figure 15 shows the system response, pump vokageal and integrator output for 3
different values off and in presence of actuator saturation, respegtivalcording to Figure 15, a
very large initial value for controller output (gimated from large proportional gain and derivative
operation) results in a large feedback signal withigh gain fob . This feedback signal forces
integrator to high negative values until the coligrooutput comes back to linear operational range.
As a result, for small values bf (r =0.5...), we have a large overshoot, and choosing larger
values forr ,(r =1...1.5, reduces the overshoot.

Realizable reference: Figure 16 illustrates thesadbloop system response to the realizable
reference input in presence of actuator saturatiod the integrator output, respectively. The
important point is that this method compensategraabn through changing the applied reference
signal to closed-loop control systém, ).

Process output (y)

voltage (volt)

Integral value

|
|
1
|
0 20 40 60 80 100 120
Time(sec)

Figurel4. System response, Control signal, andjtater output for modified tracking anti-windup 3
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Figurel6. System response, Control signal, andyfater output for realizable reference

Conditional integrator: In this method, integratigsnswitched to one of the situations on or off in
specific conditions based on the control signal laoge or tracking error. In the off case, the
integrator initial condition determines its value that moment. In this section, three methods
namely CI-ILIM, CI-CFRZ and CI-FRZ are studied irhieh the controller parameters are chosen
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as], =0andy.., =1. The closed-loop system response to desired,ippmp voltage signal and
integrator term output in the presence of actuatiuration for these methods is illustrated in
Figure 17. As shown in these figures, CI-CFRZ amd-RZ operate superior than CI-ILIM. It is
worthy to mention that in choosing a specific methihe convergence of steady state error to zero
should be guaranteed. It means that satisfacteadgtstate should not be obtained in the absence
of integrator.

Preloading: In this approach, the controller part@nsehave been chosenvigs=0anda =1. The

closed-loop system response to desired input, protiage signal and integrator output is shown in
Figure 18.

Variable structure PID anti-windup control: In tlasction, experimental results tbF 6and three
values of £=0.01, f=1andf =20are shown in Figurel9. As illustrated in these g the
design parametgfconsiderably affects the stability and performaat¢his method. To be more

precise, increasing the gaftteads to decreases the settling time and rise time.

Process output (y)

voltage (volt)
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1 L |
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Figurel?. System response, Control signal, andjtater output for conditional integration
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Figurel9. System response, Control signal, andjtater output for variable structure PID

Hybrid method: Figure 20 represents the systenorespto desired input and pump voltage signal
for the proposed scheme by [34] in the presenaifator saturation. For better evaluation of the

results, integrator output for this scheme is alsown in Figure 20.

It follows from these figures

29



Robust Anti-Windup Control Design for PID Contrae Theory and Experimental Vrification, pp. 5-34

that the hybrid method willh =/ iT4 yields in a smaller settling time in the outputp@sse and

provides better performance in comparison WitAT, . This conclusion can be justified simply
according to the faster exit of the control siginam saturation region.

Model free AW: Figure21 shows the capability of fh®posed approach, under the same control
parameters. The non-completed control signal ha beodeled by an ordinary differential
equation of order 2. For better understanding tiwrol signals are also plotted. From Figure21, it
is clear that the control signal of the MFAW leatlee saturation region more rapidly and with a

smooth change. One key feature of the proposedaniésihrobustness under parameter variation of
the model.
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Figure20. System response, Control signal, andytater output for hybrid method
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Figure2l. System response, Control signal, andytater output for MFAW

7. Conclusion

PID controllers are one of the most convenient radlets utilized in industry. They can be simply
tuned in order to achieve specific performance irequents, robustness and zero steady state error
in the presence of constant disturbance. Applyingsé controllers in processes with input
limitation and large set-point variation leads toumdesired phenomenon named integrator windup
which yields in actuator saturation, performanceederation, and even instability of the closed-
loop system in some cases. An approximation-basét cantrol strategy is investigated in this
paper. It has been assumed that the actuator eanliy can be modeled by a linear differential
equation with unknown coefficients. Using Stone-@vsirass theorem, it is verified that these
differential equations are universal approximat@&sperimental results evaluate the efficiency of
the proposed approach. As can be seen, the cauatrsiilstem comes out faster from saturation
region and the reduction in settling time and dveot are obvious. Moreover, the uniformly
ultimately boundedness of steady state error s @lsranteed.
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