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Abstract–Predicting the stock price is a demanding task since multiple factors affect it. To 
enhance the stock price index prediction accuracy, the current study hybridizes variational mode 
decomposition (VMD) with the CNN-LSTM model. The proposed model, VMD-CNN-LSTM, 
works based on the decomposition-and-ensemble framework. To do this, VMD and CNN-LSTM 
were used to deal with the nonstationary and nonlinear nature of the stock price data. The former 
was first applied to the decomposition of time-series data into a number of components. Then, 
CNN-LSTM was applied to the prediction of the components. To end with, all the components’ 
prediction results were summed up to attain the final prediction result. To verify the effectiveness 
of the proposed model in terms of predicting the stock price index, its performance was compared 
to some single models as well as some VMD- and EMD-based hybrid models. The results not only 
confirmed the superiority of the hybrid models over the single ones, but also showed the higher 
effectiveness of VMD-based models compared to EMD-based ones regarding the prediction 
accuracy. 
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1. Introduction 
 

Stock markets, in their nature, are known as non-linear, 

non-parametric, and noisy deterministic chaotic systems. 

All these qualities cause the effective and efficient 

prediction of the future stock price to be a highly 

challenging task. The stock price fluctuates in an uncertain 

atmosphere; a behavior that is affected by different 

interconnected factors. These factors include, but not 

limited to, massive globalized economic data, changes to 

the unemployment rate, monetary policies taken by 

powerful countries, natural calamities, immigration policies, 

and public health conditions. It is widely acknowledged that 

all of the stock market stakeholders are in a continuous 

attempt to augment their profits and, on the other hand, 

decrease the risks from the thorough market evaluation. The 

huge challenge in this domain is how to collect the relevant 

multifaceted information in one basket and then create a 

model capable of accurately predicting the stock price. The 

stock/equity market involves several stock exchanges that 

occur across the world. People in this market buy and sell 

shares of high volatility in their price, which is attributed to 

the law of supply and demand. A share or stock denotes the 

holder’s ownership in the firm or corporation. Buyers 

attempt to buy a share at the minimum possible price, while 

sellers attempt to sell it at the maximum possible price. [1] 

Stock market is widely acknowledged as a key money-

raising platform along with debt markets that are more 

imposing but do not trade publicly. Highly liquidity is one 

of the stock exchange’s qualities, which eases the selling or 

buying of securities. An important characteristic of any 

upcoming economy is the increase of the number of people 

involved in the stock market and also the upward trend of 

this market. The movements in stock market considerably 

affect both the people and the economy. If share prices are 

collapsed, the economy will become dysfunctional. The 

stock market crash of 1929, for instance, triggered the Great 

Depression of the 1930s. With high stock prices, more 

companies tend to issue Initial Public Offering (IPO) with 

the aim of raising capital through transfer ownership. In a 

bull market, mergers and acquisitions are also widespread. 

An outstanding economic growth can happen due to this 

increased investment. In the current literature, a cutting-

edge model called Prescriptive Analytics has attracted much 

attention. This model, which could be used by both 
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investors and the general public, can suggest a profitable 

mode of action.[2] 

A question is what would happen if investors knew the 

exact time of the increase or decrease of a certain stock 

price. It is imaginable that they would invest all their 

money in it and maximize their profit. This is impossible; 

however, they can make informed estimations on the basis 

of the past and present information accessible regarding 

certain shares.  

By showing the utility of deep learning in the stock 

market, the current study attempts to show how its 

evolution is beneficial to society by reducing human efforts 

and providing optimum results. 

 

2. Related work 

 

Many researchers have already focused on proposing 

proper models applicable to the prediction of the stock 

market, and, more specifically, the literature consists of 

several studies reviewing the deep learning methods 

developed in the literature. As they have concentrated on 

the deep learning methods applications, the stock market 

prediction could be only one instance among numerous 

financial problems. This section lists them chronologically 

and discusses the motivation and unique perspectives of the 

current paper. 

Most of forecasting methods proposed in the early studies 

conducted on time series were focused on conventional 

econometric models such as GARCH model and ARIMA 

model [3,4]. In [5], the authors used ARIMA to predict 

Nifty-Midcap. The findings confirmed the high flexibility 

of this model when applied to time series. In another 

study[6], the authors employed several GARCH models in 

order to forecast the volatility of the composite indices of 

Shenzhen and Shanghai. Among all, GARCH (1,1) was 

found more successful in describing the stock index 

volatility. Econometric models have shown some successes 

in terms of forecasting tasks; though, many empirical 

studies have reported that the linear assumption disables the 

models to have a comprehensive reflection on the real 

distribution of data [7]; this hinders the achievement of 

accurate forecast outcomes on datasets of higher complexity. 

Likewise, Liu and Morley [8] argued that applying only the 

conventional econometric models to the modeling process 

results in serious deviations in prediction. 

Currently, artificial intelligence (AI) techniques, in addition 

to econometric models, are extensively applied to time 

series; two well-recognized instances are the artificial 

neural network (ANN) [9,10,11] and support vector 

machine model [12,13,14]. The conventional ANNs have 

been found more successful when applied to nonlinear data 

[15]. On the other hand, they simply fall into overfitting 

and local extremum, which limit their application [16]. 

Moreover, stock price is auto-correlative; therefore, the 

historical data can have impact on the current stock price. 

Therefore, although changes occurring to the stock price do 

not meet the assumption of random walk, they could have 

proper impacts on neural networks. If the prediction process 

is done with the use of only the current information, the 

pieces of information the early data carry may get lost and, 

consequently, dealing with complex time series problems 

will be difficult. The literature introduces the recurrent 

neural networks (RNNs) as a response to such difficulties. 

These networks are able to keep memory of recent events 

by making a full connection among the hidden neurons 

existing within the networks and learning from internal 

feedback mechanism. However, RNNs suffer from the 

gradient disappearance problem. The long short-term 

memory (LSTM) model was proposed in the literature 

based on RNN for the aim of capturing both long- and 

short-term information. LSTM is provided with the special 

gate structure that filters the information of higher 

usefulness and significance from the training data; this 

characteristic causes LSTM to be more applicable to the 

time series problem. This model was used by [17] to 

forecast the future trends of the stock price of companies; 

the outcomes confirmed the acceptable accuracy of LSTM 

in this application. In another study [18], the authors used 

an LSTM-based model to forecast two indices. Their 

obtained results showed the superiority of LSTM in this 

regard over the other models to which it was compared. 

Though, the valid information could not attain more 

weights to show its significance in LSTM, which requires 

further improvement. 

The integration of AI techniques into data preprocessing 

methods can lead to a considerable enhancement in 

predictions accuracy since if AI is used in this regard, 

consistent and stable results cannot be obtained. The 

predictive model complexity could be lessened using signal 

analysis methods. In these methods, the available data are 

initially decomposed and then the sub-sequences are 

modelled. The literature contains frequent use of the EMD 

applied to decompose the signals. EMD is applicable to 

transforming non-stationary signals into stationary ones; 

additionally, it has a desired decomposition impact on 

nonlinear data. If the original signal is decomposed into 

multiple intrinsic mode functions (IMFs) and trend items, 

the information hidden in the data will be mined properly. 

In the study of Wang [19], EMD and stochastic time neural 

network were efficaciously used to forecast financial time 
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series. Though, an inevitable problem has still remained 

with the use of EMD-modal aliasing. Put simply, different 

IMFs consist of similar features. To solve this problem, 

VMD was developed in the literature as a non-recursive 

signal analysis method, on the basis of EMD. In [20], the 

authors used the effective VMD to decompose the stock 

price series in order to capture the key information. Their 

results confirmed the effectiveness of VMD in feature 

selection applications. The present study also used VMD as 

the decomposition algorithm since it is capable of 

integrating the decomposed signals into the real signals and 

also separating identical frequencies. 

Accordingly, the current study proposes a decomposition 

ensemble model applicable to predicting the stock market 

price, combining the benefits of VMD and CNN-LSTM 

model.  

Briefly, the literature contains many studies carried out on 

how to forecast the stock market as accurately as possible. 

In this realm, several researchers have preferred to be 

focused on complex statistical or machine learning 

techniques regardless of the type of attributable variables. 

Some other researchers have concentrated on the use of 

fundamental data regardless of other variables affecting the 

stock market prediction. Though, the literature still lacks a 

model integrating simplicity with the features of the stock 

market variables. Thus, the aim of this study is to develop a 

model without further complicating the model architecture 

and, at the same time, preserving a well-balanced set of 

variables to capture the stock market behavior from several 

dimensions. 
 

 

3. Methodology 

 

The present paper contributes to the body of knowledge 

by hybridizing two models into one in order to predict the 

stock prices with the use of advanced deep learning 

techniques. The proposed algorithm as shown in Fig.1 

consisted of two steps, where VMD was employed to 

decompose the data into several components (i.e. IMFs), 

and CNN_LSTM to predict each component. Ultimately, 

the final result was computed by summing up the 

forecasting values of all the sub-components. 

 

 
Fig. 1.Proposed hybrid model 

 

 

3.1Variational Mode Decomposition Algorithm (VMD) 

 

In methods working based on EMD, accuracy depends on 

at least three factors: the method used to explore the local 

extrema, the interpolation of local extrema to form carrier 

envelopes, and the stopping criteria set for IMFs. Thus, 

EMD-based methods are not well theorized from a 

mathematical point of view, and they operate based on 

recursive sifting, which causes them not to apply the 

backward error correction. The literature has proposed 

VMD in an attempt to address properly the above-

mentioned limitations. VMD works by determining the 

relevant bands adaptively and, simultaneously, extracting 

the corresponding modes. Thus, error correction is feasible 

between them. According to Yang et al. [21], compared to 

EMD, the VMD method is able to achieve decomposition 

results of higher desirability.  

In VMD, a real-valued time series )(tx is decomposed 

into predefined sub-signals/modes 
)(tu k  with sparsity 

properties, where each mode has a limited spectral 

bandwidth 
))(( tuB k compacted around a central 

frequency kw .This bandwidth is determined along with 

the input signal decomposition. Then, the Hilbert transform 

of the associated analytic signal is computed for each mode 

in order to determine the bandwidth of each mode. This is 

done essentially to achieve unilateral frequency spectrum. 

Afterwards, the frequency spectrum for each mode ku  is 

shifted to baseband by mixing with the exponential tuned to 

the respective estimated center frequency wk. The 

bandwidth 
))(( tuB k  is finally calculated with taking 

into account the H1 Guassian smoothness of the 

demodulated signal (For more details see[21]). 

The number of modes K in VMD decomposition must be 

defined beforehand. In such a condition, the optimal K-



value has not been achieved yet and still needs further 

research to be determined. The proper K

dependent upon the number of 

to-be

too large, redundant information may be created, while if it 

is too small, the mode

 

Fig.
original da

 

 

 

3.2 Prediction model

Convolutional layers can extract valuable knowledge and 

learn the internal representation of time

on the other hand, is able to 

term dependencies. 

CNN

the benefits of these deep leaning techniques. CNN

comprises two k components: the first one contains 

convolutional and pooling layers where complicated 

mathematical operations are executed for the development 

of the input data features, whereas the second component 

uses the features produced by LSTM and dense layers. In 

the following, the convolutional, p

(which form the core of CNN

 

-Convolutional and pooling layers

 

The convolutional layers

convolution operation between the raw input data and 

convolution kernels 

important for t

since

 

12

value has not been achieved yet and still needs further 

research to be determined. The proper K

dependent upon the number of 

be-decomposed signal. In this regard, if the K

too large, redundant information may be created, while if it 

is too small, the mode

Fig.2displays the obtained results indicating that the 
original data were decomposed into 

Fig. 

3.2 Prediction model

Convolutional layers can extract valuable knowledge and 

learn the internal representation of time

on the other hand, is able to 

term dependencies. 

CNN–LSTM, works based on 

the benefits of these deep leaning techniques. CNN

comprises two k components: the first one contains 

convolutional and pooling layers where complicated 

mathematical operations are executed for the development 

of the input data features, whereas the second component 

uses the features produced by LSTM and dense layers. In 

the following, the convolutional, p

(which form the core of CNN

Convolutional and pooling layers

The convolutional layers

convolution operation between the raw input data and 

convolution kernels 

important for the input data 

since this technique was 

value has not been achieved yet and still needs further 

research to be determined. The proper K

dependent upon the number of 

decomposed signal. In this regard, if the K

too large, redundant information may be created, while if it 

is too small, the mode-mixing problem may come to exist.

displays the obtained results indicating that the 
ta were decomposed into 

Fig. 2.Decomposition result using 

3.2 Prediction model 

Convolutional layers can extract valuable knowledge and 

learn the internal representation of time

on the other hand, is able to determine

term dependencies. The model developed in this study, 

LSTM, works based on 

the benefits of these deep leaning techniques. CNN

comprises two k components: the first one contains 

convolutional and pooling layers where complicated 

mathematical operations are executed for the development 

of the input data features, whereas the second component 

uses the features produced by LSTM and dense layers. In 

the following, the convolutional, p

(which form the core of CNN–

Convolutional and pooling layers

The convolutional layers are responsible for a

convolution operation between the raw input data and 

convolution kernels to produc

he input data to 

this technique was originally developed for the 

A Hybrid Model Using Deep Learning to 

value has not been achieved yet and still needs further 

research to be determined. The proper K

dependent upon the number of IMFS that exist

decomposed signal. In this regard, if the K

too large, redundant information may be created, while if it 

mixing problem may come to exist.

displays the obtained results indicating that the 
ta were decomposed into six components

Decomposition result using VMD

Convolutional layers can extract valuable knowledge and 

learn the internal representation of time-series data

determine both short

The model developed in this study, 

LSTM, works based on the efficient combination of 

the benefits of these deep leaning techniques. CNN

comprises two k components: the first one contains 

convolutional and pooling layers where complicated 

mathematical operations are executed for the development 

of the input data features, whereas the second component 

uses the features produced by LSTM and dense layers. In 

the following, the convolutional, pooling, and LSTM layers 

–LSTM) are described briefly.

Convolutional and pooling layers 

re responsible for a

convolution operation between the raw input data and 

to produce fresh feature values. 

to have structured matrix form 

originally developed for the 

A Hybrid Model Using Deep Learning to 

value has not been achieved yet and still needs further 

research to be determined. The proper K-value may be 

that exist within the 

decomposed signal. In this regard, if the K-value is 

too large, redundant information may be created, while if it 

mixing problem may come to exist.

displays the obtained results indicating that the 
components. 

VMD 

Convolutional layers can extract valuable knowledge and 

series data. LSTM, 

both short- and long

The model developed in this study, 

efficient combination of 

the benefits of these deep leaning techniques. CNN–LSTM 

comprises two k components: the first one contains 

convolutional and pooling layers where complicated 

mathematical operations are executed for the development 

of the input data features, whereas the second component 

uses the features produced by LSTM and dense layers. In 

ooling, and LSTM layers 

LSTM) are described briefly.

re responsible for applying 

convolution operation between the raw input data and 

fresh feature values. It is 

have structured matrix form 

originally developed for the 

A Hybrid Model Using Deep Learning to 

 

value has not been achieved yet and still needs further 

value may be 

within the 

value is 

too large, redundant information may be created, while if it 

mixing problem may come to exist. 

displays the obtained results indicating that the 

 

Convolutional layers can extract valuable knowledge and 

LSTM, 

and long-

The model developed in this study, 

efficient combination of 

LSTM 

comprises two k components: the first one contains 

convolutional and pooling layers where complicated 

mathematical operations are executed for the development 

of the input data features, whereas the second component 

uses the features produced by LSTM and dense layers. In 

ooling, and LSTM layers 

LSTM) are described briefly. 

 the 

convolution operation between the raw input data and 

It is 

have structured matrix form 

originally developed for the 

purpose of 

When compared to the input matrix, t

(filter) 

valu

throughout the input matrix and applies convolution 

operati

input matrix. 

represent

and the dimension size of the applied filter. 

convolved features 

convolution kernels 

features are more 

features of the input data

performance quality.

 

-LSTM layers

 

LSTM neural networks [

of the recurrent neural networks (RN

term dependencies by using feedback connections.

Conventional RNNs are focused on solving the feedforward 

neural networks problem, i.e., the lack of memory; this 

problem causes usually causes poor performance on 

sequences and 

used on the hidden layer of these models to attain short 

term memory and capture information from time

sequences data. On the other hand, RNNs generally have 

the problem of vanishing gradient. This pr

the model to learning long

LSTM was proposed as a solution to this problem; it stores 

valuable information on memory cells while eliminating the 

needless one. This way, it can generally outperform the 

convent

In each unit of LSTM, there are one memory cell and three 

main gates, i.e., input, output, and forget. This way, LSTM 

creates an information flow under a full control through 

determining which information must be subjected to ‘forget’ 

and which 

managing to learn long

specifically

*
tc

memory st

responsible for 

eliminated or preserved in 

and, on the

for controlling the pieces of 

employed as the memory cell’s 

express the operations done by a unit of LSTM.

A Hybrid Model Using Deep Learning to Predict Stock 

purpose of extracting features

When compared to the input matrix, t

(filter) is regarded 

values in the form

throughout the input matrix and applies convolution 

operation on each sub

input matrix. This process

represents a feature value specified by the coefficient values 

and the dimension size of the applied filter. 

convolved features 

convolution kernels 

features are more 

features of the input data

performance quality.

LSTM layers 

LSTM neural networks [

of the recurrent neural networks (RN

term dependencies by using feedback connections.

Conventional RNNs are focused on solving the feedforward 

neural networks problem, i.e., the lack of memory; this 

problem causes usually causes poor performance on 

sequences and time

used on the hidden layer of these models to attain short 

term memory and capture information from time

sequences data. On the other hand, RNNs generally have 

the problem of vanishing gradient. This pr

the model to learning long

LSTM was proposed as a solution to this problem; it stores 

valuable information on memory cells while eliminating the 

needless one. This way, it can generally outperform the 

conventional RNN.

In each unit of LSTM, there are one memory cell and three 

main gates, i.e., input, output, and forget. This way, LSTM 

creates an information flow under a full control through 

determining which information must be subjected to ‘forget’ 

and which one to ‘remember’. It results in effectively 

managing to learn long

specifically, the input gat

* , controls the new information which is stored into the 

memory state 

responsible for control

eliminated or preserved in 

and, on the other hand, the output gate, 

for controlling the pieces of 

employed as the memory cell’s 

express the operations done by a unit of LSTM.

tock Price Index

extracting features

When compared to the input matrix, t

is regarded as a tiny window present

the form of a matrix. 

throughout the input matrix and applies convolution 

on on each sub-region (patch) 

This process results in a

a feature value specified by the coefficient values 

and the dimension size of the applied filter. 

convolved features can be generated by 

convolution kernels to the input data. 

features are more useful compared to 

features of the input data. 

performance quality. 

 

LSTM neural networks [24], which are actually a sub

of the recurrent neural networks (RN

term dependencies by using feedback connections.

Conventional RNNs are focused on solving the feedforward 

neural networks problem, i.e., the lack of memory; this 

problem causes usually causes poor performance on 

time-series problems. Cyclic connections are 

used on the hidden layer of these models to attain short 

term memory and capture information from time

sequences data. On the other hand, RNNs generally have 

the problem of vanishing gradient. This pr

the model to learning long-range dependencies. As a result, 

LSTM was proposed as a solution to this problem; it stores 

valuable information on memory cells while eliminating the 

needless one. This way, it can generally outperform the 

ional RNN. 

In each unit of LSTM, there are one memory cell and three 

main gates, i.e., input, output, and forget. This way, LSTM 

creates an information flow under a full control through 

determining which information must be subjected to ‘forget’ 

one to ‘remember’. It results in effectively 

managing to learn long

, the input gate 

, controls the new information which is stored into the 

ate 
tc at time t. The forget gate, 

controlling the past information that 

eliminated or preserved in the memory cell at time 

other hand, the output gate, 

for controlling the pieces of 

employed as the memory cell’s 

express the operations done by a unit of LSTM.

ndex 

extracting features from image datasets [23

When compared to the input matrix, the convolution kerne

as a tiny window present

matrix. The window ‘slides’ 

throughout the input matrix and applies convolution 

region (patch) that is 

sults in a convolved matrix 

a feature value specified by the coefficient values 

and the dimension size of the applied filter. 

can be generated by applying 

the input data. In 

useful compared to the original initial 

. This enhances

4], which are actually a sub

of the recurrent neural networks (RNNs), can learn long

term dependencies by using feedback connections.

Conventional RNNs are focused on solving the feedforward 

neural networks problem, i.e., the lack of memory; this 

problem causes usually causes poor performance on 

series problems. Cyclic connections are 

used on the hidden layer of these models to attain short 

term memory and capture information from time

sequences data. On the other hand, RNNs generally have 

the problem of vanishing gradient. This pr

range dependencies. As a result, 

LSTM was proposed as a solution to this problem; it stores 

valuable information on memory cells while eliminating the 

needless one. This way, it can generally outperform the 

In each unit of LSTM, there are one memory cell and three 

main gates, i.e., input, output, and forget. This way, LSTM 

creates an information flow under a full control through 

determining which information must be subjected to ‘forget’ 

one to ‘remember’. It results in effectively 

managing to learn long-term dependencies. 

ti  along with a second gate 

, controls the new information which is stored into the 

at time t. The forget gate, 

ing the past information that 

the memory cell at time 

other hand, the output gate, 
o

for controlling the pieces of information that c

employed as the memory cell’s output. Eq

express the operations done by a unit of LSTM.

from image datasets [23

he convolution kerne

as a tiny window presenting coefficient 

The window ‘slides’ 

throughout the input matrix and applies convolution 

that is ‘met’ across the 

convolved matrix 

a feature value specified by the coefficient values 

and the dimension size of the applied filter. A number of

applying different

In general, these 

the original initial 

This enhances the model’s 

4], which are actually a sub-group 

Ns), can learn long

term dependencies by using feedback connections. 

Conventional RNNs are focused on solving the feedforward 

neural networks problem, i.e., the lack of memory; this 

problem causes usually causes poor performance on 

series problems. Cyclic connections are 

used on the hidden layer of these models to attain short 

term memory and capture information from time-series and 

sequences data. On the other hand, RNNs generally have 

the problem of vanishing gradient. This problem confines 

range dependencies. As a result, 

LSTM was proposed as a solution to this problem; it stores 

valuable information on memory cells while eliminating the 

needless one. This way, it can generally outperform the 

In each unit of LSTM, there are one memory cell and three 

main gates, i.e., input, output, and forget. This way, LSTM 

creates an information flow under a full control through 

determining which information must be subjected to ‘forget’ 

one to ‘remember’. It results in effectively 

term dependencies. More 

along with a second gate 

, controls the new information which is stored into the 

at time t. The forget gate, 
tf , is 

ing the past information that must

the memory cell at time −t

to , is responsible 

information that could 

Equations (1)–

express the operations done by a unit of LSTM. 

from image datasets [23]. 

he convolution kernel 

coefficient 

The window ‘slides’ 

throughout the input matrix and applies convolution 

across the 

convolved matrix that 

a feature value specified by the coefficient values 

A number of 

different 

hese 

the original initial 

the model’s 

group 

Ns), can learn long-

Conventional RNNs are focused on solving the feedforward 

neural networks problem, i.e., the lack of memory; this 

problem causes usually causes poor performance on 

series problems. Cyclic connections are 

used on the hidden layer of these models to attain short 

series and 

sequences data. On the other hand, RNNs generally have 

oblem confines 

range dependencies. As a result, 

LSTM was proposed as a solution to this problem; it stores 

valuable information on memory cells while eliminating the 

needless one. This way, it can generally outperform the 

In each unit of LSTM, there are one memory cell and three 

main gates, i.e., input, output, and forget. This way, LSTM 

creates an information flow under a full control through 

determining which information must be subjected to ‘forget’ 

one to ‘remember’. It results in effectively 

More 

along with a second gate 

, controls the new information which is stored into the 

, is 

must be 

1− , 

, is responsible 

ould be 

–(5) 



 

 

ti

tf

*
tc

tc

to

where 

matrices, 

represents the sigm

component

to compute the hidden state, 

cell output, as follows:

th

When mu

memory stat

layer are forwarded as inputs to the following LSTM layer

 

4. Experimental results

 

In t

relevant analyses performed to 

proposed hybrid model in forecasting 

experiments were executed by means of the Python 

language using the Google Colab platform. For the purpose 

of this p

www.yahoo.com 

prices of the 

202

training (80% of data) and testing (20%). The data in the 

former were applied to determining the weights and 

threshold values of the prediction models, whereas those in 

the latter to assessing the de

For the verification of the models’ efficiency, the closing 

price of the 

that the 

the its prices during the 

Journal of 

( ti xU += σ

(
tg xU += σ

(tanh cU=

1tt cg �= −

( to xU += σ

where 
tx  stands for the input, W

matrices, *b  

represents the sigm

component-wise mu

to compute the hidden state, 

cell output, as follows:

tanh(to �=

When multiple LSTM layers are stacked together, both the 

memory state c

layer are forwarded as inputs to the following LSTM layer

Experimental results

In this section, we explain

relevant analyses performed to 

proposed hybrid model in forecasting 

experiments were executed by means of the Python 

language using the Google Colab platform. For the purpose 

of this paper, the required data were gathered from 

www.yahoo.com 

prices of the S&P

2023. The collected data were separated first into two sets: 

training (80% of data) and testing (20%). The data in the 

former were applied to determining the weights and 

threshold values of the prediction models, whereas those in 

the latter to assessing the de

For the verification of the models’ efficiency, the closing 

price of the S&P

that the stock price of one day is continuous and related to 

the its prices during the 

Journal of Applied Dynamic Systems and Control,V

)1 iti bhW +−

1tg bhW ++ −

1tct hWx + −

,*
tt ci �+

  

1to bhW ++ −

stands for the input, W

 signifies the vectors of bias term, σ

represents the sigmoid function, and the operator 

wise multiplication. To end with, Eq (

to compute the hidden state, 

cell output, as follows: 

).tanh( tc        
LSTM layers are stacked together, both the 

tc  and the hidden state 

layer are forwarded as inputs to the following LSTM layer

Experimental results 

, we explain the experiments and also the 

relevant analyses performed to 

proposed hybrid model in forecasting 

experiments were executed by means of the Python 

language using the Google Colab platform. For the purpose 

aper, the required data were gathered from 

www.yahoo.com for 1397trading days (the daily closing 

S&P) ranging from Jan 02, 2018

. The collected data were separated first into two sets: 

training (80% of data) and testing (20%). The data in the 

former were applied to determining the weights and 

threshold values of the prediction models, whereas those in 

the latter to assessing the developed models’ performance. 

For the verification of the models’ efficiency, the closing 

S&P given in Fig.

price of one day is continuous and related to 

the its prices during the last 30 days

Applied Dynamic Systems and Control,V

),           

),gb         

),cb+      

            
),ob         

stands for the input, W and U denote weight 

fies the vectors of bias term, σ

oid function, and the operator 

ltiplication. To end with, Eq (

to compute the hidden state, 
th , constituting the memory 

           
LSTM layers are stacked together, both the 

and the hidden state 
th

layer are forwarded as inputs to the following LSTM layer

the experiments and also the 

relevant analyses performed to assess the quality of the 

proposed hybrid model in forecasting stock

experiments were executed by means of the Python 

language using the Google Colab platform. For the purpose 

aper, the required data were gathered from 

trading days (the daily closing 

) ranging from Jan 02, 2018

. The collected data were separated first into two sets: 

training (80% of data) and testing (20%). The data in the 

former were applied to determining the weights and 

threshold values of the prediction models, whereas those in 

veloped models’ performance. 

For the verification of the models’ efficiency, the closing 

Fig.3was considered, assuming 

price of one day is continuous and related to 

last 30 days. 

Applied Dynamic Systems and Control,V

         (1)

         (2) 

         
(3) 

         
(4) 

         (5) 

and U denote weight 

fies the vectors of bias term, σ

oid function, and the operator ○ is the 

ltiplication. To end with, Eq (6) is use

, constituting the memory 

         
(6) 

LSTM layers are stacked together, both the 

t
 of each LSTM 

layer are forwarded as inputs to the following LSTM layer

the experiments and also the 

the quality of the 

stock price. The 

experiments were executed by means of the Python 

language using the Google Colab platform. For the purpose 

aper, the required data were gathered from 

trading days (the daily closing 

) ranging from Jan 02, 2018 to July21

. The collected data were separated first into two sets: 

training (80% of data) and testing (20%). The data in the 

former were applied to determining the weights and 

threshold values of the prediction models, whereas those in 

veloped models’ performance. 

For the verification of the models’ efficiency, the closing 

was considered, assuming 

price of one day is continuous and related to 

Applied Dynamic Systems and Control,Vol

) 

 

 

 

 

and U denote weight 

fies the vectors of bias term, σ 

is the 

) is used 

, constituting the memory 

 

LSTM layers are stacked together, both the 

of each LSTM 

layer are forwarded as inputs to the following LSTM layer. 

the experiments and also the 

the quality of the 

The 

experiments were executed by means of the Python 

language using the Google Colab platform. For the purpose 

aper, the required data were gathered from 

trading days (the daily closing 

ly21, 

. The collected data were separated first into two sets: 

training (80% of data) and testing (20%). The data in the 

former were applied to determining the weights and 

threshold values of the prediction models, whereas those in 

veloped models’ performance. 

For the verification of the models’ efficiency, the closing 

was considered, assuming 

price of one day is continuous and related to 

 

Considering both the existing literature and the experiments 

carried out so far, the 

(which has shown an acceptable performance) was selected 

in this paper

prediction accuracy was attained with setting the time step 

to 

models 

16, 32, 64, and 128. The results showed the 

128 hidden neurons as the

one

neurons was used in this study. In addition, Adam was used 

as optimizer due to its high computational efficien

effectiveness

size and the epochs were fixed at 16 and 100, respectively. 

Moreover, the learning rate was fixed at 0.001. Each 

experiment was run for 25 times and the value obtained in 

average was noted as the final result.

 

4.1Experimental Performance Evaluation

 

The current study selects 

the root mean absolute error (

error (RMSE), and the mean absolute percentage error 

(MAPE). These measures were taken into account to assess 

the proposed models’ predic

the bias between the predictive and practical models. 

RMSE reveals relativ

allows us 

predictions in statistics. 

eac

VMD

different 

square error (MSE)

ol.6, No.2, 202

Fig. 

Considering both the existing literature and the experiments 

carried out so far, the 

(which has shown an acceptable performance) was selected 

in this paper. Based on the experiment results, the opt

prediction accuracy was attained with setting the time step 

to 30 days. Various hidden neurons 

models were taken into account, with candidate values of 

16, 32, 64, and 128. The results showed the 

128 hidden neurons as the

one-layer deep learning models

neurons was used in this study. In addition, Adam was used 

as optimizer due to its high computational efficien

effectiveness. To establish a rapid computation

size and the epochs were fixed at 16 and 100, respectively. 

Moreover, the learning rate was fixed at 0.001. Each 

experiment was run for 25 times and the value obtained in 

average was noted as the final result.

4.1Experimental Performance Evaluation

The current study selects 

the root mean absolute error (

error (RMSE), and the mean absolute percentage error 

(MAPE). These measures were taken into account to assess 

the proposed models’ predic

the bias between the predictive and practical models. 

RMSE reveals relativ

allows us to make a 

predictions in statistics. 

each epoch was set 

VMD-CNN-LSTM’s performance under the 

different parameters. 

square error (MSE)

, 2023: 9-15 

Fig. 3.Daily closing price of the S&P

Considering both the existing literature and the experiments 

carried out so far, the CNN

(which has shown an acceptable performance) was selected 

Based on the experiment results, the opt

prediction accuracy was attained with setting the time step 

days. Various hidden neurons 

were taken into account, with candidate values of 

16, 32, 64, and 128. The results showed the 

128 hidden neurons as the optimal condition. As a result, a 

deep learning models

neurons was used in this study. In addition, Adam was used 

as optimizer due to its high computational efficien

. To establish a rapid computation

size and the epochs were fixed at 16 and 100, respectively. 

Moreover, the learning rate was fixed at 0.001. Each 

experiment was run for 25 times and the value obtained in 

average was noted as the final result.

4.1Experimental Performance Evaluation

The current study selects four

the root mean absolute error (

error (RMSE), and the mean absolute percentage error 

(MAPE). These measures were taken into account to assess 

the proposed models’ predictive capacity. RMAE measures 

the bias between the predictive and practical models. 

RMSE reveals relatively large prediction errors

make a judge 

predictions in statistics. Moreover, 

h epoch was set in order to

LSTM’s performance under the 

parameters. The loss is assessed using the 

square error (MSE). 

Daily closing price of the S&P

Considering both the existing literature and the experiments 

CNN-LSTM forecasting model 

(which has shown an acceptable performance) was selected 

Based on the experiment results, the opt

prediction accuracy was attained with setting the time step 

days. Various hidden neurons for deep learning 

were taken into account, with candidate values of 

16, 32, 64, and 128. The results showed the 

optimal condition. As a result, a 

deep learning models containing 128 hidden 

neurons was used in this study. In addition, Adam was used 

as optimizer due to its high computational efficien

. To establish a rapid computation

size and the epochs were fixed at 16 and 100, respectively. 

Moreover, the learning rate was fixed at 0.001. Each 

experiment was run for 25 times and the value obtained in 

average was noted as the final result. 

4.1Experimental Performance Evaluation

four performance measures, i.e., 

the root mean absolute error (RMAE), the root mean square 

error (RMSE), and the mean absolute percentage error 

(MAPE). These measures were taken into account to assess 

tive capacity. RMAE measures 

the bias between the predictive and practical models. 

ely large prediction errors

judge about the performance of 

Moreover, the loss of training set of 

in order to reflect on the proposed 

LSTM’s performance under the 

The loss is assessed using the 

 
13 

Daily closing price of the S&P 

Considering both the existing literature and the experiments 

forecasting model 

(which has shown an acceptable performance) was selected 

Based on the experiment results, the optimum 

prediction accuracy was attained with setting the time step 

for deep learning 

were taken into account, with candidate values of 

16, 32, 64, and 128. The results showed the models with

optimal condition. As a result, a 

containing 128 hidden 

neurons was used in this study. In addition, Adam was used 

as optimizer due to its high computational efficiency and 

. To establish a rapid computation ,the batch 

size and the epochs were fixed at 16 and 100, respectively. 

Moreover, the learning rate was fixed at 0.001. Each 

experiment was run for 25 times and the value obtained in 

4.1Experimental Performance Evaluation 

performance measures, i.e., 

, the root mean square 

error (RMSE), and the mean absolute percentage error 

(MAPE). These measures were taken into account to assess 

tive capacity. RMAE measures 

the bias between the predictive and practical models. 

ely large prediction errors. MAPE 

the performance of 

the loss of training set of 

reflect on the proposed 

LSTM’s performance under the impact 

The loss is assessed using the Mean 

 

Considering both the existing literature and the experiments 

forecasting model 

(which has shown an acceptable performance) was selected 

imum 

prediction accuracy was attained with setting the time step 

for deep learning 

were taken into account, with candidate values of 

models with 

optimal condition. As a result, a 

containing 128 hidden 

neurons was used in this study. In addition, Adam was used 

cy and 

batch 

size and the epochs were fixed at 16 and 100, respectively. 

Moreover, the learning rate was fixed at 0.001. Each 

experiment was run for 25 times and the value obtained in 

performance measures, i.e., 

, the root mean square 

error (RMSE), and the mean absolute percentage error 

(MAPE). These measures were taken into account to assess 

tive capacity. RMAE measures 

the bias between the predictive and practical models. 

. MAPE 

the performance of 

the loss of training set of 

reflect on the proposed 

 of 

Mean 



A Hybrid Model Using Deep Learning to Predict Stock Price Index 

 

 

14

∑
=

−
=

N

1t

t ˆx
  

t

t

x

x
RMAE                       (7) 

∑
=

−=
N

t

tt xx
N

RMSE
1

2)ˆ(
1

                 (8) 

∑
=

−
=

N

t t

tt

x

xx

N
MAPE

1

ˆ1
                    (9) 

2

1

)ˆ(
1
∑
=

−=
N

t

tt xx
N

MSE                      (10) 

 

 
Table 1. The forecasting results using different methods 

 

Methods R2 RMSE MAE MA
PE 

ANN 0.90 62.19 50.37 1.26 
LR 0.94 49.23 37.77 0.94 
SVR 0.83 84.08 63.54 1.60 
RF 0.88 70.91 56.71 1.42 
LSTM 0.93 54.17 41.87 1.05 
GRU 0.93 51.18 39.10 0.98 
EMD-RF 0.92 55.75 42.51 1.06 
EMD-LSTM 0.95 41.32 33.11 0.83 
EMD-GRU 0.96 38.53 29.47 0.74 
VMD-RF 0.96 37.52 28.83 0.71 
VMD-LSTM 0.96 37.66 28.35 0.71 
VMD-GRU 0.95 41.89 33.84 0.82 
VMD-CNN-

LSTM 
0.96 37.02 28.04 0.71 

 

The proposed hybrid model was comprehensively 

compared to several single models, i.e., the ANN, LR, SVR, 

RF, LSTM, and GRU as well as several hybrid models, i.e., 

the EMD-RF, EMD-LSTM, EMD-GRU, VMD-RF, VMD-

LSTM and VMD-GRU. The finding results of the 

comparative experiments revealed that, by integrating 

VMD and EMD into single models, the distance between 

the predicted and the actual values dropped considerably, 

implying the higher effectiveness of the hybrid models over 

the single ones. In addition, the ANN models hybridized 

with VMD were found more accurate than those hybridized 

with EMD (for instance, VMD-LSTM > EMD-LSTM > 

LSTM). This confirmed the superiority of VMD over EMD 

in terms of predicting financial time series. Moreover, 

VMD-CNN-LSTM demonstrated a higher prediction 

capability compared to VMD-LSTM and EMD-LSTM in 

case of the stock data series. 
 

 

5. Conclusion 

 

The present paper developed a hybrid model, called 

VMD-CNN-LSTM, to enhance the accuracy of stock price 

indices prediction. The main challenge in these indices is 

that they are nonlinear, non-stationary, and uncertain, which 

is known as a complex problem. In the hybridized model, 

VMD is responsible for decomposing the original signal 

into a confined number of components, and CNN-LSTM 

for constructing a training and predicting model for each 

component. The concluding prediction result is achieved 

through aggregating all the components forecasted. VMD, 

in comparison with EMD, is of higher capacities such as 

data series decomposition with high accuracy, fast 

convergence, and strong noise robustness. 
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