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Abstract 

The purpose of the research was to optimize the prediction model of stock price in pharmaceutical companies using meta-heuristic algorithm. In 

this research, optimizing the stock portfolio has been done in two separate phases. The first phase is related to predicting the stock future price 

based on the past stock information, in which predicting the stock price was done using an artificial neural network. The neural network used in 

the research was Multilayer Perceptron (MLP) using the back propagation of error algorithm. After predicting the stock price with a neural 

network, the predicted price data was used to optimize the stock portfolio in the second phase. In the second phase, a multi-objective genetic 

algorithm was used to optimize the portfolio so the optimal weights are assigned to the stock and the optimal stock portfolio was developed. 

Having a regression model, the relevant genetic algorithm was designed using MATLAB software. The results showed that the stock portfolio 

developed by MOPSO algorithm has a better performance under all four risks criteria except the conditional value-at-risk criterion than the 

algorithms used in the compared article. In all models except the mean-conditional value-at-risk model, the stock portfolios developed by the 

MOPSO algorithm used in the research have more and more appropriate efficiency. In addition, the results showed that MOPSO algorithm is of 

good performance at developing and optimizing the stock portfolio and better than other algorithms. Therefore, it can be said that using meta-

heuristic MOPSO algorithm used in the research is effective for optimizing stock portfolio.                                                            

 

Keywords: Predicting the Price; Multiple Objective Particle Swarm Optimization Algorithm (MOPSO); Meta-Heuristic. 
 

 

1.Introduction  
 

Financial markets have become one of the most popular 

areas of investment in the recent eras because of their 

unique characteristics such as no need for macro capital, 

transparency and low cost of transactions, and the absence 

of default risk (Chang, 2010). In fact, an important part of 

any country's economy is formed by investing in the stock 

exchange. Undoubtedly, most of the capital is exchanged 

through stock markets all over the world and the national 

economy is strongly influenced by the performance of the 

stock market. Therefore, we need to learn mechanism and 

behavior of these markets using different and useful tools. 

An investor must have a clear insight about the future of 

market in order to achieve maximum profitability (Bajelan 

et al., 2016). Predicting stock prices is one of the attractive 

and challenging tasks, which has attracted many 

researchers’ interest and involved many scientific 

disciplines (Zhang et al., 2018). Predicting trends and 

improving the predictive power is of great value for 

reducing risk (Basak et al., 2018). However, there are many 

ways for predicting nowadays, it is not easy to predict 

stock prices clearly and even predict the direction of prices 

(Zhang et al., 2018). The predictive power of different 

models varies in different systems (Basak et al., 2018). 

 

 
 

The trend of predicting prices in the stock market has been 

of interest to researchers for many years due to its complex 

and dynamic nature. It is also a very debatable task due to 

the ambiguities and variables affecting the change of 

market index on a certain day. Stock markets are sensitive 

to rapid changes so random fluctuations may be occurred 

in their prices. Due to high disorder and instability nature 

of stock behavior, investing in this market is going along 

with high risk. Thus, knowledge is needed to clearly 

predict stock price movements in the future in order to 

minimize these risks (Khaidem et al., 2016). 

Weapon-target assignment (WTA) is critical to operational 

command and directly affects the progression and outcome 

of operations. WTA is an important military problem 

studied by numerous military powers. The core concept of 

WTA is to rapidly and accurately assign weapons to targets 

and to obtain better solutions to satisfy operational goals 

(i.e., optimization objectives). These optimization 

objectives mainly include maximum combat effectiveness, 

minimum weapon consumption, minimum potential threat 

of target, minimum target surplus, and minimum incidental 

damage. According to the number of optimization 

objectives in the problem, WTA problems can be divided 

into single-objective WTA (SOWTA) problems, with only 

one optimization objective, and MOWTA problems, with at 

least two optimization objectives. Currently, research on 

the SOWTA problem is more in-depth, and respective 
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optimization algorithms can quickly obtain a better 

allocation scheme. For the SOWTA problem with the 

background of air defense intercept, Liu et al. proposed a 

firepower unit correlation matrix and designed a hybrid 

optimized algorithm based on the PSO and tabu search 

algorithm. The simulation results show that the method is 

more efficient than the existing methods and can output 

optimization results at any time. For the SOWTA problem 

with the background of against-ground targets, Wang et al. 

improved the particle initialization and inertia weight 

selection methods of the PSO algorithm and effectively 

improved the optimization efficiency and allocation results 

of the large-scale SOWTA problem. For the dynamic 

SOWTA problem, Cho et al. constructed a static SOWTA 

model with several constraints and designed an improved 

greedy algorithm with phased optimization, which 

effectively improved the optimization speed of the 

problem, but it was still solving a static SOWTA problem; 

Mei et al. constructed a dynamic SOWTA model based on 

the killing region of weapon platform and proposed a 

combinatorial algorithm derived from heuristic algorithm 

and receding horizon control. The experimental results 

show that the proposed model can describe the combat 

scene accurately and the algorithm can improve the speed 

of solving the dynamic SOWTA problem. But there is still 

a gap from the actual application. Compared with the 

SOWTA problem, the MOWTA problem considers 

multiple optimization objectives simultaneously, and the 

allocation scheme satisfies the multiple operational goals 

of the decision makers, therein being more in line with the 

combat and decision makers’ needs. Research on the 

MOWTA problem is lacking, and the optimization speed is 

slow. This study researches the MOWTA problem and 

builds a fast optimization algorithm for such problems. 

To quickly optimize the MOWTA problem, considering 

the advantages and disadvantages of the PSO algorithm 

and multipopulation cooperation strategy, a 

multipopulation coevolution MOPSO (MPC-MOPSO) 

algorithm is proposed. The MPC-MOPSO algorithm 

constructs a master-slave population coevolution model. A 

slave population corresponds to an objective function for 

searching noninferior solutions and speeding up the search 

for noninferior solutions by randomly selecting several 

noninferior solutions from other populations to replace 

particles with lower fitness values in the population. The 

master population receives all the noninferior solutions 

from the slave populations, repairs the gaps between 

noninferior solutions, and generates a relatively optimal 

Pareto optimal solution set. Through the master-slave 

population coevolution model, the master and slave 

populations can simultaneously develop different search 

areas of the problem. This not only maintains the good 

diversity of the population but also achieves the efficient 

coordination and global search of multiple populations. 

Additionally, to accelerate the process by which the 

populations search for noninferior solutions, repair the 

gaps between the noninferior solutions, and further 

improve the global search speed of the MPC-MOPSO 

algorithm, a multidirectional competition factor is 

introduced into the particle velocity update to guide the 

particles to competitively search in multiple directions. 

Simulation results show that, compared with the improved 

MPACO algorithm proposed by Li et al. and the MOPSO-

II algorithm proposed by Xia et al.the MPC-MOPSO 

algorithm has higher computational efficiency and 

produces better solutions. 

In modern and future battlefields, the benefit of assigning 

smart weapons to targets heavily relies on the assignment 

of sensors; thus, the sensor-weapon-target assignment 

(SWTA) problem is derived from the WTA problem. To 

effectively solve the SWAT problem, Bogdanowicz et al. 

constructed a model that seeks to rationally assign sensors 

and weapons to targets for maximum performance. Based 

on Bogdanowicz et al., Wang et al. modelled the damage 

probability as the product of the probability of target 

recognition by a sensor and the damage probability of a 

weapon paired with the sensor. Xin et al. improved the 

damage probability model of Wang et al. and modelled the 

damage probability as the product of the weapon’s 

probability of kill and the sensor’s probability of detection. 

They then proposed a marginal-return-based constructive 

heuristic (MRBCH) algorithm, which achieved good 

optimization results. However, the MRBCH algorithm only 

considers one optimization objective. 

Evolutionary algorithms (EA) have been used since the 

mid-eighties to solvecomplex single and multi-objective 

optimisation problems More recently the Particle Swarm 

Optimisation (PSO) heuristic, in-spired by the flocking and 

swarm behaviour of birds, insects, and fish schoolshas 

been successfully used for single objective optimisation, 

such as neural net-work training and non-linear function 

optimisation.  Briefly, PSO maintainsa balance between 

exploration and exploitation in a population (swarm) of so-

lutions by moving each solution (particle) towards both the 

global best solutionlocated by the swarm so far and 

towards the best solution that the particularparticle has so 

far located. The global best and personal best solutions are 

oftencalledguides. 

Since, there is an ambiguity in the stock market to 

determine the real price, the research has been conducted 

to provide a model that can be used to reduce this 

ambiguity as much as possible. To provide the model, 

literature of researches were studied and analyzed. Results 

of this study show that there were up to 39 variables which 

were all the variables used in these researches to predict 

stock prices. The ones that had the highest frequency by 

obtaining the frequency of each of these variables, are 

considered as regression model variables as following: 

price-to-earnings (P/E), number of buyers, inflation rate, 

exchange rate, oil price, trading volume and total trading 

index. These variables were considered as independent 

variables and the share price as a dependent variable in the 

regression model. Therefore, the researcher tries to answer 

the question in the research: what is the best way to predict 

stock price and optimize it by meta-heuristic algorithms? 
 

2. Theoretical Background 

Investors are always interested to know the question “how 

the next trend of stocks will be in the stock market?”, 

because stocks are one of the main decision-making tools 

in the capital market so it must be determined very 
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carefully. Therefore, one has to try to identify all those 

factors as much as possible in order to identify the factors 

affecting the stock price; then, uses it in the investment 

decision. Predicting the stock price is not easy due to the 

lack of clear information on the factors affecting the stock 

prices and on the presence of complex economic, political, 

social, and even psychological relationships affecting the 

stock prices, and most importantly, the inefficiency of the 

Iranian capital market (Abdolkhani, 2014). 

Factors affecting stock prices can be categorized into the 

following three general categories: 

1. Factors related to the company: Factors related to the 

company are how to manage, the amount of assets 

and liabilities, decisions on immediate development 

plans, the cost of capital (opportunity), risk and 

uncertainty about future profits, and the amount of 

cash flow of the company. 

2. Factors related to the capital market: The second 

factor of this group is to use mechanized method of 

stock trading in the stock exchange. In the past, stock 

trading took several months until the stocks certificate 

was delivered to the buyer, but the transaction is done 

in a day now with the mechanized system. Another 

factor affecting the stock prices in this group is the 

lack of information. People decide to imitate instead 

of making scientific calculations and analyzes, when 

information is not available to everyone enough and 

there is no transparency of information. The last 

factor is a return, which people can achieve in other 

markets. If a part of the country's economic sectors is 

changed for some reason so that the rate of return on 

investment in that sector increases, it will cause 

people in the stock market to sell their resources and 

engage in high-yield economic activities. Therefore, 

supplying the stocks increases, resulting in a sharp 

drop in stock prices, when investors in the stock 

market are withdrawing their capital from the stock 

market. 

3. Macro factors (Jahankhani, 1997): The third group of 

factors affecting the stock prices is macroeconomic 

factors. Companies act in an economic environment 

that is constantly undergoing economic changes. If 

the level of change is high, it will affect the stock 

market value. In this regard, many countries have 

stabilized the economy before launching the capital 

market. That is, they provide a calm and predictable 

environment for the economy so that investors can 

make decisions and invest by investigating. 

 

2.1. Literature review 

Many researches have been done on the subject of research 

due to the importance of it, some of the most prominent 

are: 

Khan et al. (2020) have been conducted a research entitled 

"predicting the stock market using machine learning 

classifiers and social media.” They said that investors have 

interested in predicting the stock market clearly. However, 

the stock market is driven by unstable factors such as 

microblogging and news, which make it difficult to predict 

the stock market index based solely on historical data. 

Great fluctuations of stock markets emphasize an effective 

evaluation of the role of external factors in the stocks 

prediction to be required. Stock markets can be predicted 

using machine-learning algorithms for information on 

social media and financial news, as this data can change 

investor behavior. They used algorithms in social media 

and financial news data to discover the effect of this data 

on the accuracy of predicting the stock market for the next 

ten days. Features are selected and spam tweets are 

reduced in the data set to improve the performance and 

quality of predictions. They used deep learning to achieve 

maximum predictive accuracy. Their experimental results 

show that the highest prediction accuracy are achieved 

using social media and financial news as 80.53% and 

75.16%, respectively. They also showed that the New York 

and Red Hat stock exchanges are difficult to predict. New 

York and IBM stock exchanges are more influenced by 

social media, while London and Microsoft stock exchanges 

are more influenced by financial news. Random forest 

classification seems to be consistent and the highest 

accuracy of 83.22% is achieved by their group (Khan et al., 

2020). 

Abdul Jawad and Kurdy (2019) have been conducted a 

research entitled "stock market pricing system using neural 

networks and genomic algorithms.” The research uses the 

following: ten technical indicators as input, genetic 

algorithm for selecting significant features, nervous system 

of redemption to predict future stock prices based on the 

past day's features, and the role of the organization itself to 

reduce data. The research also compares three integrated 

predicting models (including SOM-GA-BPN, SOM-BPN, 

GA-BPN) with one unit (BPN). Three indicators (including 

NASDAQ, S&P, and IBM) have been suggested to 

evaluate the performance of mixed methods. The model is 

compared with other models such as SVR, ANN, RF, SVR-

ANN, SVR-RF, SVR-SVR fusion prediction models using 

evaluation measures. The research results prove the 

effectiveness comparison and accuracy of suggested 

indicators and technical methods. In addition, the 

experimental results show the effectiveness of GA-BPN 

model compared to other models. 

Kerda Varaku (2019) have been conducted a research 

entitled "predicting the stock price and testing hypothesis 

using neural networks.” In the research, recurrent and 

multi-layered neural networks are used to predict stock 

prices from historical data. Data were compared with 

different test criteria and data normalization techniques. 

Then, the findings were questioned to test the efficient 

market hypothesis through a statistical test. This uses 

DNNs to test the efficient market hypothesis. For this, 

RNN and MLP were used to predict the movement of 

stocks in the next quarter using historical stock prices. 

MLP was divided with random and non-random train and 

test. In addition, a statistical test was conducted for the null 

hypothesis where past prices did not affect current prices 

and in contrast to the other option that they do. The results 

refuse the null hypothesis so that backward prices are not 

significant in any estimated models. This encourages the 

use of better models, different specifications, and different 

data processing for predicting future stocks movements 

more clearly. 
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3.  Research Method 

The research is an applied research in terms of purpose and 

is the correlational research. First, the regression model 

engaged in optimizing the model using the meta-heuristic 

algorithm. Regression model was used to design the 

corresponding meta-heuristic algorithm with from 

MATLAB software. Then, the results were analyzed using 

EXCEL and MINITAB software. 

Population is pharmaceutical companies listed on the stock 

exchange who have fully reported the relevant information 

in their financial statements.  The research has been 

conducted in the Iranian Stock Exchange during September 

2019 to June 2020. 

In this research, all available information and data of 

Iranian pharmaceutical companies have been used, that is, 

since we were looking to predict stock prices, it was better 

to analyze all available data. Therefore, analysis has been 

conducted on all available data and there were no 

sampling. Thus, the counting method was conducted. 

The growth of pharmaceutical industry was such it supplies 

97.5% of domestic drugs consumption. The drug is 

produced and distributed under government supervision 

and is a strategic and profitable commodity. Now, 68 

pharmaceutical factories produce a variety of 

pharmaceutical products in the country. 

 

4. Findings 

The research has been conducted using the information of 

Tehran Stock Exchange, of which 50 pharmaceutical 

companies listed in the Tehran Stock Exchange were 

considered as population. According to the available 

information, out of these 50 companies, 11 companies 

were removed from the selected list due to inadequacy in 

providing stock pricing data. Finally, the prediction was 

made for the remaining 25 companies and the stock 

portfolio was formed with the remaining 25 companies in 

the stock portfolio. 

 

 
Fig. 1. Multilayer perceptron network with a hidden layer 

 
Table 1 

Conditions for stopping the learning process considered in the 

neural network 
Number of iteration 1000 

Maximum error reduction 𝟏𝒆 − 𝟖 

Maximum number of times that error 

reduction failed 
6 

 

In this network, the dividerand function was used in 

MATLAB software as a data separator into three sets of 

learning, validation, and testing. The data are separated as 

follows: 

 Learning data ratio: 70% 

 Validation data ratio: 15% 

 Test data ratio: 15% 
 

 
Fig. 2. Neural network learning process 

 

After normalization, the input and output data were placed 

in the neural network with the mentioned specifications. 

The algorithm was conducted with 10 iterations in order to 

ensure the accuracy of the values predicted by the neural 

network. Finally, the mean and standard deviation of these 

10 iterations was obtained. In any iteration of the neural 

network, values were calculated which show the 

performance of the neural network in predicting prices. 

These values included mean square error (MSE), root mean 

square error (RMSE), regression between actual values 

with predicted values (R), and regression square (R
2
). The 

results of 10 rows related to these values for 10 iterations 

of the algorithm are provided for 25 pharmaceutical 

companies listed in the Tehran Stock Exchange as a mean 

 standard deviation of these 10 iterations, as shown in 

Table 2. 

The results of neural network performance for predicting 

stocks of 25 pharmaceutical companies are shown in Table 

3 in detail. For example, the shares of Alborz Darou 

Pharmaceutical Company as shown in the first row of 

Table 1, the mean regression value between the actual and 

predicted answers for 10 iterations of the algorithm and 

standard deviation are 0.997 and 0.0007, respectively. 

According to the results, stock number 22 has the best 

neural network performance and stock number 20 has the 

worst best neural network performance. However, it is 

suggested by comparing the results that there is not much 

difference between the neural network results for all 

stocks; and the difference between the best result and the 

worst result is very small. All regression values for all 

stocks are 0.99, which is very close to 1. The closer this 

value is to 1, the better. The regression square value in the 

best condition (number 22) and in the worst condition 

(number 20) is 0.99 and 0.97, respectively. 
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                                         Table 2  

                                         Mean and standard deviation values of the results related to the neural network 

Stock R R2 MSE RSME 

1 0.9943  0.0007 0.9887  0.0015 0.0003  0.00005 0.0202  0.0016 

2 0.9970  0.0004 0.9959  0.0003 0.0001  0.00003 0.0160  0.0012 

3 0.9979  0.0003 0.9971  0.0004 0.0003  0.00001 0.0125  0.0008 

4 0.9977  0.0001 0.9970  0.0005 0.0004  0.00003 0.0134  0.0002 

5 0.9989  0.0003 0.9979  0.0001 0.0002  0.00001 0.0112  0.0013 

6 0.9965  0.0008 0.9925  0.0004 0.0003  0.00002 0.0145  0.0031 

7 0.9980  0.0007 0.9978  0.0001 0.0002  0.00002 0.0109  0.0002 

8 0.9980  0.0004 0.9973  0.0008 0.0001  0.00008 0.0117  0.0025 

9 0.9966  0.0005 0.9955  0.0015 0.0003  0.00006 0.0144  0.0022 

10 0.9979  0.0002 0.9975  0.0009 0.0004  0.00005 0.0119  0.0019 

11 0.9970  0.0004 0.9956  0.0003 0.0003  0.00002 0.0160  0.0011 

12 0.9985  0.0011 0.9976  0.0017 0.00007  0.00001 0.0091  0.0050 

13 0.9990  0.0007 0.9988  0.0001 0.00008  0.00004 0.0080  0.0012 

14 0.9985  0.0003 0.9982  0.0006 0.00005  0.00006 0.0081  0.0024 

15 0.9988  0.0004 0.9979  0.0005 0.0004  0.00002 0.0095  0.0011 

16 0.9978  0.0005 0.9969  0.0005 0.0002  0.00004 0.0120  0.0019 

17 0.9981  0.0006 0.9958  0.0008 0.0005  0.0001 0.0189  0.0040 

18 0.9989  0.0002 0.9981  0.0009 0.00006  0.00006 0.0079  0.0030 

19 0.9975  0.0001 0.9970  0.0003 0.0005  0.00002 0.0129  0.0010 

20 0.9972  0.0029 0.9740  0.0060 0.0019  0.0007 0.0429  0.0059 

21 0.9991  0.00009 0.9979  0.0001 0.0001  0.00003 0.0102  0.0003 

22 0.9994  0.0003 0.9980  0.0006 0.00007  0.000002 0.0090  0.0001 

23 0.9984  0.0004 0.9965  0.0002 0.0002  0.00001 0.0150  0.0008 

24 0.9981  0.0007 0.9971  0.0012 0.0004  0.00009 0.0140  0.0025 

25 0.9978  0.0004 0.9970  0.0004 0.0005  0.00004 0.0135  0.0013 

 
 

 
Fig. 3. Neural network output diagrams for Dr. Abidi 

Pharmaceutical Company as the best ranking 
 

 
Fig. 4. Neural network output diagrams for Farabi  

Pharmaceutical Company as the middle ranking 

 

 
Fig. 5. Neural network output diagrams for Razak Pharmaceutical 

Company as the worst ranking. 
 

As shown in the illustrated charts for the best to worst 

ranking, the price prediction charts (black curve) are very 

much in line with the red curve, which indicates the best 

performance for predicting the stock prices in 

pharmaceutical companies. The smaller the difference 

between the two curves, the closer the regression value 

(line slope) is to 1, which indicates that the predicted value 

is close to the actual value. This also illustrated on the top 

right of the chart because the predicted values are very 

close to the performance line (blue curve). Therefore, 

results indicate the proper performance of neural network 

to predict the stock prices in pharmaceutical companies. 
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According to the good results obtained from the first phase, 

we should use the predicted values as input data for the 

second phase in order to optimize the stock portfolio of 

pharmaceutical companies. 
In the first phase of the research, we predicted the stock 

prices in pharmaceutical companies with multilayer 

perceptron neural network. Using the values predicted in 

the previous phase, we optimize the portfolio now using a 

multi-objective meta-heuristic algorithm. In this regard, we 

use the multi-objective particle swarm optimization 

(MOPSO) algorithm, which is widely used in answering 

multi-objective problems. The current algorithm studies the 

stocks of 25 pharmaceutical companies in the stocks 

portfolio in terms of both risk and return objectives. These 

portfolios include all or some of these stocks with a certain 

ratio that shows the impact of each stock in the portfolio. 

The number of stocks in the portfolio is proportional to the 

population considered in the algorithm, which is formed 

our Pareto-front. The Pareto-front suggests the best answer, 

which is the best stock among 25 stocks of pharmaceutical 

companies. 
 

 
Fig. 6. Illustration of the efficient boundary of running  

MOPSO algorithm with the effect of variance risk criterion 

without stock market value 
 

In addition, the efficiency boundary of running MOPSO 

algorithm with the effect of different risk criteria under the market 

value criterion is illustrated in figure 7. 

After illustrating the efficiency boundary of running MOPSO 

algorithm under both considering market value and not 

considering market value conditions, it is time to study the 

stability of MOPSO algorithm. Stability condition is the 

convergence of producing the same answers in 10 consecutive 

iterations. In order for the convergence stability condition to be 

met, the MOPSO algorithm is run 10 times in four different 

models, the results of which are shown in Table 4 and figures. 

The data shown in table 4 indicate the maximum stock value of 

25 pharmaceutical companies listed in the Tehran Stock 

Exchange. 
 

 
Fig. 7. Illustration of the efficient boundary of running  

MOPSO algorithm with the effect of variance risk 

 criterion under stock market value 

 
Fig. 8. Optimal answer of MOPSO algorithm under variance 

risk 

 

 

Table 3 

Optimal answer in 10 times running MOPSO algorithm 
 1 2 3 4 5 6 7 8 9 10 s.d 

Mv 0.0069 0.0075 0.0084 0.0072 0.0082 0.0081 0.0089 0.0073 0.0074 0.0069 0.0004 

Msv 0.0074 0.0073 0.0071 0.0078 0.0083 0.0065 0.0075 0.0091 0.0079 0.0067 0.0005 

Mad 0.0055 0.0064 0.0049 0.0077 0.0051 0.0051 0.0047 0.0054 0.0044 0.0046 0.0003 

cvar 0.0186 0.0173 0.0179 0.0153 0.0180 0.0149 0.0165 0.0177 0.0143 0.0157 0.0013 
 
 

Table 4 

Comparison of stock portfolio efficiency with market value and without market value under different risk criteria 
Risk 

criterion 
mv msv mad cvar 

Metho

d 
Risk 

Return

s 

Efficienc

y 
Risk Returns 

Efficienc

y 
Risk Returns 

Efficienc

y 
Risk Returns 

Efficienc

y 

With 

market 

value 

0.0084

8 

0.0006

4 
0.0690 

0.0084

0 

0.0007

8 
0.0890 

0.0061

5 

0.0005

8 
0.0900 

0.016

2 

0.0007

0 
0.0401 

Withou

t 

market 

value 

0.0083

2 

0.0005

7 
0.0561 

0.0078

2 

0.0005

3 
0.0655 

0.0066

2 

0.0006

0 
0.0825 

0.017

0 

0.0006

2 
0.0348 
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To show clearly which risk criterion has the best 

performance when we use the future and predicted stock 

prices to create and optimize a stock portfolio, we compare 

the efficiency of portfolios created by four models under 

different risk criteria using future stock prices. The results 

of return, risk, and efficiency of stock portfolios created 

under these 4 models with different risk criteria are shown 

in Table 5. 

 

In order to evaluate the accuracy of the perceptron neural 

network algorithm with the back propagation of error 

algorithm in the optimization process of stock portfolio, we 

conduct the optimization process once using the neural 

network and once not using this network and using the past 

stock data. The mean of returns, risk, and efficiency of 

stock portfolios created by both methods and for all four 

models is shown in Table 6. In the table, the mentioned 

values are compared for both methods 
 

Table 5  

Comparison of stock portfolio efficiency under different risk 

criteria 

Risk 

criterion 

stock 

portfolio risk 

Stock portfolio 

returns 

Stock portfolio 

efficiency 

Mv 0.00848 0.00064 0.0690 

Msv 0.00840 0.00078 0.0885 

Mad 0.00615 0.00058 0.0900 

Cvar 0.0162 0.00070 0.0401 

. 

 

 
Table 6 

 Investigation of neural network effect coefficient in the final answer 
Risk criterion mv msv mad cvar 

Method Risk Returns Efficiency Risk Returns Efficiency Risk Returns Efficiency Risk Returns Efficiency 

Using neural 

network 
0.00848 0.00064 0.0690 0.00840 0.00078 0.0885 0.00615 0.00062 0.0900 0.0162 0.00070 0.0400 

Not using 

neural 

network 

0.00692 0.00038 0.0548 0.00680 0.00050 0.0692 0.00437 0.00038 0.0871 0.0132 0.00070 0.0490 

 
5. Conclusion 

Optimizing the stock of listed companies was conducted 

using multi-objective MOPSO algorithm under four 

different risk criteria. Determining efficient boundary, 

which includes the number of optimal stock portfolios, was 

calculated in terms of both risk and return criteria. For 

predicting the stocks of pharmaceutical companies, market 

value was used as an important variable for investing in the 

stock exchange and stock market. The effect of this 

variable on optimizing the stocks of pharmaceutical 

companies was tested by comparing the efficiency 

boundary for both using market value variable and not 

using market value variable conditions. It showed that 

market value variable affect in predicting the stocks of 

pharmaceutical companies. The mean regression value and 

standard deviation between answers of actual and predicted 

price for 10 iterations of the algorithm is 0.997 and 0.0007, 

respectively. The high value of regression and its value 

close to one show a well performance of the neural 

network for predicting price values. In addition, the 

standard deviation between 10 iterations is very small, 

which shows the stability of neural network algorithm for 

the relevant prediction. The regression square value that is 

a more accurate and reliable value than regression, is 0.98, 

of which a high value and a value close to one indicates the 

good performance of the neural network. For this 

parameter, standard deviation is 0.0015 and is very small, 

which indicated the good performance of the neural 

network for predicting. The mean square error and the root 

mean square error for these stocks indicate a very small 

error of neural network for predicting the stocks of 

pharmaceutical companies. These values are very small 

and close to zero. Findings are in line with Arvy (2015), 

Pew et al. (2017), Quan Jin et al. (2017), Zhong Bao Zhou 

et al. (2018), Kamalov (2019), Abdul Javad and Kurdy 

(2019), Bayat and Bagheri (2016), Faghihinejad and 

Minaei (2017), Naghdi and Arab Mazar Yazdi (2017), 

Dolou and Heidari (2017), Khanbeigi and Abdolvand 

(2017), Gholamian and Davoodi (1397) researches. 
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