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Abstract  
 

Tuberculosis (TB) remains a significant public health concern in Europe, necessitating effective disease management and resource allocation. 

Predicting short-term TB incidence rates using machine learning algorithms offers a data-driven approach to aid policymakers and healthcare 

professionals in making informed decisions. Machine learning (ML) algorithms are essential for prediction tasks due to their ability to 

establish a relationship for data sequences. In this study, three machine learning algorithms, namely, Decision Tree (DT), Random Forest 

(RF), and Artificial Neural Network (ANN), are implemented to predict the tuberculosis incidence rates and to compare the efficacy of ML 

algorithms for tuberculosis incidence rates prediction for 2025, among Europe. Even though all models achieved considerable results, DT 

obtained superior prediction rates for the future TB incidence rate with MSE, MAE, and R2 of 0.000555, 0.01506, and 0.96430 while RF 

0.000882, 0.01781, and 0.94329, and ANN 0.000767, 0.02315, and 0.95066. The prediction results showed that a significant decrease in TB 

incidence rates is expected for 2025 form 49,752 in 2019 to 38,509 in 2025, except Finland and Malta.    
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1. Introduction  
  

Tuberculosis remains a crucial community health threat 

and one of the major communicable diseases that cause 

death worldwide [1]. Diseases attributed to tuberculosis 

include lung and heart disease, chronic respiratory disease, 

HIV, cancer, and diabetes. In accordance with the WHO 

Framework Convention on Tobacco Control (WHO-

FCTC), MPOWER (Monitoring tobacco use and 

prevention measures, Protecting the public from tobacco 

smoke, offering tobacco cessation, Warning about the 

dangers of tobacco, enforcing bans on tobacco advertising, 

promotion and sponsorship, raising tobacco taxes) 

measures were introduced [2] as six cost-effective, high-

impact ways to assist countries in reducing tobacco 

demand. However, according to WHO-Global Tobacco 

Epidemic 2021 report, only two countries in the world 

(Brazil and Turkey) have implemented all MPOWER 

measures at a comprehensive level. As a result, although 

the predominance of smoking among those aged 15 years 

and older has decreased from 22.7% to 17.5%, the total 

number of smokers remains high. As a result, the number 

of deaths caused by TB has amplified from 1.2 million 

people in 2019 to 1.3 million [3]. 

However, systems for different kinds of tuberculosis 

infections were introduced in diverse developed and 

developing countries for recordings of TB-related cases, 

and the registration proportions do not provide precise 

statistical information. As a result, it provided a broad 

picture of the incidence and mortality rates of various kinds 

of tuberculosis around the globe [4]. 

According to the WHO regional office for European 

Tuberculosis Fact sheet 2021, about 246,000 people are 

estimated to become ill with TB, and about 20,000 people 

lost their lives due to TB in the region. Thus, there was a 

fast decline in TB cases of about 5% per year in the region. 

However, the region recorded the maximum rate of Multi-

Drug-Resistant TB (MDR-TB) worldwide [3]. 

Different types of tuberculosis have diverse occurrence 

rates in different regions, making public education and 

screening research inefficient. Predicting occurrence rates 

within diverse countries might offer valuable information 

on prevalence and public consciousness. This would result 

in savings in pecuniary and human resources, which require 

substantial funding. In addition, predictive results would 

offer researchers information on the progression and 

effectiveness of tuberculosis prevention interventions. 

However, such predictions are not as easy to accomplish 

for humans as compared to a machine due to their 

processing times, their ability to establish connections 

among data, and their continuous deployment capability. 

Therefore, ML models have been used in almost all areas 

of our life to aid mortal experts to resolve hitches or make 

decisions [2-3]. Furthermore, ML has been used and 

explored in various areas of health sciences such as 

biotechnology and especially in tuberculosis prediction to 

assist tuberculosis researchers and the public in further 

prevention and education. 

Kumar et al., (2019) applies machine learning algorithms 

to predict tuberculosis cases in an urban area of India. It 

highlights the potential of machine learning for accurate 

* Corresponding author Email address: jymaipanuku@ibbu.edu.ng 

 



214 
 

disease prediction. Similarly, Tang et al., 2023 utilize 

machine learning techniques for tuberculosis incidence 

prediction based on meteorological factors and air 

pollutants. The result of the study shows that machine 

learning model can accurately predict the incidence trend 

of tuberculosis in Changde City. The following stream of 

researchers also worked and shows the significant of using 

Machine learning methods for tuberculosis incidence 

prediction. (Akshita & Srabanti, 2019; Zheng et al., 2023; 

Ali et al., 2021; Abdualgalil et al., 2022) They explores the 

potential of machine learning in enhancing disease 

prediction accuracy (see table 1). 

In all the prior studies, the high prediction was obtained 

majorly using classification [5-11], and some research 

reflects regression [12-13], and none of the studies centers 

on tuberculosis incidence prediction. This study tends to 

adopt regression methods since the objective is to quantify 

the number of tuberculosis incidence (continuous) in 

nearby future, and it could only be achieved using 

regression models. This study aims to employ machine 

learning models for tuberculosis incidence prediction 

among the European continent. In essence, using machine 

learning to predict short-term TB incidence rates empowers 

healthcare systems with proactive strategies to curb the 

disease's spread, allocate resources efficiently, and 

ultimately improve public health outcomes. the 

contribution of predicting short-term TB incidence rates 

using machine learning lies in its ability to empower 

healthcare systems with actionable insights for early 

detection, efficient resource allocation, targeted 

interventions, and evidence-based decision-making. This 

approach ultimately aids in reducing the burden of 

tuberculosis and improving public health outcomes. 
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The rest of the paper is organized as follows: Section 2 

introduces materials and methods used in this study, 

while Section 3 presents and discusses the obtained 

results. Finally, Section 4 concludes the remarks of the 

study.  
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2. Materials and Methods 

This section briefly introduces the basic characteristics of 

the considered dataset and machine learning algorithms 

(models) implemented in this study.   

2.1. Dataset 

The tuberculosis incidence data were collected from the 

WHO 2021 datasheet [3] through European Centre for 

Disease Prevention and Control data repository [14]. It 

includes incidence rates of tuberculosis infections across 

31 European countries between 1995 – 2019. Table 2 

shows the list of European countries included in the 

dataset.   

Table 2   

List of European countries included in the dataset 

Country  Country  Country  

Austria  France  Netherlands  

Belgium  Croatia  Norway  

Bulgaria  Hungary  Poland  

Cyprus  Ireland  Portugal  

Czechia  Iceland  Romania  

Germany  Italy  Sweden  

Denmark  Liechtenstein  Slovenia  

Estonia  Lithuania   Slovakia  

Greece  Luxembourg   United Kingdom  

Spain  Latvia   
  

Finland  Malta   
  

 

The nearest neighbor imputation [15] data technique was 

used to reduce the missing values. Missing values of 

Latvia (2018 and 2019) were replaced by values of 2017, 

while that of Liechtenstein for 2019 was replaced by the 

value of 2018. Each attribute was normalized using 

minimum-maximum scaler data between 0 and 1.  

2.2. Machine learning algorithms 

In this study, Decision Tree (DT), Random Forest (RF), 

and Artificial Neural Network (ANN) are implemented to 

predict the TB incidence and perform a comparative 

analysis. The following subsections introduce the 

considered algorithms briefly. 

Decision Tree. A DT is frequently used for classification 

and regression problems [16]. Instances and attributes are 

used to create a hierarchical tree form that includes root 

and decision nodes. The construction of a decision tree 

requires very little computational time. However, several 

decision trees can be constructed from a set of features by 

assigning the root and following nodes. Therefore, 

different algorithms, such as Gini and entropy, have been 

used to construct the most effective and accurate decision 

trees for classification problems. In regression 

applications, the mean squared error (MSE) is commonly 

used to determine the sequence of the nodes by providing 

the degree of impurity.  

Random Forest. Random forests [16] are a tree-based 

ensemble method and aim to achieve more accurate 

results by optimizing the mean regression of the created 

individual trees. However, the number of trees created 

during the training significantly affects the algorithm's 

accuracy. 

Artificial Neural Networks. Artificial Neural Networks 

aim to simulate human perception and decision-making 

abilities. It is frequently used for regression, optimization, 

and classification tasks [17-18]. Neuron interconnections 

are updated in each iteration using the back-propagated 

error which is calculated by considering the actual and 

target outputs of the neural network. Gradient-descent is 

the most common algorithm for error minimization. 

2.3. Experimental design  

This section presents the properties of experiments, the 

used parameters of the algorithms, and the considered 

evaluation metrics. 

Experiments. The training of models was performed 

using the hold-out method. As depicted in Fig. 2, the 

dataset was randomly split into training and testing sets 

with 70% and 30%, respectively. The final year of the 

dataset (2019) was used as a target output since the 

remaining years were considered as the training data.  

Fig 1. Conceptual framework of the study 

 

The comparative evaluation was performed to determine 

a superior algorithm, and this model performed the 

prediction of further years.  

The estimation of 2025 was performed based on the 

sequential test of the superior model by adding the years 

into the test set. Both the country-based and continental 

estimations were performed.  

As mentioned above, MSE was considered as the tree 

creation criteria in DT. Random Forest was trained with 

several parameters, and with 1600 estimators, it achieved 

its highest prediction rates. The architecture of ANN was 

determined after varied experiments, and its' superior 

architecture was created using four hidden layers with 

100, 100, 50, and 100 neurons, respectively. The MSE 
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was used as a loss function, and the network was trained 

using Adam optimizer.   

Each neuron was activated using the Sigmoid activation 

function, and a 20% dropout was applied to avoid over-

fitting.  

Evaluation Metrics. The comparative evaluation of the 

considered machine learning algorithms was performed 

using three evaluation metrics, namely Mean Squared 

Error (MSE), Mean Absolute Error (MAE), and 

Coefficient of Determination (R2 Score), which are 

commonly used for regression problems [19].   

MSE is more sensitive to the outliers by assigning higher 

weights to errors. Therefore, significant errors could be 

more observable by the researchers. On the other hand, 

the error frequencies significantly affect the MSE results 

and cause the increment of MSE. The formula of MSE is 

shown in Equation 1.  

𝑀𝑆𝐸 =  
1

𝑁
∑ (𝑂𝑖 −  �̂�𝑖)

2𝑁
𝑖=1                                (1) 

where N, 𝑂𝑖  and  𝑂�̂� are the number of samples, target 

output, and actual output, respectively.  

MAE measures the general error by using the mean of 

absolute errors, and the direction of the error does not 

affect the results, similar to MSE. The formula of MAE 

is shown in Equation 2.   

𝑀𝐴𝐸 =  
1

𝑁
∑ |𝑂𝑖 −  �̂�𝑖|

𝑁
𝑖=1                                   (2) 

The R2 score measures the correlation level of predicted 

and target outputs. The scaled evaluation results of the 

models' abilities provide a more robust evaluation 

between them. Equation 3 shows the formula of the R2 

score.  

    𝑅2 = 1 − 
∑ 𝑂𝑖− �̂�𝑖

∑ 𝑂𝑖− 𝑂𝑖̅̅ ̅
                          (3)  

where 𝑂𝑖
̅̅ ̅̅

 is the mean of target data. 

3. Result and Discussion 

This section presents the comparative evaluation results 

of the considered machine learning algorithms for TB 

incidence rate predictions and the prediction of incidence 

rates for 2025.  

3.1 Comparative evaluation  

A decision tree, artificial neural network, and random 

forest were trained to determine the superior algorithm 

predicting incidence rates.  

Random forest with the superior parameters obtained 

0.00088, 0.0178, and 0.943 MSE, MAE, and R2 scores. 

Even though the achieved error and prediction levels are 

considerable, the RF could not reach the scores obtained 

by the ANN and DT. The ANN produced 0.00076, 

0.0231, 0.950 MSE, MAE, and R2 scores, respectively, 

and outperformed the RF model in MSE and R2 scores. 

However, the MAE results showed that the RF performed 

predictions with small errors on most of the data since the 

relatively higher errors than ANN occurred in some data 

points. This caused the lower MAE and higher MSE 

results in RF. 

The DT achieved superior results compared to the other 

considered ML algorithms. It achieved 0.00055, 0.01506, 

and 0.964 MSE, MAE, and R2 scores and outperformed 

other algorithms both in error minimization and scaled 

prediction results. Table 3 presents the obtained results in 

detail. Bold values indicate superior results. In addition, 

Figure 2 demonstrates the comparison of the R2 scores 

obtained by the models.  

Table 3.  

Results obtained in this study. 

ML model  MSE  MAE  R2 Score  
DT  0.000555  0.01506  0.96430  

RF  0.000882  0.01781  0.94329  

ANN  0.000767  0.02315  0.95066  

 

 
Fig. 2. The visualization of the obtained R2 scores by the 

considered models.  

3.2 Future estimation of tuberculosis incidence rates  
 

Based on the obtained results in comparative evaluation 

experiments, the future estimation of TB incidence rates 

was performed using the decision tree.   

The initial training of the DT was followed by the 

prediction of the following year and adding the predicted 

value to the test set in order to predict several years. As a 

result, the final prediction was performed in 2025, which 

comprises six years between 2019 and 2025. Figure 3 

shows the basic steps of the future TB incidence rate 

prediction process.  

The total TB incidence rate in the European continent was 

110,315 in 1996; however, it was decreased to 49,752 in 

2019. There has been a steady decrease except for two 

years (1998 and 2002). Therefore, the prediction of the 

incidence rates by DT are also realized in this direction, 
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showing that the total TB incidence rate of the European 

continent would be 38,509 in 2025. Figure 4 shows the 

TB incidence rate graph, including the estimated 2025 

rates. Red portions indicate the increase in the total 

incidence rates.   

Fig. 3. Block diagram of basic steps for the future estimation 

process. 

 

Fig. 4. The European continent TB incidence rates graphs with 

the prediction of 2025.  
It is also predicted that only two European counties, Malta 

and Finland, would increase the TB incidence rates in 

2025. It is estimated that the TB incidence rate of Malta 

will have a slight increase to 101 in 2025. However, the 

obtained prediction results showed that the increase in 

Finland would be more significant, and the TB incidence 

rate would reach 266 in 2025, from 225. All of the other 

European countries are predicted to have a decrease in TB 

incidence rates. Figure 5 shows Finland and Malta's TB 

incidence rate graphs, including 2025 predictions.  

 

 Fig. 5. Finland and Malta TB incidence rates graphs with the 

prediction of 2025.  

3.3 Discussion  

Machine learning algorithms have the ability to make 

high-accurate predictions with the relationships they 

create between linear or non-linear data. However, the 

determination of a superior algorithm even in a particular 

application is a challenging task and requires comparative 

studies on the relevant subject.  

This study applied three ML algorithms, and tuberculosis 

incidence rates were estimated for 2025. Although all of 

the considered algorithms achieved reasonable predictive 

levels, Decision Tree outperformed ANN and RF in all 

evaluation metrics and achieved an R2 score of 0.964 on 

test data during the training phase. Therefore, future 

prediction is also performed using the superior algorithm, 

DT. The regular decreasing trend of the data and the 

simplicity of DT enabled it to make predictions at a higher 

rate than other algorithms. Figure 6 presents the 

regression lines on normalized data for each ML 

algorithm.  

The results obtained were consistent with the data 

between 1996-2019 and predicted that the decrease in TB 

incidence rates would continue. In this context, it will be 

possible to review or increase the precautions to reduce 

the incidence rates estimated to be reached in 2025.  

Although the achieved prediction rates on the test set are 

above 0.96, it is required to optimize the obtained results 

and further reduce the error in order to make longer term 

predictions. Consideration of more ML algorithms may 

contribute to the improvement of results, and it would be 

possible to predict individual and total tuberculosis 

incidence rates for all countries in the world over the next 

20 years.  

Fig. 6. Regression line plots (a) Decision Tree, (b) Artificial 

Neural Networks, and (c) Random Forest 

4. Conclusion 

Different types of tuberculosis have diverse occurrence 

rates in different countries within European Region. 

Therefore, predicting occurrence rates within diverse 

countries might offer valuable information on prevalence 

and public consciousness. This would, in turn, result in 

funds savings in pecuniary and human resources, which 

require substantial funding. In addition, predictive 
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incidences would offer WHO information on the 

progression and effectiveness of tuberculosis prevention 

interventions. However, such predictions are not as easy 

for humans as a machine because of machine processing 

times, the ability to establish connections among data, 

and their continuous deployment capability.   

This research study modeled three benchmark machine 

learning algorithms, Decision Tree, Random Forest, and 

Artificial Neural Network (ANN), to compare the 

effectiveness of these algorithms in tuberculosis 

incidence prediction using the tuberculosis dataset of 

1995-2019. The comparative study showed that the 

machine learning algorithms are capable of predicting the 

tuberculosis incidence rates of Europe; however, the 

decision tree is the superior algorithm of this study in 

predicting the rates more accurately.   

The prediction results showed that there would be a 

significant decrease in the number of TB incidence rates 

of the European continent in 2025, except for Malta and 

Finland.   

Predicting short-term tuberculosis (TB) incidence rates in 

Europe using machine learning algorithms is a promising 

approach, but it comes with several limitations that need to 

be acknowledged such as: Data Quality and Availability; 

Identification of the most relevant features and engineering 

predictors; Model complexity; Data imbalance, and 

External Factors. Despite these limitations, a well-designed 

and carefully validated predictive model can still offer 

valuable insights into short-term TB incidence rates, 

helping public health officials and policymakers make 

more informed decisions to combat the disease effectively. 

Our future work will include the estimation of totally 

eliminating years of tuberculosis in Europe, addressing 

the issue of data quality, model interpretability, and 

employing additional benchmark machine learning 

algorithms to increase the prediction ability.   
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