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Abstract

In this paper, a state-of-the-art neuron mathematical model of neural tensor network (NTN) is proposed to RDF
knowledge base completion problem. One of the difficulties with the parameter of the network is that representation of
its neuron mathematical model is not possible. For this reason, a new representation of this network is suggested that
solves this difficulty. In the representation, the NTN is modeled as a multi-layer perceptron (MLP) network and the
tensor parameter can be distributed into the new network neurons. Moreover, it is suggested that the inputs can be
converted into one vector rather than the inputs of NTN are two correlated vectors at the same time. The results approve
that the NTN does not indeed represent a new neural network and the implementation results easily confirm it can be
considered as another representation of the MLP network. So, the first idea is representation of a neuron based
mathematical model for the NTN through the ordinary and yet well-defined neural network concepts and next
contribution will be equivalency proof of the two NTN and suggested MLP networks.

Keywords: Semantic Web, Knowledgebase Completion, Neural Tensor Network, Multi-Layer Perceptron Network, RDF Data Model.

1. Introduction

RDF is a standard data model for data interchange
on the semantic web [1]. Semantic web is a web of
linked data [2] and the linked data has been
implemented by RDF data model [1]. For reasoning
data in the semantic web a comprehensive knowledge
base is necessary [3]. The flow of RDF knowledge
base has been shown in Fig. 1.

Fig. 1. The flow of RDF knowledge base
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However there is no any comprehensive RDF
knowledge base in the web. For this reason, fact
extraction methods have been developed until the
knowledge base is comprehensive [3-28]. In Fig. 2 it
has been illustrated that fact extraction can be done
from available knowledge base such as [3-12] and
from other resources same as [13-28]. Fact extraction
from available resource can be considered as
knowledge base enrichment [25-28]. There are two
methods for the enrichment but the focuse of this
paper is on the RDF knowledge base completion.
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RDF knowledge bases are structured of a set of
facts, each of which is called a triple. Every fact, is
contained two entities and a relation between them.
The first entity is called subject and the second one is
object, while their relation is called predicate. For
example, the fact that “Obama was born in Hawaii”
can be shown as the triple of <Obama, born-in,
Hawaii>, in which the Obama is the first entity,
Hawaii is the second entity and born-in is the
relationship between them. RDF knowledge bases are
diverse including YAGO [3], DBpedia [6], Freebase
[7], and WordNet [8].

KB Comprehensivensis

Farct Extraction

From other resources From available KB

* Completion

Extension Enrichment = Consistency

Fig. 2. Structure of resolving incomprehensiveness problem

Since RDF knowledge bases have been presented
for realization of the semantic Web, they should be
comprehensive. However, unfortunately there is no
fully comprehensive knowledge base, where their
extension and enrichment is a big concern of the
current knowledge bases as can be observed in Fig. 2.
To enrich knowledge bases two problems of
incompletion and inconsistency must be solved. But,
the focus of this paper is the incompletion.

So far, numerous methods have been proposed for
completion of RDF knowledge bases including [20-
24] and for RDF knowledge base enrichment such as
[25-28]. In the completion methods new facts is
reasoned from available facts of knowledge base. But
the methods of knowledge base extension extract new
facts from an other resources. Since extraction of facts
out of unstructured sources can be very demanding,
methods such as SOFIE [5] have been propounded
which use the facts available in the knowledge base
itself to complete and enrichment their facts?

In the SOFIE method, in order to enrich YAGO
ontology, a method has been suggested that is able to

extract new facts out of unstructured texts. In this
method, the accuracy of the facts gained from the
unstructured texts is computed by the facts available
in the knowledge base. However, in [21], using
reasoning in the neural tensor network (NTN) by the
facts available in the knowledge base, a method has
been proposed for completion of the RDF knowledge
base. In comparison to other associated methods, this
method gives better results and is able to increase
RDF facts to the knowledge base. In fact, so far this
method is state-of-the-art in the area of knowledge
base completion using available knowledge base [21].

One of the problems of the NTN is that
representation of its neuron mathematical model is not
possible because of presence of the tensor parameter.
To solve this problem, in this paper a neural network
has been proposed that is equivalent to NTN in which
its neuron mathematical model can be represented.
For this purpose, it is suggested that a multi-layer
perceptron network (MLP) be used instead of the
NTN. Using an MLP network, the network is easily
represent able, where it is possible to use the learning
rules of MLP networks for it. Indeed, in this paper it
has been demonstrated that the NTN is not a new
neural network and its neuron mathematical model is
also proposed. So, contributions of this paper are as
follows:

e Representation of a neuron based mathematical
model for the NTN through the ordinary and yet
well-defined neural network concepts

e Equivalency proof of the two NTN and
suggested MLP networks

e New solution for the RDF knowledgebase
completion

In continue, first the NTN is introduced. Then,
NTN neuron mathematical model will be represented.
For this aim, first, neuron mathematical model of
tensor layer is represented and then, NTN will be
presented as a two-layer perceptron network. Next,
the NTN and MLP are trained using NTN learning
rules and implementation results show that both of
them are equivalent. Finally, the results will be
discussed.
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2. Review of the NTN

In this section, a review of neural tensor network
(NTN)is presented. NTN was proposed by Socher et
al. for RDF knowledge base completion that is state-
of-the-art [21]. In this section, this network model is
introduced that reasons over knowledge bases by
learning vector representations over them. Each
relation triple <el, R, e2> is described by a neural
network and pairs of entitiese/ and e2 which are
given as input to that relation’s model. If the entities
are correlated then the network returns a high score
otherwise a low one. Because of this, any triple can be
scored with some certainty mentioned implicitly or
explicitly in the knowledge base.

The aim of the model is to state whether two
entities e/ and e2 are in certain relation R. For
example, whether in triple <Obama, born-in, Hawaii>
the born-in relation between two entities Obama and
Hawaii is true and with what score of certainty. It is
supposed that vector representations of the two
entities be el, e2 € RY

Indeed, the NTN network replaces a standard linear
neural network layer with a bilinear layer that directly
relates the two entity vectors across multiple
dimensions. By this model, a score of how probable it
is that two entities are in certain relationship can be
computed. If d dimension vectors(el, e2 ERY be
representation of two entities then, the function of
NTN that scores the relationship of them can be
demonstrate as equation (1) [21].

g<el,R e2>=UTf(elTW ez + VR[E%] +by) (1)

Where f = tanh is a standard nonlinearity applied
element-wise. WR[I:k] ERT* is a tensor and the
bilinear tensor product e/ WR[lzk] e2 results in a vector
h €R", where each entry is computed by one slice i =
I..k of the tensor: h; = e]TWR[Lk]eZ. The other
parameters for relation R are the standard form of a

neural network: Vx€RY? Ur€R? and breR’ [21].
Details of parameters are presented in Fig. 3in which

the Eq. (1) has been expanded. In this figure, value of
d has been considered 3 dimensions as sample.

Its basic excellence is that it can correlate the two
vectors multiplicatively as inputs instead of only
implicitly through the nonlinearity as with standard
neural networks where the entity vectors are simply
concatenated [21].

Neural Tensor Layer

Linear Slices of Standard Bias
Layer Tensor Layer Layer

Fig. 3. Neural Tensor Network Model [21]

The main idea is that each triple in the training set
TO = <e1® R?, e2¥> should receive a higher score
than a triple in which one of the entities is replaced
with a random entity. There are Ng many relations,
indexed by R"” for each triple. Each relation has its
associated NTN parameters. We call the triple with a
random entity corrupted and denote the corrupted
triple as T.” = <el® RY, e> where we sampled
entity e, randomly from the set of all entities that can
appear at that position in that relation. Let the set of
all relationships’ NTN parameters be Q =u, W, V, b,
E. Now, objective function in Eq. (2) must be
minimized [6].

J(©) =YL, Y5 ymax(0, 1 — g(TW) +

i )
9T + 1|13

Where N is the number of training triples and the
correct relation triple is scored higher than its
corrupted one up to a margin of 1. For each correct
triple C random corrupted triple is sampled. Standard
L, regularization of all the parameters, weighted by
the hyper parameter A has been used.

Taking derivatives from this objective function is
not possible. For this reason, an optimization method
[29] has been used for its minimization. Then the
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model is trained by taking derivatives with respect to
the five parameters. Therefore, in this paper it is
proposed that NTN can be equivalent with a standard
neural network. With this suggestion, standard
learning rules can be applied for the training. The
suggested representation is explained in continue.

3. Suggestion a New Neuron Mathematical Model
Representation for the NTN

In this part, a new method for neuron based
mathematical model for the NTN through the ordinary
and yet well-defined neural network concepts is
introduced. By this mathematical model, it is
indicated that the NTN is equivalent to a MLP
based
mathematical model for tensor layer is proposed.
Next, the NTN is represented as an MLP network and
then, it is proved that these two networks are

network. For this aim first, neuron

equivalent. Final, in the implementation section these
claims are confirmed.

3.1. New Representation of NTN Neuron Mathematical
Model with one Tensor Layer

In this section one slice of tensor layer is
considered as in Fig. 4 is clear. Since, there are two
input vectors el and e2in the tensor layer and each of
them is located at either sides of the parameter matrix
of W, the neuron based mathematical model of this
layer cannot be represented directly. For this reason, a
new representation for this layer is proposed.

Fig. 4. One slice of tensor layer

In the tensor layer there are two input vectors of e/
and e2 that have been multiplied in the parameter
matrix of W. In Eq. (3) this issue is shown and its
results is a scalar number. For easily, the entity
vectors is considered as three-dimension which are

generalizable to further dimensions. Expansion of this
Eq. is in Eq. (4).
W11 Wiz Wig]feZ,
=[eliel,el;] (W21 Waz Was||e2, 3)
W31 Wiz Wszlle2,

=lel;e2,wy; + el e2,wy, + elze2;wy; +elje2;wy; +

“4)

el,e2,w,, + elze2;w,3+ ele2;wyy +
el e2,wzelze2;was)

Therefore, if W and P are considered as Eq. (5) and
Eq. (6) then the score g from Eq. (1) is gained as (7).

W = [Wy1, Wa1, W31, Wip, Wap, W3z, W3, Wa3, Was] (5)
P =[el;e2,,el,e2,,el e25,el,e2,el,e2,,el5e25, (6)
el,e2,,el, e2,,elze2;]T

g=f(WP) (7

As it is clear in Eq. (7), two input vectors el and e2
can be converted into one that is called P. Indeed, it is
proposed that one vector can represent the correlation
between these two vectors. So, representation of the
mathematical model for the NTN tensor layer with the
new parameter W can be presented as Fig. 5 for which
no bias value has been existed.

p

H 9x1

Fig. 5. Neuron mathematical model of NTN with one tensor layer

W > f—a~g

1x1 1x1
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This model can be used for representation of the
NTN as MLP network that is presented in the next
part.

3.2. Representation of the NTN in the form of the MLP

In this part for easily, the parameters b and V in the
NTN are not considered. To obtain all values for all
facts of the training set, one score called g is assigned
to each of the facts. To recognize the score of true
from incorrect facts, a threshold value must be gained.
After that, true and false facts can be classified.

To obtain score of g, in Fig. 6 two slice of tensor
layer is considered. Their further detail is in Eq. (8).
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Slices of
Tensor Layer
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Fig. 6. Two slices of tensor layer

W11 Wiz Wig][e2;
h = [eljelyelg] (W21 Wz Waz|leZ,|+
W31 Wiz WszlleZs

wiyy w'p wis|[e2 ®)
lelielels]|w'ay Wip W’zs] [922]
w3 W'z wisg|le2
If parameter W be in the form of Eq. (9) and by
considering the input vector as P in Eq. (10), the score
g can be gained as Eq. (11) with parameter U from

Eq. (1).

[z

.,

P

2y

W11, W21 W31 ,W12 ,W22,W32,W13,W23,W33

W= ©

I ! I ! I ! I ! I
Wi W 21,W 31,W 12,W 22,W 32,W 13,W 23,W'33

P=[elje2,,el,e2,,el;e25,el,e2,,el,e2,,
else2s, el e2;, el e, elze2,] " (10)

g=Uf(WP) (11)

To represent the statement of Eq. (11) in the form
of the neuron mathematical model, in Fig. 7 a neuron
mathematical model of two layer perceptr on network
is proposed. As can be observed, by changing the
representation of inputs and the network parameters,
an MLP network has been gained.

Parameter U is shown in second layer and the
function of this layer is linear.

4 tanh ’

Fig. 7. Suggested network for representation of neuron mathematical model of NTN

The general representation of the suggested model
is displayed in Fig. 8. These models will be
generalized for further slices as well, signifying that
for every slice one neuron can be considered.

P
U W \ tanh 91
9x1

2x1 2x1

gz
1x1 1x1

1x2

2x9

Fig. 8. General representation of the suggested MLP model

The calculation method of the output a in a
perceptron network with L layers can be observed in

(12).

a®="p
altt = FU(itightt 4 pltty, I=01 2., (12)
L-1

So, by considering a= g, b=0, and L=2, the goutput
of the mentioned network can be gained as (13).

g°(P,R) =P

gL R) = fOWeg®) = Tank(Wy P) = g;

9*(P,R) = f1(Urg") = U Tanh(W P) = g,
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The result of Eq. (13) is equal to Eq. (11) (g, = g).
Therefore, the suggested network can be equivalent
with the NTN. But, for output of the network to be in
the range of 1 and -1, tan hyperbolic (tanh) should be
considered instead of the linear one. This issue is
displayed in Fig. 9.

P

I:I ax1

2x1 2x1

> sanh 2!
v

2x9

g:
1x1 1x1

Fig. 9. The suggested MLP model with tanh function

1x2

In this way, equivalency of the new neuron based
mathematical model with the NTN was illustrated. In
order to prove this claim, in the Implementation
section, the results obtained from the training of these
networks are compared.

4. Implementation Results

In previous section, it was proved that NTN is
equivalent with an MLP network by mathematical
proof. In this section, the implementation results can
confirm it. For this aim, each two networks are trained
and tested on the benchmark dataset of [21] paper. In
this dataset, Word Net is considered as the
knowledgebase. Here, the results of these networks
are compared on the dataset.

4.1. NTN Training

For NTN training, taking derivatives from the
objective function in Eq. (2) is not possible. For this
reason, an optimization method has been used for its
minimization. This method is min Func [29]. Then the
model is trained by taking derivatives with respect to
the five groups of parameters of NTN. An abstract
view of neural tensor network training algorithm can

be shown in algorithm 1.

Algorithm 1: NTN training algorithm

Input: T: Triples with structure <el,R,e2>, theta: Array of NTN
Parameters

Output: Array of Trained Parameters, Cost

1: for iteration = 1 : MaxItration

2:  selected_data = Select 20000 random train data Triples T
3:  data R =selected data.R

4:  data_el =selected_data.cl

5:  data_e2 = selected_data.e2

6: data_ec = Select 20000 random entities as Corrupted
7: T =<data_el, data R, data_e2>

8:  Tc=<data el, data R, data_ec>

9: [theta, cost] = minFunc(J(theta, T, Tc), theta)

10:  costs(iteration) = cost

11: end for

12: Return theta, costs

In this algorithm, the cost function J is used that
had been introduced in Eq. (2). This algorithm is
trained by taking derivatives with respect to the 5
groups of parameters. Derivative for tensor parameter
W is shown in Eq. (14) and derivatives for other
parameters are same as the BP.

dg(el,R,e2
M= uTanh'(z )e,ef,
oaw . (14)
Where z= efWe, + V[e;]+b

Input of this algorithm are a set of true triples from
knowledge base called “T”, and an array of different
entries of all network parameters called “theta”. Here
for easiness of training, total entries of all parameters
have been placed in single file and have been
considered as a unique array (theta). But after training
step, all of parameters will be separated. The output is
final values of parameters after training and cost of
the training. A set of false triples as corrupted triples
is called “T.” in this algorithm.

The function of minFunc is a Matlab function for
unconstrained optimization of differentiable real-
valued multivariate functions using line-search
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methods. It uses an interface very similar to the
Matlab Optimization Toolbox function fminunc, and
can be called as a replacement for this function. On
many problems, minFunc requires fewer function
evaluations to converge than fiminunc. Further it can
optimize problems with a much larger number of
variables (fminunc is restricted to several thousand
variables), and uses a line search that is robust to
several common function pathologies [29].

The default parameters of minFunc call a quasi-
Newton strategy, where limited-memory BFGS
updates with Shanno-Phua scaling are used in
computing the step direction, and a bracketing line-
search for a point satisfying the strong Wolfe
conditions is used to compute the step direction. In
the line search, (safeguarded) cubic interpolation is
used to generate trial values, and the method switches
to an Armijo back-tracking line search on iterations
where the objective function enters a region where the
parameters do not produce a real valued output [29].

After implementation of this algorithm in Matlab,
the parameters are regularized and the NTN can be
used for classification of true and false triples. For
analyse of NTN training, diagram of training costs in
each iteration is indicated in Fig. 11.

e NTN

Cost
o N B OO 00

1 6 1116212631 3641 46

Iterations

Fig. 11. Diagram of NTN training costs in each iteration

This diagram shows one run of the algorithm. In
table 1 min costs of three run of this algorithm are
explained. Each run take about 30 min time. These
values will be compared to values of next algorithm.

Table. 1. Min-costs of NTN training

First run Second run Third run  Average

Min Cost 1.452 1.4562 1.4437 1.4506

#Iteration 25 27 26 26

4.2. Training of the Suggested MLP Network

MLP training algorithm is introduced in algorithm
2. Because of changing in structure of NTN, for this
algorithm, inputs must be changed. For this aim each
two vectors of el and e2 is multiplied as P.

Algorithm 2: Training algorithm for the suggested MLP network

Input: T: Triples with structure <el, R, e2>, theta: Array of NTN
Parameters

Output: Array of Trained Parameters, Cost

1: for iteration = 1 : MaxItration

2: selected_data = Select 20000 random train data Triples T
3: data R = selected data.R

4:  data_el =selected data.cl

5:  data_e2 = selected data.e2

6:  data_ec = Select 20000 random entities as Corrupted
7:  data_P=data_el .* data_e2

8: Pc =data el .* data_ec

9:  F=<data P, data R>

10:  Fc=<data Pc, data R >

11: [theta, cost] = minFunc(J'(theta, F, Fc), theta)

12:  costs(iteration) = cost

13: end for

14: Return theta, costs

In this algorithm, the cost function J' is used
that is introduced in Eq. (15).

J'(©Q) =¥N, ¥ max(0, 1 - a(FD) + a(FP))
+ 1913 (15)

Where a=UTf(WP),F® =< P® RO >,
ED =< pc® RO >,

Since available dataset is the same as that of the
NTN, a method similar to the NTN can be used for
training of the new network. As (1) was derived in
relation with each of the parameters in the NTN at
every stage, in this method it should be derived in
relation with all parameters at every stage with its cost
being calculated based on the objective function (14).
The derivative with respect to parameter W is
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provided in (15) and the derivative with respect to
parameter U is provided in (16).

dg(P,R) _

dg(P,R) _
T = Tanh(WR P) (17)

In order to obtain the cost of calculation of the
objective function, first some triples are chosen out of
the training dataset, where some entities take the place
of the second entity of that fact per each of them. In
this way, for every correct triple, some incorrect
triples are achieved. Overall, a number of correct and
incorrect triples will be achieved as the final training
data. The objective function is applied to these data,
with the cost of each stage being calculated. Using
optimization methods, the network parameters can be
altered through optimizing the cost of every stage.

After implementation of this algorithm in Matlab,
the parameters are regularized and the MLP network
can be used for classification of true and false triples.
For analyse of the training algorithm, diagram of
training costs in each iteration is indicated in Fig. 12.

e MILP

Cost

o N B OO
Ww
g

1 5 913172125293337414549

Iterations

Fig. 12. Diagram of the MLP training costs in each iteration

This diagram shows one run of the algorithm. In
table 2 min costs of three run of this algorithm are
explained. Each run take about 30 min time. These
values will be compared to values of NTN algorithm.
This comparison is indicated in Fig. 13.

Table. 2. Min-Costs of two layer perceptron training

First run  Second run  Third run  Average
Min Cost 1.480 1.4295 1.4409 1.4501
#lIteration 24 25 28 25.66

Accordingly, the trained network and the final value of
parameters are obtained in a way that the objective function
cost is reduced. Therefore, with representation of NTN
neuron mathematical model, the learning method of the
new model was presented that is equivalent with the NTN.
Fig. 13 confirms this claim. Each step of two algorithms is
the same and parameters values are similar.

2

1.5

0

train 1

[y

(O}

train 2 train 3 Average

B MLP_MinCost1 ® NTN_MinCost 2

Fig. 13. Comparison of two tables of 2 and 3

After training step, two networks was tested by test
data of the benchmark dataset and same results are
gained. In test step, some true and false triples is
given to trained networks as inputs. After test, each
network classify these inputs. The classification of
each two networks are similar to each other and
accuracy of both is 86.2. So, the implementation
results confirm equivalency of two networks.

5. Conclusions

In this paper, it had been shown that the NTN can
be represented by an MLP neural network. Indeed, it
was illustrated that these two networks are equivalent.
For this aim, first NTN was introduced and its
problems were studied. Considering that this method
is stat-of-the-art, but one of its main disadvantages
was disability of its neuron mathematical model
representation.

To solve this problem, by changing inputs and
parameters structure a new method for representation
of neuron mathematical model was proposed. The
new network was a two layer perceptron that its
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output equation was convertible to NTN ones. So, it is
proved that NTN is not a new neural network, even it
is another representation of available neural networks.
Indeed, the suggested model is a new solution for
RDF knowledge base completion problem that has
ability of the state-of-the-art.

Overall, the models of this paper were used for the
RDF data model that has two correlated entity
vectors. In fact, in this paper, the NTN was criticized
and it had been shown that correlation of two entity
vectors of network input can be considered as one
correlated vector with the corresponding parameters.
This idea can be used in the future works by finding
new correlation methods for pair entities with results
improvement. Therefore, this method can be
generalized for problems that have two parallel input
vectors in which the correlation is important. For
future work, it is considered that the network will be
trained using standard learning rules of the MLP
networks. These learning rules may improve the
results.
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