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Abstract 
 

Information security has become an important issue in the modern world due to its increasing popularity in Internet 

commerce and communication technologies such as the Internet of Things. Future media actors are considered a threat to 

security. Therefore, the need to use different levels of information security in different fields is more needed. Advanced 

information security methods are vital to prevent this type of threat. Cryptography is a valuable and efficient component for 

the safe transfer or storage of information in the cyber world. Familiarity with all types of encryption models is an essential 

need for cybersecurity experts. This paper separates Cryptographic algorithms into symmetric (SYM) and asymmetric 

(ASYM) categories based on the type of cryptographic structure. SYM algorithms mostly use the Feistel network (FN) 

structure, Substitution-Permutation Network (SPN), and the ASYM algorithms follow the mathematical structures. Based on 

this, we examined different encryption methods in terms of performance and detailed comparison of key size, block size, and 

the number of rounds. In continuation of the weakness of each algorithm against attacks and open challenges in each 

category, to study more is provided. 

 

Keywords: Cryptography, Security, Algorithms. 

1.Introduction 

 

The Internet is one of the most influential new 

communication technologies that has somehow 

affected all aspects of human life. These new 

communication technologies have made people 

spend much of their time on the Internet and use 

online services for education, research, banking 

services, and other activities [1], [2]. 

The significant progress has made paper, the main 

carrier of important information, to be regularly 

replaced by other ways of information exchange. In 

fact, the paper has the disadvantages of slow transfer 

and high cost; in addition, it‘s archiving results in 

many problems. Regularly, as the computer 

networks progress, the traditional trade had moved 

from the current state toward the electronic one and 

the exchange of documents has become widespread 

in this kind of commerce. These documents often 

contain sensitive information, such as legal 

contracts, confidential technologies, or financial 

transactions; however, we cannot exchange sensitive 

information in the cyberspace in a safe way, because 

when the context and the essence of traditional life is 

transforming into a modern model, the social crimes 

and civil disorders also take the form of modernity.  
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Today, jobbers would access the confidential 

information to hit persons, organizations and 

governments to access confidential information, and 

for this purpose, they use different methods, such as 

viruses [3], worms [4], Trojans [5], backdoors [6], 

and other available methods to achieve this 

important and sensitive information. In this case, 

ensuring unauthorized access to sensitive 

information is among the most important security 

challenges in relation to the distribution of 

information in cyberspace[7]. Various solutions, 

such as authentication [8] and key exchange 

systems[9][10], firewall [11]–[13], Intrusion 

detection systems [14]–[17], encryption of data [18], 

and the use of various security tools have been 

provided to maintain network security.  

In encryption, the presence of information or 

message sending is no secret. Still, data storage or 

message sending is clear, and only the intended 

persons can restore the original report. In general, 

the encryption algorithms are divided into SYM and 

ASYM categories. SYM encryption algorithms use 

similar encryption keys to encrypt and decrypt the 

ciphertext, while ASYM algorithms use a pair key 

for encryption and decryption [19].  

Most SYM algorithms have been designed based on 

the FN structure and SPN. ASYM algorithms are 

based on Mathematics and have been developed 

chiefly based on the factorization of prime numbers 

(FPN) and the discrete logarithm (DL). After 

searching, we concluded that a comprehensive paper 

about encryption algorithms is essential. 

Accordingly, we tried to collect several important 

cryptographic algorithms in a form with all details; 

we also compared all the encryption algorithms in 

terms of structural type, key size, the length of 

blocks, the number of rounds, weakness against 

attacks, and the production year of the algorithm and 

the obtained results were prepared for other 

researchers to use this paper for advancing, as well 

as developing the encryption and authentication 

systems in the environments, such as cloud, IoT, etc.  
 

1.1.Motivation  
 

There are many challenges in the field of research 

and development to create an intelligent world. Real, 

digital, and virtual worlds combine to create 

innovative environments. In the meantime, 

protecting data and personal privacy is essential with 

the development of the intelligent world. Since a 

complete study of cryptographic algorithms' 

weaknesses and open challenges has not been done 

so far, we decided to present a detailed analysis of 

SYM and ASYM in this article. 

 
1.2.Contribution 
 

In this article, we provide a detailed classification of 

SYM and ASYM cryptographic algorithms, and we 

will continue to examine the main concepts of 

cryptography and their structures. 

We provide an overview of encryption methods and 

then analyze encryption methods based on year of 

production, key size, block size, and structure type. 

Encryption methods are examined regarding 

weaknesses against various attacks, and the open 

challenges of encryption methods are raised. 

 

.3.1 Paper Organization 
 

The rest of this paper is organized as follows: In Sect 

2, basic conceptual information about SYM and 

ASYM encryption systems have been provided. The 

related work is explained in Sect 3, provided. Sect 4 

describes the important indicators which have been 

discussed for evaluating the encryption algorithms. 

Sect 5 provides a general overview of the 

cryptography categories. Sect 6 gives an analysis for 

observing and examining the cryptography 

algorithms. In Sect 7, open challenges are explained. 

Finally, Sect 8 and 9 of the paper ends with the 

concluding and future work remarks. 
 

.2 Basic Concepts   
 

In this section, the definitions used in the paper and 

the structure of encryption algorithms are explained. 
 

2.1.Definitions and Terms 
 

Given the fact that specific interpretations have been 

used for cryptography in this paper, a brief 

description has been presented in Table (1) to the 

reader for a better and further understanding of the 

information used in the paper. 
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Table 1 

Describes Important Cryptographic Information 

Concept Details 

 

Plain text 

Message and data in the original state, before 

turning to encryption mode is called plain text, or 

in brief, message. In this case, the information can 

be understood by human beings 

Code text 

A message and information when it converts into a 

code. The encrypted data cannot be understood by 

human beings. 

Encryption 
An operation converts a message into code, using a 

code key. 

Decryption 

An operation converts the encrypted message into 

the original text, using a code key. Mathematically, 

this algorithm is contrary to the encoding 

algorithm. 

Code key 

The code key is generally a numerical information, 

which is given to the coding algorithm as an input 

parameter, by which encryption and decryption 

operations are performed. Different kinds of code 

keys are defined and used in cryptography. 

 

2.2.Cryptography 
 

It is composed of two words, Kryptos means 

"confidential," and Graphien means "writing." 

Cryptography is a mathematical or logical system; 

on that basis open and generally understandable 

information and concepts are converted into obscure 

information in a reversible order. This obscure 

information is reversible and utilizable by those who 

know the reverse order and the required parameters. 

No point shall be kept secret in the cryptographic 

algorithms and their reverse order; thus, all 

cryptographic algorithms require a parameter called 

(cipher key) by which the mysterious nature of the 

encrypted information would be changed 

unpredictably. 
 

.2.1 SYM Encryption Algorithms 
 

Public key encryption or ASYM encryption is an 

encryption method in which the key used for 

encryption differs from the key for decryption (as 

opposed to SYM cryptography, in which encryption 

and decryption are performed with a single key) 

[20]. In ASYM cryptography, the user holds a pair 

of keys: 
 

-1 The public key (used for encrypting the original text) 

-2 The private key (used for decrypting the ciphertext) 

It is clear that the private key remains secret, but the 

public key may be widely disseminated. The 

received encoded messages by the user‘s public key 

are only readable to themselves, as the user itself 

holds the private key for decryption. The public key 

is mathematically correlated, but the private key is 

not practically measurable from the public key[21]–

[23]. The following Fig (1) shows the ASYM 

encryption. 
 

.2.2 SYM Encryption Algorithms 
 

The ASYM key algorithm is a class of encryption 

methods which uses a similar key for both 

encryption and decryption of a text. The encryption 

keys might be similar, or there might be a simple 

correlation between them. The key, in practice, 

represents a shared secret between two or more than 

two parties which can be used for protecting the 

private information in secret[21], [24]–[26]. Fig (2) 

shows the SYM encryption. 

 

.2.3 Discrete Logarithm 
 

DL functions in Mathematics and Algebra are a set 

of functions that are similar to conventional 

logarithm functions and are defined on the numerical 

groups. The mathematical definition of these 

functions is simply as follows. Suppose that the ring 

group   with   member(s) of integers is based on 

the multiplication with a producer like  . By this 

assumption, we could write every member of   from 

group   as     , which in this equation,   is an 

integer, and for each specific   and  , there are 

different values for  , all of which are members of a 

modular arithmetic class with n module. On that 

basis, the DL function in the basis   is a function of 

  to    (the ring of integers with   modulo), which 

attributes to every g member of the set,   arithmetic 

class of   with   module. The issue of the DL is 

identical with solving the equation            

for  , and for its use in Mathematics, especially in 

cryptography, it has become a terminology[27]–

[31]. 

Mathematically, solving a discrete algorithm 

problem (calculating the DL) is considered as 

solving the problem of integer analysis and they 

have something in common: either of them is among 
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difficult mathematical problems, such that no quick 

way has been found for solving them [32]. Every 

algorithm related to either problem can be converted 

to a similar algorithm in relation to another problem. 

Difficulty with solving either problem has been used 

for designing, as well as developing cryptographic 

systems, such as the ElGamal Cryptography.     

 

.2.4 Integer Analysis 
 

In the number theory, breaking down a complex 

number and writing it as a product of some integers 

is called the analysis of natural numbers. No 

efficient algorithm has been identified for analysis of 

very large numbers. Many mathematical and 

computer sciences have been employed to deal with 

this issue, such as quantum calculations and theory 

of algebraic numbers. The most difficult state (for 

the current methods) is the semi-integer numbers 

[33]–[35]. These kinds of numbers are the ones 

which can be written as the multiplication of two 

integers. When these two numbers are very great and 

are randomly selected with a fairly close value, even 

for the fastest algorithms on the fastest computers it 

would take such a time which is in fact inefficient. It 

has caused this difficulty to be used in the body of 

most cryptographic systems [36]. Some 

cryptographic systems, like RSA, use this 

method[37].  
 

.2.5 Substitution Permutation Network 
 

Substitution-Permutation encryption is a set of 

mathematical operators, which is used in key-frame 

algorithms, such as Advanced Encryption Standard. 

Such network takes one frame of the main text as an 

input for the key k, applying multiple layers of 

substitution and permutation boxes on it to obtain a 

frame of encrypted text. In fact, substitution and 

permutation boxes are converting the sub-frames of 

input bits into output bits. In principle, operators 

such as XOR efficiently running on the hardware, 

are used. In each step, a sub-key of the main key is 

obtained using a key schedule, which is considered 

the key to that layer. The encryption is done in a 

simple way, such that the Substitution and 

Permutation boxes are used conversely, along with 

sub-keys of each step[38]–[43]. A substitution box 

converts a small frame of input bits into another 

frame of bits. This substitution should be done one 

by one in order to ensure that the encryption is 

performed. Specifically, the output length of the 

substitution box is the same as its input length. Fig 

(3) shows substitution boxes with 4 inputs and 4 

outputs, though it is not generalized and there are 

substitution boxes, which are not same in the length 

of input and output. A good substitution box should 

have the property that substituting an input bit make 

changes in half of the output bits. Also, every output 

bit of such a box should depend on all input bits. A 

permutation box provides a permutation of bits. In 

every layer, this box takes output [bits] of 

substitution boxes, permuting its bits, and then, gives 

its output to the substitution boxes of the later step. 

A good permutation box distributes the output bits of 

a substitution box of the previous step among several 

substitutions of the next step, as far as possible. In 

each step, the step key is permutated with XOR box 

[44]–[47]. 

 
Fig. 3. The Substitution Permutation Network. 
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Fig. 1. The ASYM encryption algorithms. 

 
Fig. 2. The SYM encryption algorithms. 

 

.2.6 Feistel Network 
 

Based on Shannon‘s studies and suggestions, Horst 

Feistel, a researcher from IBM Company, proposed a 

general pattern for the SYM cryptography, which 

was significant for nearly 30 years, on which many 

modern cryptographic methods were designed 

[48][49]. Fig (4) shows the Feistel architecture for 

each round of the cryptographic process. 
 

 Cryptography is composed of some repeated and 

similar steps known as round. In each round, 

possibly only one round-key (or sub-key) 

changes, and the nature of the practice is clear 

and intact in every round. 
 

 The input of each round is divided into left and 

right halves and in each round, an input semi-

thesis remains intact, while the second half 

becomes round-key based on a very complex 

and highly non-linear hybrid of the first and 

second halves. 
 

 To encrypt each round, it is enough to have the 

intact half and the round key.  
 

 After each round, two halves should be switched 

(swap) in order that the intact half be included in 

the next round. 
 

 The cryptography process of the second half of 

the input should be performed by a highly non-

linear and non-algebraic function (Substitution 

and Permutation, combining the bits of the key, 

modular calculations). If we call this complex 

function as  , the strength and speed of the 
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cryptographic system will depend on the 

inner support  .  

 To perform decryption operation, no reverse 

function              is needed, instead, the 

decryption is done by re-applying f on the input 

parameters of each round (including round key, 

the right half, and the left half). This property 

makes encryption and decryption algorithms 

similar, structurally.  
 

The function f is called the Mangler as it combines 

the data in the bits of the key, when it shedders data 

in a nonlinear way, forwarding the data to the output 

after permutation. The function f might be a one-way 

function; it means that even by having an output key, 

    might not be calculated. There are different 

kinds of the Feistel methods, including tri-stage, 

nested, and unbalanced, all of which are generated 

by slight changes from the original version [50]–

[53]. There are other types of the FNs, such as Type-

3 FN, Unbalanced FN and the Nested FN which 

have been designed on this basis. 
 

 
 

 
 

Fig. 4. The Feistel architecture for one round 

3.Related Work  
 

M. Ebrahim, S. Khan, and U. Bin Khalida 

comprehensive comparative analysis of different 

existing cryptographic algorithms (SYM) [54]. They 

have been examined on some of the designing 

factors, such as the key length, the number of 

rounds, and the type of structure in terms of 

flexibility and vulnerability against the attacks, and 

the methodology of the SYM algorithms has been 

described. However, their study is not a 

comprehensive cryptographic study. In short, the 

disadvantages of this method are as follows: 
 

 ASYM algorithms have not been raised. 

 It has not been investigated in terms of 

production decade. 

 Most well-known SYM algorithms have not 

been investigated. 

 Open challenges have not been addressed. 

 The proposed algorithms have not been 

considered in terms of the developer type. 

 

G. Singh,  have focused on a few Cryptographic 

Algorithms, which are used for data encryption [55]. 

They have been examined in some designing factors, 

such as the key length, the number of rounds, and 

the type of the structure. They have described only 4 

algorithms in the paper. However, their review is not 

a comprehensive cryptographic study. In short, the 

disadvantages of this approach are as follows: 

 

 Most ASYM algorithms have not been raised. 

 It has not been investigated in terms of 

production decade. 

 Most well-known SYM algorithms have not 

been investigated. Others have not been 

considered. 

 The proposed algorithms have not been thought-

out in terms of vulnerability and flexibility.  

 The proposed algorithms have not been 

considered in terms of the type of developer.  

 Open challenges have not been addressed. 

 

T. Gunasundari and K. Elangovan, have offered 

some important Comparative of the Cryptographic 

Algorithms in data encryption [56]. They also have 

examined most designing factors, such as the key 

length, the number of rounds, and the type of the 
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structure. This paper has proposed only on 4 

algorithms developed by solely Mr. Rivet; however, 

their review is not a comprehensive study on 

cryptography. In short, the disadvantages of this 

approach are as follows: 
 

 ASYM algorithms have not been raised. 

 It has not been investigated in terms of 

production decade. 

 Other SYM algorithms have not been 

investigated. 

 Other proposed algorithms have not been 

investigated in terms of flexibility. 

 Other proposed algorithms have not been 

investigated in terms of the type of developer. 

 Open challenges have not been addressed. 

 

As another survey, M. Agrawal and P. Mishra have 

offered some important Comparative Symmetric 

Key Encryption Techniques [57]. Similar to other 

writers, s/he has studied on comparing the designing 

factors, such as the block length, the key length, the 

number of rounds, the type of structure, and the type 

of vulnerability. The author describes only four well-

known SYM algorithms in the paper. However, their 

review is not a comprehensive study on 

cryptography. In short, the disadvantages of this 

approach are as follows: 

 

 ASYM algorithms have not been raised. 

 Other SYM algorithms have not been 

investigated. 

 Other proposed algorithms have not been 

investigated in terms of flexibility. 

 Other proposed algorithms have not been 

investigated in terms of the type of developer. 

 Open challenges have not been addressed.  

 

Finally, this paper presents by E, Surya; C.Diviya a 

detailed study of the symmetric encryption 

techniques over each other.[58]. They have been 

studied on comparing the designing factors, such as 

the block length, the number of rounds, the type of 

structure, and the type of vulnerability. The 

methodology has been described on four well-known 

SYM algorithms. However, their review is not a 

comprehensive study on cryptography. In short, the 

disadvantages of this approach are as follows: 

 

 ASYM algorithms have not been raised. 

 Other SYM algorithms have not been 

investigated. 

 Other proposed algorithms have not been 

investigated in terms of flexibility. 

 Other proposed algorithms have not been 

investigated in terms of the type of developer. 

 Open challenges have not been addressed.  

 

 As a result, although the paper mentioned is 

essential. However, items not covered can be shown 

in Table (2). In this article, we tried to cover things 

not covered in the previous paper and provide a 

detailed assessment of the criteria set out in Sect 4 

for the reader to read. 

 

Table 2 

Comparison of related work. 

Features [54] [55] [56] [59] [58] 

A symmetric x ✓ x x x 

Symmetric ✓ ✓ ✓ ✓ ✓ 

Flexibility ✓ x x x x 

Vulnerability ✓ x ✓ ✓ ✓ 

Developer x x x x x 

Decade x x x ✓ ✓ 

Open 

challenges 
x x x x x 

 

X indicates not supported; ✓ indicates partially supported. 
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4.Criteria 
 

The important indicators discussed for evaluating 

cryptographic algorithms have been described in this 

Sect. Table (3) to the reader for a better and further 

understanding of the information used in the paper. 

 

Table 3: 

show important indicators discussed for evaluating 

cryptographic algorithms. 

concept Details 

Architecture 
It defines that on what structure do the 

cryptographic algorithms have been designed? 

Key size 
It defines what key sizes are used for 

encryption by the cryptographic algorithms? 

Round 

It defines how many rounds have been used 

for data encryption by the cryptographic 

algorithms? 

 

Block size 

It defines the size of each encryption block in 

each cryptographic algorithm. 

 

Developer 

It defines by whom the cryptographic 

algorithms have been generated: 

Organizations or individuals. 

 

Years 

It defines in what year the cryptographic 

algorithms have been produced? 

 

Flexibility 

It defines that the encryption algorithm is 

capable of tolerating minor user variations. 

Attack 

It defines that to what types of attacks the 

encryption algorithms are susceptible. 

 

 

Since each encryption algorithm is susceptible to one 

type of attack, not all algorithms can be studied in 

terms of a single type of attack. For this reason, 

several attacks in which the studied encryption 

algorithms are weak have been explained as follows: 
 

Slide Attack: 

A slide attack is a form of code analysis designed to 

counteract the general idea that even weak 

passwords can become very strong by increasing the 

number of rounds, confronting with a differential 

attack. The slide attack acts in such a way that 

unrelated the number of rounds in a single password, 

uncovers the flaws to decipher the code. The 

maximum common cause is the cyclically repeated 

keys [60][61].  

 

Brute-Force Attack: 

A comprehensive search is an attack in which all 

possible scenarios for obtaining an answer are 

examined. For each cryptographic model, we can 

calculate the required time for testing all possible 

methods for the key. Usually, cryptographic patterns 

are designed so that the construction of all possible 

scenarios is impossible or ineffective at any given 

time. Also, the "inclusive search attack" is a criterion 

for recognizing password-cracking methods. Testing 

all possible scenarios is also considered a way of 

finding the password. Usually, the software blocks 

the user account several times after entering 

incorrect passwords or delays the validation process 

to avoid testing other scenarios [62][63]. 
 

Man-in-the-middle attack:  

The middle man attack (often abbreviated as MITM 

and also known as the bucket brigade attack) is a 

form of eavesdropping in cryptography and 

computer security in which the attacker establishes 

independent connections with the victims, 

redistributing the messages between them in such a 

way that they are convinced to speak with each other 

directly through a private connection. At the same 

time, all conversations are controlled by the attacker. 

The attacker should be able to eavesdrop on all the 

messages exchanged between the two victims and 

create a new message capable of good function in 

many situations [64][65]. 
 

Shor's Algorithm:  

Shor‘s algorithm, adopted from Mathematician Peter 

Shor, is a quantum algorithm (an algorithm that runs 

on quantum computers) for integer factorization. 

Formulated in 1994, it informally solves the prime 

factors [66]–[68]. 
 

Pohlig–Hellman Algorithm: 

In group theory, the Pohlig–Hellman algorithm, 

sometimes called as the Silver–Pohlig–Hellman 

algorithm, [69] is an especial algorithm for 

computing DLs in a finite abelian group whose order 

is a smooth integer[70]. 
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Related-key attack: 

In cryptography, a related-key attack is considered 

any form of cryptanalysis where the attacker can 

observe the operation of a cipher under several 

different keys whose values are initially unknown, 

but in which some mathematical relationships 

connecting the keys are known to the 

attacker[71][72]. 
 

Differential cryptanalysis: 

Differential cryptanalysis is a general form of 

cryptanalysis applicable primarily not only to block 

ciphers but also to stream ciphers and cryptographic 

hash functions ]. In the widest sense, it is the study 

of how differences in information input can affect 

the resulted difference in the output. In the case of a 

block cipher, it refers to a set of techniques for 

tracing differences through the network of 

transformation, discovering where the cipher shows 

non-random behavior, and exploiting such 

characteristics to recover the secret key [73]. 
 

Interpolation Attack: 

In cryptography, an interpolation attack is a 

cryptanalytic attack against block ciphers. In this 

attack, an algebraic function is employed to 

represent an S-box which might be a simple 

quadratic, a polynomial, or rational function over a 

Galois field. Its coefficients can be determined using 

standard Lagrange interpolation techniques using 

known plaintexts such as data points. Alternatively, 

selected plaintexts can be used to simplify the 

equations and optimize the attack. In its simplest 

version, an interpolation attack expresses the 

ciphertext as a polynomial of the plaintext. If the 

polynomial has a relatively low number of unknown 

coefficients, then the polynomial can be 

reconstructed with a set of plaintext/ciphertext (p/c) 

pairs. With the reconstructed polynomial, the 

attacker has a representation of the encryption 

without the exact knowledge of the secret key 

[74][75]. 
 

Mod n Cryptanalysis: 

In cryptography, mod n cryptanalysis is an attack 

that can be applied to block and stream ciphers. It is 

a form of partitioning cryptanalysis that exploits 

unevenness in how the cipher operates over 

equivalence classes (congruence classes) modulo n. 

The method was first suggested in 1999 by John 

Kelsey, Bruce Schneier, and David Wagner [76]. 
 

Truncated differential cryptanalysis: 

In cryptography, truncated differential cryptanalysis 

is a generalization of the differential cryptanalysis 

which is an attack against block ciphers. Lars 

Knudsen developed the technique in 1994. While 

ordinary differential cryptanalysis analyzes the full 

difference between two texts, the truncated variant 

addresses partially determined differences. That is, 

the attack predicts only some of the bits instead of 

the full block[77][78]. 
 

Impossible Differential Cryptanalysis: 

In cryptography, an impossible differential 

cryptanalysis is a form of differential cryptanalysis 

for block ciphers. While normal differential 

cryptanalysis tracks the differences that propagate 

through the cipher with higher probability than 

expected. Impossible differential cryptanalysis 

exploits the differences that are impossible at some 

intermediate state of the cipher algorithm[79][80]. 
 

XSL Attack: 

In cryptography, the Extended Sparse Linearization 

(XSL) attack is a way of cryptanalysis for block 

ciphers. The attack was first published in 2002 by 

the researchers, Nicolas Courtois and Josef Pieprzyk. 

It has created many controversies as it was claimed 

that it has the potential to break the Advanced 

Encryption Standard cipher, also known as Rijndael, 

faster than an exhaustive search[81]. Since AES is 

already widely used in commerce and government 

for transmitting secret information, finding a 

technique that can shorten the time required to 

retrieve the secret message without having the key, 

could have wide implications. The method has a 

high work-factor which means that in the case of 

lessening, the effort required to break AES is not 

reduced compared to an exhaustive search. 

Therefore, it does not affect the real-world security 

of block ciphers in the near future. Nonetheless, the 

attack has made some experts to express greater 

inconvenience at the algebraic simplicity of the 
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current AES. In an overview, the XSL attack first 

relies on analyzing the internals of a cipher and 

deriving a system of quadratic simultaneous 

equations. These equation systems are generally very 

large; for example, 8,000 equations with 1,600 

variables for the 128-bit AES. Several methods are 

known for solving such systems. In the XSL attack, 

a specialized algorithm known as Extended Sparse 

Linearization, is then applied to solve these 

equations and recover the key. The attack is known 

since it requires only a handful of known plaintexts 

for operation; previous methods of cryptanalysis, 

such as linear and differential cryptanalysis, often 

require unrealistically large numbers of known or 

chosen plaintexts[82]–[84]. 
 

5.Cryptography Categories 
 

This Sect provides a general overview of the 

cryptography categories based on the type of 

algorithm and its structure. 
 

5.1.Based on SYM and ASYM Algorithms 
 

Encryption Algorithms can be divided into two 

categories structurally: first, the ASYM algorithms 

which have been designed based on the FN and 

SPN; second, the ASYM algorithms, in which most 

cryptographic algorithms have been designed based 

on the DL or prime number factorization. Fig (5) 

shows the categorization of cryptographic 

algorithms.  

 

5.2.Based on SYM Algorithms 
 

In this Sect, we have studied the SYM encryption 

algorithms, which have been designed based on the 

FN and SPN structures. Since in this paper many 

algorithms have been studied, we have described the 

well-known and influential ones 

 

5.2.1.Algorithms Designed Based on the FN 
 

This Sect describes the various SYM algorithms 

based on the FN. 
 

DES: 

In the early 1970s, the US Federal Government and 

IBM Company jointly developed a methodology for 

data encryption, in order to be used as a standard for 

keeping government documents confidential. This 

method was called the Data Encryption Standard 

(DES) [85]. The DES is a SYM key encryption 

algorithm, which was designed based on the 

structure of the FN in 1970. In the DES encryption 

algorithm, both the block sizes and the key sizes are 

64 bits, but from a 64-bit key, only 56 bits are used, 

and from a 64-bit key, only 56 bits are used and the 

remaining 8 bits are used only for checking the 

parities [86][87]. The DES algorithm is composed of 

16 similar stages, each of which is called round. The 

text supposed to be encrypted is exposed to an IP 

(Initial Permutation), and then a series of complex 

actions related to the key is performed on it, and 

finally, it is exposed to the Final Permutation (FP). 

IP and FP are reversed. FP neutralizes the action 

performed by IP[88]. As shown in Fig (6), each 

round of encryption i takes the 64-bit block of the 

previous round i-1 as its input. Then, this block is 

divided into two 32-bit left and right parts of Li-

1and Ri-1, respectively. The right part is directly 

used as the left part of the next round, or in other 

words, Li=Ri-1. The difficult part of the work is 

done by the Mangler F. This function encrypts the 

32-bit Ri-1 block with a 48-bit Ki key in order to 

obtain an encrypted 32-bit block. Then, this block is 

combined with Li-1 by XOR operator to obtain 

Rioutput. At first, the Mangler function develops 32-

bit Ri-1 block to a 48-bit block, and then divides the 

output into a 6-bit block by XOR to Ki. Then, each 

6-bit block is given to another function known as s-

box, which it functions to convert a 6-bit input into a 

4-bit output. Eight 4-bit outputs of s-box function 

are combined and are delivered as function F after 

being re-permuted. 48-bit Ki keys are produced of 

the main 56-bit key. First, the main key is permuted 

and then is divided into two 28-bit parts. For each 

round i of semi 28-bit, one or two left or right bits 

are rotated, and 24 bits are extracted from them. At 

last, these 24-bit blocks are combined and the final 

48-bit key is generated [89]. 
 

TDES: 

Triple Data Encryption Algorithm(TDES) or Triple 

DES is a SYM key encryption algorithm, which has 
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been designed in 1970 by IBM, based on the 

structure of the FN [90]. In the TDES encryption 

algorithm, the blocks have the size of 64 bits, and 

the key size may include 168, 112, or 56 bits. TDES 

algorithm contains 48 rounds, as opposed to DES 

having 16 rounds. The TDES encryption is 

developed to improve the security of DES [91], [92].  

 

 

 
 

Fig. 5. The categorization of the cryptographic algorithms. 



Y.Salami et al/ Cryptographic Algorithms: A Review of the Literature, Weaknesses…… 

74

 

 

 
 

Fig. 6. Shows the principles of DES cryptography (a) and (B) the details of one round of cryptography. 

 

Blowfish: 

Blowfish is a SYM key encryption algorithm 

designed by Bruce Schneier in 1993 based on the FN 

structure [93][94], [95]. In the Blowfish algorithm, 

the blocks have the size of 64 bits and the key length 

may vary from 32 to 488 bits. Like the DES 

algorithm, the Blowfish uses 16 rounds for 

encryption. The Blowfish has designed an all-

purpose algorithm as a problem-free and limitation-

free substitution for communicating with other 

algorithms[96]. When Blowfish was released, many 

other schemes were plagued by the Patent Law, or 

otherwise considered as a trade or state secrets. 

Schneier announced that Blowfish is not patented 

and will remain in that way in all countries; hereby, 

the Blowfish algorithm will be placed in the public  

 

proprietorship and can be freely used by anyone. Fig 

(7) shows the Blowfish encryption structure. 
 

Twofish: 

Twofish algorithm is a SYM key encryption 

algorithm, which has been designed by Bruce 

Schneier in 1993 based on the FN structure [97]. The 

Twofish algorithm uses 16 rounds for encryption, 

and each block has the size of 128 bits, and the key 

size can be 128, 192 or 256 bits[98], [99]. Fig (8) 

shows the Twofish algorithm structure. Being in the 

public proprietorship, the Twofish algorithm has not 

been patented. As a result, the Twofish algorithm, 

freely available for everybody, can use it with no 

limitation. This algorithm is among the few 

encryptions involving Open-PGP (RFC4880), 
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though it has not been used as widely as Blowfish. 

The latter managed to gain third place in the AES 

competition. 
 

RC: 

 ARC2 or RC2 is a SYM key encryption algorithm 

designed by Ron Rivest in 1987 based on an 

unbalanced FN [100], [101]. The number of turns in 

this algorithm is 16 and each block has the size of 64 

bits. It is noteworthy that a key size can vary from 8 

to 1024, but it has been considered as having 64 bits 

by default [102].     
 

RC5: 

RC5 is a SYM key encryption algorithm developed 

by Ron Rivest in 1994 based on the FN and has 

come into attention due to its simplicity[103]–[105]. 

In RC5 algorithm, the number of rounds may vary 

from 1 to 255, and the size of a block may vary 

between 32, 64, or 128 bits, but the 64-bit size is 

suggested more frequently [106], [107]. In RC5, the 

key size may vary from 0 to 2048; however, the 128-

bit key size is used more often than others. 
 

RC6: 

RC6 or Rivest cipher 6 is a SYM key encryption 

algorithm inspired by RC5. The RC6 algorithm was 

designed in 1998 by Ron Rivest, Matt Robshaw, Ray 

Sidney, Yiqun Lisa Yin based on the FN [108]–

[110]. In this encryption system, 20 rounds have 

been used for encrypting each block. Each block has 

the size of 128 bits, and its key may have the sizes of 

128, 192, or 256. The RC6 algorithm works on word 

W, its value is variable and selected, but it had been 

considered equal to 32 to compete in AES[111]–

[114]. In other words, the words are processes with a 

length of 4 bites, which is highly useful for 32-bit 

processors [115]. RC6 couldn‘t rank a place better 

than third in the competition for selecting the 

Advanced Encryption Standard. 
 

Camellia: 

Camellia Algorithm is a SYM key encryption 

system, which based on the FN has been jointly 

designed in 2000 between Mitsubishi Electric and 

(Nippon Telegraph and Telephone) NTT in Japan for 

the project NESSIE (New European Schemes for 

Signatures, Integrity and Encryption) and 

Cryptography (Research and Evaluation 

Committees)[116]–[118]. The number of rounds in 

Camellia may vary from 18 to 24, and each block is 

128 bits in length and the key length can be 128, 

192, or 256 [119]–[121]. Camellia algorithm has 

been designed in such a way that is appropriate for 

both software and hardware implementation. Also, it 

has been used in Transport Layer Security (TLS) for 

the security of network connections[122].  
 

CAST-128: 

CAST-128 is a SYM key encryption algorithm of 

CAST family, which has been designed by Carlisle 

Adams and Stafford Tavares in 1996 [123], [124]. It 

has been designed based on the FN. Each block in 

the CAST-128 encryption algorithm has the size of 

64 bits, and the key may vary between 40 to 128 in 

length [125]–[127]. The number of rounds in the 

CAST-128 algorithm varies from 12 to 16.  CAST-

128 has been used in some versions of PGP and 

GPG by default. The Government of Canada uses 

the CAST-128 to secure the communications.  
 

CAST-256: 

CAST-256 or CAST6 is a part of the SYM key 

encryption algorithm, which had been proposed for 

the nomination of Advanced Encryption Standard 

(AES). CAST-256 algorithm has been designed by 

Carlisle Adams, Stafford Tavares, Howard Heys, 

Michael Wiener in 1998 based on the FN [128], 

[129]. CAST-256 encryption algorithm has 48 

rounds for each 128-bit block, and the key size can 

be 128, 160, 192, 224, or 256 bits [129]–[132]. 

CAST-256 is available for the commercial and non-

commercial uses, free of charge and without a 

license.  
 

SEED: 

The SEED is a SYM key encryption algorithm 

designed by KISA (Korea Information Security 

Agency) in 1998 [133]. The SEED algorithm uses a 

128-bit block and the key length of 128 bits for data 

encryption. This algorithm has been built based on 

the nested FN and employs 16 rounds for data 

encryption [134]–[136]. The SEED encryption 
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system is highly favored in South Korea but rarely 

used elsewhere. 

Skipjack: 

Skipjack is a SYM -block encryption algorithm, 

which has been designed by the National Security 

Agency (NSA) in 1998 based on the unbalanced 

FN[137][138]. The Skipjack encryption algorithm 

uses 32 rounds for encrypting the data blocks with 

the length of 64 bits and with the key size of 80 bits 

[139][140]. Skipjack represents one family of 

encryption algorithms, which was the part of NSA 

collection of “NSA product types‖. In designing this 

algorithm, mostly the combinatory and algebraic 

techniques have been used. 
  

Xenon: 

The Xenon encryption algorithm has been designed 

in 2000 by Chang-Hee Lee based on the FN. The 

Xenon is an ASYM key algorithm which uses 64-bit 

blocks with 16 rounds with 128-, 192-, or 256-bit 

key lengths. 
 

E2: 

The E2 encryption algorithm has been designed by 

Nippon Telegraph and Telephone Corporation 

(NTT) in Tokyo, Japan, based on the FN. E2 

algorithm is a SYM key encryption system, which 

has blocks with 128 bits in length and the key length 

of 128, 192, or 255, with 12 rounds for each block 

[141]. Nominated for AES competition, E2 failed to 

win it.   
 

ICE: 

The ICE Encryption algorithm (Information 

Concealment Engine) has been designed in 1997 by 

Matthew Kwan, whose structure is similar to the 

DES algorithm [142]. The ICE algorithm is a SYM 

key algorithm based on the FN. ICE algorithm uses 

16 rounds for encrypting 64-bit blocks with the key 

size of64 bits [143], [144]. This algorithm has never 

been a patented algorithm and its source code has 

been open, available to the public. 
 

M6: 

The M6 is a SYM key encryption algorithm 

presented by Hitachi in 1997 for IEEE 1394 

FireWire Standard. The design of this algorithm 

allows for freedom of choice in the code operation to 

the users. For this reason, the M6 has been 

considered as a big family of SYM encryption. The 

M6 encryption algorithm uses 10 rounds for data 

with 64 bits in the FN. The key sizes are 40 bits by 

default, but they can be continued up to 64 bits [76]. 

 

M8: 

TheM8encryption algorithm has been designed by 

Hitachi in 1999 to improve the security of the M6 

and enhance the efficiency in the implementation of 

hardware and software in 32-bit systems. The 

M8algorithm uses 10 rounds for encrypting 64-bit 

blocks with the key length of 256 bits in the FN. The 

round function may include bit rotations, XORs, and 

modular addition, but the structure of each function 

round is determined by the key [145]. 
 

KASUMI: 

KASUMI algorithm has been designed in 2000 by 

Mitsubishi Electric [146]–[149]. It is a SYM key 

algorithm which is mostly used in the mobile 

communication systems, such as UMTS, GSM, and 

GPRS[150]–[152]. The KASUMI encryption 

algorithm has been designed based on the FN . 

KASUMI uses a key size of 128 bits with 8 rounds 

of rotation for encrypting 64-bit data [153]–[155]. 
 

ND: 

 NDS or (New Data Seal) is a SYM key encryption 

algorithm that has been designed by IBM in 1975, 

based on the Lucifer algorithm. Like DES, the NDS 

algorithm uses 16 rounds for encryption in the FN 

and 128-bit blocks with the 2048-bit key length is 

used for encryption[156][157]. 
 

CS-Cipher:  

The CS-Cipher encryption algorithm is a SYM key 

encryption algorithm designed in 1998 by Jacques 

Stern and Serge Vaudenay for the Project of 

NESSIE (New European Schemes for Signatures, 

Integrity, and Encryption) [158], [159]. However, it 

did not qualify for the Project NESSIE, opening its 

place for this project. The CS-Cipher algorithm has 

been designed based on the FN. In the CS-Cipher 

algorithm, the key length for data encryption may 

vary from 0 to 128, such that it should be a multiple 
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of 8. The encryption operation is performed at 64-bit 

blocks with 8 rounds. The round function works 

based on the Fast Fourier Transformation using the 

E binary expansion [160], [161]. 

 

 
Fig. 7. The structure of the Blowfish cryptography algorithm. 
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Fig. 8. The structure of the Twofish cryptography algorithm. 

 

MARS: 

The MARS encryption is a SYM key algorithm 

designed by IBM in 1998. MARS managed to enter 

the five leading finalists in the Conference 

AES2[164]–[166]. In a report, IBM announced that 

two MARS and Serpent algorithms are the only  

suitable algorithms for implementing the advanced 

security in the network. MARS algorithm uses a 3-

stage FN with 16 rounds. The MARS algorithm has

 

a block length of 128 bits, and the key length of 128, 

192, or 256 can be used [127], [167], [168].
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DFC: 

The DFC encryption or (Decorrelated Fast Cipher) is 

a SYM key algorithm, which was designed in 1998 

to compete in the Advanced Encryption Standard 

Competition, but it failed to be placed among the 

five finalists[169][170]. The DFC algorithm has 

been designed based on the FN and uses 8 

encryption rounds of the blocks with 128 bits in 

length, which the key size in the DFC can be equal 

to 128, 192, or 256 [171]. 

 

DEAL: 

The DEAL (Data Encryption Algorithm with Larger 

blocks) encryption algorithm is a SYM block 

algorithm, originated from the DES encryption 

system. The DEAL algorithm was designed by Lars 

Knudsen in 1998 [172]. The DEAL encryption 

algorithm is based on the nested the FN. The DEAL 

algorithm uses the blocks with 128 bits in length and 

the key sizes of 128, 192, and 256 bits for 

encryption. For encryption with the key sizes of 128 

to 192, the DEAL algorithm uses 6 rotation rounds, 

and for encryption with the length of 256, it uses 8 

rounds [173], [174]. The DEAL also participates in 

the AES competition, but it couldn‘t manage to be 

among 5 finalists [175], [176].   

 

UES: 

The UES (Universal Encryption Standard) 

encryption algorithm is SYM key encryption which 

has been designed by Helena Handschuh and Serge 

Vaudenay in 1999[177]. The UES has been designed 

with the same user interface of AES. The UES 

algorithm uses a 128-bit block with the key lengths 

of 128, 192, or 256 bits[164]. It has been designed 

based on the FN and uses 48 rounds for 

encryption[178]. 

 

5.2.2.Algorithms Designed Based on SPN 
 

This Sect discusses the types of algorithms based on 

SPN. 
 

 

 

 

 

AES: 

 The Advanced Encryption Standard (AES), also 

known as Rijndael, was developed by two Belgian 

cryptographers, Joan Daemen, and Vincent Rijmen 

and first released in 1998[179]–[183]. The AES 

encryption algorithm has replaced the Data 

Encryption Standard (DES). The AES is a SYM -

key algorithm, meaning that the same key is used for 

encryption and decryption. Unlike DES, the AES 

does not use the Feistel encryption system, but it has 

built on a rule called SPN [179]. This has made the 

AES become faster, both in hardware and in 

software. The Advanced Encryption Standard is a 

variant of Rijndael, which has a block size of 128 

bits and the block size of 128, 192, 256 bits[184]–

[186]. In contrast, the perse characteristic of the 

Rijndael algorithm is determined with the key and 

block sizes which can be any multiple of 32 bits, 

with a minimum of 128 and a maximum of 256 bits. 

The Advanced Encryption Standard operates on a 4 

* 4 matrix of bytes in column order, called a state, 

though some versions of Rijndael have larger block 

sizes and more columns in a state[185], [187]–[190]. 

Most AES calculations are performed in a certain 

finite field. The key size used in the AES code 

determines the number of repetitions in the 

conversion cycles (transformation), which 

transforms the input, named plain text into the final 

output, called ciphertext. The number of repetition 

cycles is as follows: 

 

 10 rounds for 128-bit keys 

 12 rounds for 192-bit keys 

 14 rounds for 256-bit keys 

 

Each round consists of several processing stages, 

any of which depends on the encryption key. A 

series of reverse cycles is used to convert the 

ciphertext into the plain text using the same 

encryption key[187], [191]–[193]. Fig (9) shows the 

flowchart of a 128-bit AES. 
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Fig. 9. The AES 128-bit flowchart. 

 

 

Serpent: 

In the Advanced Encryption Standard (AES) which 

lead to the victory of the Rijndael algorithm, the 

other proposal called Serpent was in the second 

place. Although the Serpent algorithm failed to 

become the Standard US Federal government, its 

strength and power made many great cryptographers 

to admire it[194][195]. The Serpent is a SYM key 

encryption algorithm, which has been designed in 

1998 by Ross Anderson, Eli Biham, and Lars 

Knudsen based on the SPN. The Serpent uses 32 

rounds to encrypt the 128-bit blocks with the key 

lengths of 128, 192, and 256[196]–[199]. The 

Serpent was never patented, and it was freely 

available to the public. It can be implemented freely 

on the software and hardware by everyone[200]–

[203]. Fig (10) shows the linear diagram block of the 

Serpent algorithm.  
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Fig. 10. The linear diagram block of the Serpent algorithm. 
 

 

ARIA: 

The ARIA encryption algorithm is a SYM key 

encryption algorithm which has been designed by a 

large group of South Korean researchers in 

2003[204]–[207]. In 2004, The Korean Agency for 

Technology and Standards (KATS) selected the 

ARIA algorithm as its own encryption system. This 

algorithm has been designed on the SPN structure 

based on the AES[208]. The ARIA encryption 

algorithm uses the block size of 128 bits in length, 

with the key sizes of 128, 192, 256 bits. The number 

of rounds can be 12, 14, and 16, depending on the 

key length[209]–[213]. 

 

 

Way: 

The 3-Way encryption algorithm was designed in 

1994 by Joan Daemen. It is an ASYM key 

encryption algorithm developed based on the SPN 

structure. The 3-Way uses 11 rounds for encrypting 

96-bit blocks with a key length of 96 bits[214][215]. 
 

Crypton: 

The Crypton encryption algorithm is a SYM key 

algorithm, which was designed based on the SPN in 

1998 by Chae Hoon Lim [216]. The Crypton 

algorithm uses 12 rounds for encrypting 128-bit 

blocks with the key lengths of 128, 192 or 256 bits 

[217]–[222]. 
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Anubis:  

The Anubis encryption algorithm is a SYM key 

encryption algorithm, which was designed in 2000 

by Vincent Rijmen and Paulo S. L. M. Barreto for 

the Project of NESSIE (New European Schemes for 

Signatures, Integrity, and Encryption)[223]. This 

algorithm has been designed based on the SPN. The 

Anubis uses 128-bit blocks with the key lengths of 

128 to 320 bits for data encryption. The Anubis uses 

at least 12 rounds for the encryption of data with the 

key lengths of 128 bits[224][225]. The Anubis 

encryption algorithm was released freely by its 

designers for the public uses. 

 

Q: 

The Q is a SYM key encryption algorithm which 

was designed in 2000 for the project NESSIE by 

Leslie McBride. This encryption algorithm has been 

designed based on the SPN structure. The Q 

algorithm uses 8 or 9 rounds for the encryption of 

128-bit blocks with the key lengths of 128, 192 or 

256[226][227]. 

 

Shark: 

The Shark is a SYM key encryption algorithm which 

has been designed in 1996 by Vincent Rijmen, Joan 

Daemen, Bart Preneel, Antoon Bosselaers, and Erik 

De Win. The Shark algorithm has been designed 

based on the SPN structure. This algorithm uses 6 

rounds for encrypting the 64-bit blocks with the key 

length of 128 bits [75], [228], [229].  

 
 

5.3.Based on ASYM Algorithms 
 

In this Sect, we have discussed the ASYM 

encryption algorithms, which have been designed 

based on DL and FPN. It has been attempted to 

study those commonly used algorithms.. 
 

5.3.1.Algorithms Designed based on the DL 
 

This Sect discusses the types of algorithms 

based on the DL. 
 

ElGamal:  

The ElGamal is a public key encryption algorithm 

developed based on the Diffie-Hellman (DH) key 

exchange protocol. It was designed by Taher 

Elgamal in 1984[230]–[233]. The ElGamal 

encryption is built based on the DL and can compete 

with RSA in terms of strength and confidence, 

though it is much more complicated and slow[234]–

[236]. Fig (11) shows the ElGamal encryption 

algorithm. Dr. Taher El-Jamal did not patent the 

material and intellectual right for his algorithm. This 

algorithm progresses as follows: 

Assume that Alice wants to choose one public and 

one private key, to whom others including Bob 

could forward their messages after encryption using 

the public key. 

1. Alice chooses a very large prime number 

called   . 

2. Since the    collection contains too many 

generators, Alice chooses one of these numbers, 

and it is called   . 

3. Alice chooses the number   by the condition of 

         making it as its own private key 

and keeps it with her. 

4. Alice makes the chosen number   as the 

exponent of her private key, a, and after 

calculating the residuum with the module cup p, 

calls it   according to Eq (1). 

5.  

             (1) 

 

6. Alice gives the three sets         as the public 

key to the public, while her private key 

is       , in which only   has been kept secret. 

Public Key         

Private Key         

Or, assume that Bob wants to send the message M to 

Alice. Before any work, he should divide his 

message into i-character blocks and attribute an 

integer called mi according to a fully arbitrary rule, 

such that          is held [237]–[239]. 

1. Bob chooses a completely random and arbitrary 

number called k, with the condition of     

   . 

2. He converts every mi block into two numbers, 

forwarding it to Alice, according to the 

following Eq (2). 

 

                               (2) 
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3. As the text blocks are encrypted, Bob can 

change k for the consequential blocks. 

4. What Alice receives per encrypted block is a 

pair of integers     , which has been obtained 

according to the following equations (3), (4) 

based on what was said previously. 

 

                                   (3) 

                          (4) 

 

5. Alice can decrypt the encrypted data according 

to the following Eq (5). 

6.  

                         (5) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 
Fig.11. Shows the ElGamal encryption algorithm.

 

 

 

ECC: 

The Elliptic Curve Cryptography (ECC) is a public 

key encryption method, which has been designed 

based on an algebraic structure of elliptic curves on 

the finite fields. The use of elliptic curves in the 

encryption was proposed independently by Neal 

Koblitz and Victor S. Mille in 1985[240]–[246]. The 

public key encryption is based on the difficulties in 

some math problems. Earlier, systems based on the 

public key were considered safe by assuming the 

fact that finding two or more prime factors for a 

large integer was difficult. For elliptic curve-based 

algorithms, it is assumed that finding the DL from a 

random element of elliptic curves is impractical, 

given to a publicly known base point [247]. The size 

of the elliptic curve determines the difficulty of the 

problem. The main advantage promised by the ECC 

was a key with a smaller size, which means reduced 

storage and the required transport, such that a system  

 

 

 

 

of the elliptic curve can provide the same level of 

security as that of a system based on RSA with large  

and long key modules[248]–[250]. For today's 

encryption purposes, the elliptic curve is a flat curve, 

composed of satisfying points of the Eq (6). 

 

                       (6) 

 

Cramer–Shoup:  

The Cramer–Shoup is an ASYM cipher algorithm 

developed by Ronald Cramer and Victor Shoup in 

1998 [251]–[253] The Cramer-Shoup algorithm has 

been created based on the premise of DH. In fact, the 

Cramer-Shoup is an extension of the ElGamal 

encryption algorithm, which is much more flexible 

than it. The Cramer–Shoup uses a universal one-way 
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hash for encryption, which in turn causes the 

ciphertext of the Cramer-Shoup to become twice that 

of the ElGamal. The Cramer–Shoup is comprised of 

three algorithms: the key generator, the encryption 

algorithm, and the decryption algorithm[254]–[256]. 

 

 

 
 

Key Generation: 

 Alice generates an effective description of 

a cyclic group   of order   with two separate, 

random generators         . 

 Alice selects five random values 

                 from             

 She 

computes           ,           ,  

   . 

 Alice publishes       , in addition to the 

description of             as her public key. 

Alice holds                  as her secret key. 

The user‘s groups can share the system between 

themselves. 

Encryption: 

Encrypting a message   to Alice under her public   

key                 . 

 

   is converted into an element of   by Bob. 

 Bob selects a random   from          

  , and calculates: 

        ,       

       

               Where H () is a global 

one-path hash function (or an accident-

resistant cryptographic hash function, which 

is a stronger necessity). 

         

 Bob forwards the ciphertext            to 

Alice.  

 
Decryption 

 Decrypting a ciphertext             with 

Alice's secret key                  

              Is computed by Alice, 

verifying that                       

 . If this test was not successful, further 

decryption is canceled and the output is 

dismissed. 

 Otherwise, the plaintext is computed by 

Alice as   
 

    

The decryption step properly decrypts any correctly-

formed ciphertext, since              and 

  
 

   

If the size of  is smaller than the space of possible 

messages, then the Cramer–Shoup can be utilized in 

a hybrid cryptosystem to enhance the effectiveness 

of the extended messages. 
 

DSA: 

The Digital Signature Algorithm (DSA) is a United 

States Federal Government standard or FIPS for 

digital signatures. This algorithm was proposed by 

the National Institute of Standards and Technology 

(NIST) in August 1991 for the use as Digital 

Signature Standard (DSA) and was accepted in 1993 

by FIPS (Federal Information Processing Standard) 

[257]–[260]. When a message is sent from an 

insecure channel, a properly-performed digital 

signature could be a reason for the message recipient 

in order to believe the claim made by the sender; in 

other words, the recipient can ensure that the same 

sender has signed the letter and it is not fake. Digital 

signatures are similar to manual signatures in many 

respects; doing digital signatures properly is much 

more difficult than a manual signature. The designs 

of digital signature files are based on ASYM 

encryption, and they should be done properly to be 

effective[261]–[263]. Digital signatures can also 

generate undeniable signatures; it means that the 

signatory cannot claim that s/he has not signed this 

letter with his/her signature, as long as the private 

key has been kept secret.  But, when the personal 

key of a person in the network is exposed, or his/her 

signature validity period expires, s/he can deny 

his/her digital signature, though it retains its validity 

in this situation with its strong structure. Messages 

signed with digital signatures have the possibility to 

be presented as bit strings, such as e-mail, contracts 

or messages that are sent through other encryption 
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rules[264]–[267]. The DSA is another variant of the 

ElGamal design. 
 

Key Generation: 

Key generation includes two steps. The first step 

includes parameter selection, which can be shared 

between different users of the system. The second 

phase calculates the public and private keys for the 

user. 
 

 Selecting the Algorithm Parameters 

1. Selecting the hash function   

2. Selecting the key length  ,  . The size of  ,   

is the main criterion for the key encryption 

resistance. 

3. Select a primary bit   in such a way that 

     the output hash length. 

4. Select a primary bit 1 with module p in such a 

way that p -1 is a multiple of q.  

5. Choose a number as            

6. Algorithm parameters         may be shared 

among the users. A set of parameters is 

allocated to the keys per user. 

 
 

 Allocating the Keys to the Users 

1. A set of parameters is allocated to the key 

per user. The second stage calculates the 

public and private keys for a distinct user. 

2. Selecting x with random methods. 

3. Selecting the      residuum. 

4. The public key is            and the 

private key is x. 

 

 Signature Generation Algorithm 

1. Generating the random key  should be 

eliminated after using for one time, not 

employed any more.  
 

2. Then the ordered signature pair       is 

calculated as the following Eq (7). 

3.  

                     
                    q            

(7) 

 

4.       Is joined to the message M and is 

forwarded. 

 The Correct Authentication Signature 

Algorithm 

 The receptor receives       ,   and calculates 

the values according to following Eq (8), (9), 

(10) and (11). 

 

               (8) 

 

                                    (9) 

 

                                  (10) 

 

                           (11) 

 

If    , the signature is valid. 

 

Diffie–Hellman Key Exchange:  

The DH key exchange protocol is an encryption 

protocol. Using the DH key exchange protocol, two 

people or two organizations can generate a shared 

key, not requiring any previous acquaintance, and 

they can exchange it through an insecure 

communication path. This protocol is the first 

practical method for exchanging the key in insecure 

communication paths, which solves the problem of 

key exchange in the encryption of SYM keys. This 

protocol was designed by Whitfield Diffie and 

Martin Hellman Ralph Merkle in 1976 and was 

published as a scientific paper. This protocol has 

been considered an important step in introducing and 

developing ASYM key encryption [268]–[270]. Fig 

(12) shows the DH key exchange algorithm. In the 

early proposed formula of this protocol, the modular 

arithmetic group of integers with a prime number   

and the operator of prime number multiplications has 

been used. In this numerical group, a primary root is 

calculated, which is indicated by . 

The following steps are also shown in the opposite 

figure as below: 

1. The relationship starter chooses a large given 

prime number and calls it  ; then, the calculated 

value of g is exchanged between two sides. 
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2. Either side of the relationship chooses a given 

integer secretly, keeping them by itself, which 

are called   . 

3. Either side calculates a new value and calls 

them      using modular power operation and 

previous values of p and g, and the secret values 

of    , and forwards them to the other side. 

4. The first and second sides calculate new values 

using          as well as   ,   ,      values, 

respectively, and with the same modular power 

operation, which are same at either side, as 

indicated by the formula, and that value is the 

same as the shared code key. 

Two issues should be addressed about this 

protocol are as follows: 

 

 The values of   and   and the calculated shared 

value never pass directly through the 

communication channel. Other values        

and   pass through the communication channel 

and are available to others. 

 

  The difficulty of solving the DL problem 

ensures that the values of   and   and the value 

of shared code key are practically not calculable 

by having the value of other numbers. 

 
Fig. 12. Shows the stages for the DH key interaction algorithm [271]. 

 

5.3.2.Algorithms Designed Based on the FPN 
 

This Sect discusses the types of algorithms based on 

FPN. 
 

RSA:  

The RSA encryption algorithm is among the first 

public algorithms used for a secure data transfer. 

RSA algorithm was invented in 1977 by Ron Rivest, 

A. Shamir, and Leonard Adleman and is widely 

used[37], [272]–[276]. The security of RSA 

algorithm results from the fact that no effective way 

is known for factorizing the prime numbers. It is 

proven that any number can be written as the product 

of some prime numbers. For example, the number 

4200 can be decomposed into the following prime 

factors: 

                   

In the above example, the numbers 2, 3, 5, 7 are 

prime numbers. In the RSA algorithm, each private 

and public key is made from two very large prime 

numbers. Breaking the key in the RSA requires 

finding these two prime numbers. For centuries, 

mathematicians have tried to find an effective 

algorithm for decomposing numbers into prime 

factors, but so far in no vain [277]–[281]. Generating 

public and private keys in the RSA is performed in 

four stages: 
 

 Choose two very large prime numbers,   and . 

 Calculate the      ,             . 

 Choose a number like  , such that it is a prime 

number in respect to  

 Choose E in such a way that             

 

 

        Can be used for decryption and encryption, 

respectively. With respect to the used algorithm, the 

number of   can be kept as a private key, while   is 

exposed to the public. For encrypting the 

  message, the sender calculates the    

           value for each    block, forwarding it 

to the sender. For decrypting the codes of message 

blocks, the sender is only required to calculate the 

value of               [282][283]. 
 
 

Robin:  

Robin Algorithm was developed by Michel Robin in 

1979 [284]–[286]. The security of this algorithm, 

like that of the RSA, is based on the factorization of 

the big numbers. The main drawback of the Robin 

algorithm is the complexity in detecting a plain text 

from four possible roots in the decryption process 

based on the original text. To rightly detect the 
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message from the four possible roots, a buffer 

character with an empty space for filling is used 

before encryption, such that only one message will 

be the original message from the four possible 

messages after encryption[287]–[290]. In the 

following, the Robin method is used for security 

enhancement, which is performed in such a way that 

for encryption, a random number is used to secure 

the intended algorithm [291]. 

The Robin Algorithm is encrypted as follows: 
 

 Step 1: the public and private keys are produced 

in the receiver side.  

Two   and   numbers are produced using the 

Eq. (12). 

 

                  (12) 

 

 The product of   and   is obtained by the Eq 

(13). 

 

              (13) 

 
 

 The     public key is published generally and 

the       private key is kept in secret. 
 

 Step 2: By creating the public and private keys 

in the side of the receiver and forwarding the 

public key to the sender, the Robin encryption 

process in the side of the sender is started.  

Encryption of the message M is obtained using 

the Eq (14). 

 

                   –          (14) 

 

 Step 3: By forwarding the encoded plaintext 

from the sender to the receiver, the Robin 

encryption process is performed by having the 

public key in the side of the receiver. Decrypting 

the encoded message   is performed by using 

the       private key. 

  And   are calculated based on the formula 

(15), (16). 

 

                (15) 

 

 

                 (16) 

 

  And   are found from the following Eq (17). 

 

                 (17) 

 

 The main message from the four possible 

messages M1, M2, M3, and M4is obtained using 

the Eq (18), (19), (20) and (21). 

 

                        (18) 

 

              (19) 

 

                     (20) 

 

              (21) 

 

 

 The main    (the clear M text), in which 

            is selected according to the Eq 

(12). 
 

6.Observations 
 

The algorithm reviewed in the paper has been 

written in Table (4) based on their production year. 

Then, the algorithms presented in the Table have 

been studied in four aspects. The first aspect shows 

the kind of encryption and the algorithm structure, 

which can be SYM or ASYM. In the second aspect, 

the existing algorithms regarding their key length 

have been studied. The keys in the proposed 

algorithms have sizes of 64 to 2048 bits, for which 

we have used the ―Variant option‖ for the ASYM 

algorithms, in which selecting the key length is in 

the hands of the algorithm user. The number of 

rounds has been studied in the third aspect, starting 

from 1 round to 48 rounds. We use the term ―other‖ 

for other states. In the fourth aspect, we have studied 

the existing algorithms in terms of their block size. 

The blocks of the proposed algorithms vary from 64 

to 4096 in size. We used ―Variant state‖ for the 
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ASYM algorithms, as a selection of the block size is 

available for the algorithm users. 

SYM algorithms are structurally divided into four 

categories: The first group is the algorithms 

designed based on the FN. These algorithms often 

use 128-, 192-, and 256-bit key lengths and 16 

rounds and block sizes of 64 and 128 bits. The 

second group algorithms have been designed based 

on the type-3 FN. The Mars algorithm has been 

categorized in this group, which uses the 128-, 192-, 

and 256-bit key lengths, 32 round numbers, and the 

block size of 128 bits. The third group, designed 

based on the unbalanced FN, are RC2 and Skipjack 

algorithms. The Skipjack algorithm uses a key 

length of 80 and a block size of 128 bits. However, 

both algorithms use 16 round numbers. The fourth 

group of algorithms is those which have been 

designed based on the Nested FN. The SEED and 

DEAL algorithms are located within this group, 

which either uses different key lengths or round 

numbers but conforms to common block sizes. The 

fifth group is the algorithms which have been 

designed based on the SPN 
 

 The algorithms designed on that basis often use the 

128-, 192-, and 156-bit key lengths and 128-bit 

block size, but each algorithm is different from 

others in the number of cycles. ASYM algorithms 

can be divided into two categories structurally. The 

first group is the algorithms categorized based on the 

difficulty in the factorization of integer numbers. 

Also, the RSA and Rabin algorithms are placed in 

this group. The second group is those algorithms that 

have been designed based on the difficulty in the 

DL, such as the El Gamal, DSA, and ECC. The latter 

uses linear algebra and DL, so it has been 

categorized as a DL. In general, due to their high 

flexibility, the ASYM algorithms allow the 

algorithm users to select the key length and the size 

of encryption blocks compared with the SYM 

algorithms, in which the round number of these 

algorithms is not more than one. 
 

According to Table (5), before presenting the DES 

encryption algorithm in 1975, no software or 

hardware product had been found in the computer 

world for data encryption. When the DES algorithm 

was introduced to the world, the proponents of this 

technology were challenged. It can be said that 

encryption science started to flourish in that year in 

an academic, compiled, and purposeful manner. In 

1976, the Diffi-Helman key interaction protocol was 

introduced, by which two individuals or 

organizations can produce a shared code key, 

interacting with it through an unsafe communication 

path. This protocol is the first practical method for 

interacting with the code key in unsafe 

communication paths, facilitating the problem of the 

code key in encrypting the SYM keys. This 

algorithm can be called the source of generating the 

ASYM algorithms. One year later, in 1977, Rivest, 

Adleman, and Shamir proposed the RSA encryption 

algorithm at the University of MIT. The RSA is the 

first reliable method among other encryption 

methods which has been considered one of the 

greatest advances in the encryption area. The RSA, 

widely used in electronic interactions, appears 

completely safe when used adequately with long 

keys. Between 1979 to 1984, public key algorithms, 

such as Rabin, were produced with Integer 

Factorization. 
 

In 1985, Dr. Taher El-Gamal introduced the El 

Gamal algorithm for encryption of the public key, 

which was compatible with the RSA in terms of 

reliability and strength, having higher complexity 

and lower speed compared with it. In the same year, 

the ECC encryption algorithm was introduced by 

Neal Koblitz Victor S. Miller, who had more 

strength than other public-key algorithms. From 

1987 to 1997, most produced algorithms were SYM 

-type algorithms. The introduction of the DSA 

algorithm in 1991, which was placed in the family of 

ASYM algorithms, was a turning point during this 

period. The DSA algorithm prevented any forgery 

and manipulation of the signatures or their denial in 

the legal and commercial documents. 
 

The DSA makes it possible to change many hard-

cover documents into electronic (soft copy) ones. 

The year 1998 can be considered as the apex for the 

formation of SYM algorithms, as in this year, the 
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encryption fans were encouraged by Advanced 

Encryption Standard competition to produce 

alternative algorithms for the DES algorithm, such 

as MARS, Serpent, Crypton, DEAL, CAST-256, E2, 

RC6, Twofish, and Rijndael. Among these 

algorithms, only Rijndael managed to surpass its 

competitors, winning the competition. Today, it is 

known as the AES. From 1999 to 2003, various 

algorithms were introduced, but from 2000 on, most 

governments and countries have performed many 

actions to produce specific encryption algorithms. 

This action shows that the algorithms developed by 

companies, organizations, and governments are less 

trusted among the people; this has made the users of 

encryption algorithms ensure the transparent 

function of the algorithm. 
 

The algorithms presented in Table (6) have been 

examined in terms of flexibility and change based on 

the users' requirements. All of the studied ASYM 

algorithms provide flexibility and variability for the 

users, making them determine the length of the 

algorithm key based on their processing power and 

required security. Instead, in the SYM algorithms, 

neither DES, ICE, SEED, MERCY, KASUMI, and 

Skipjack algorithms designed based on Feistel's 

structure, nor the Shark.3wayalgorithm which has 

been designed based on SPN, provide their users 

with this capability. Most algorithms provide this 

key length variability to their users, such that the 

users can use, at best, several types of key lengths 

and the number of rounds considered by the 

algorithm designer. The users have no right or 

authority to interfere with the type of key length and 

the number of rounds. 
 

Table (7) shows that the SYM and ASYM 

algorithms were introduced in the 1970s. The 

algorithms, such as DES and New Data Seal, were 

introduced in this decade, benefiting from the FN 

structure. By designing the DH key interaction 

algorithm in this decade, a new era has been created 

for ASYM encryption. Then, well-known 

algorithms, like RSA and Rabin, were produced in 

these years. Most of the algorithms produced in the 

1980s were ASYM, and the most important and 

influential ASYM algorithms have also been 

produced in this decade. The El Gamal and ECC 

algorithms use the discrete algorithm for producing 

an encryption system in this period. The 1990s can 

be considered the most brilliant period for SYM 

encryption, starting with the presentation of the DSA 

algorithm. Digital signatures have been greatly used 

in many fields like electronic documents and so on. 

In this decade, the DES algorithm has attracted much 

attention for finding an appropriate algorithm to 

replace the DES algorithm by holding the Advanced 

Encryption Standard competition. In this decade, we 

see that most organizations, companies, and 

governments were trying to produce encryption 

algorithms for personal and public uses. The 2000s 

can be considered the most balanced period for 

encryption. During this period, most of the produced 

algorithms were symmetric, and the FN and SPN 

structures have been used in their designs. From a 

general viewpoint, it can be seen that governments 

and organizations have produced different 

encryption algorithms.  

With a general look at the history of cryptography, it 

can be perceived that as the encryption algorithms 

develop, the methods of breaking these algorithms 

are also developed and are being developed. All 

cryptographic algorithms can be cracked using 

Brute-Force attacks, but this attack is too time-

consuming. But many other cryptographic 

algorithms can be attacked using the mathematical 

weaknesses employed in designing the encryption 

algorithm. The last column refers to these attacks. 

The algorithms produced by organizations and 

governments have always carried the doubt that 

there is a master key for breaking the coding 

algorithm by the algorithm producer. 
 

7.Open Challenges 
 

 The issues related to determining the key size: 

The efficiency of SYM algorithms compared 

with ASYM algorithms has made them more 

attractive for software developers; however, in 

some situations, developers may want to 

determine their software security arbitrarily, 

based on determining the parameter of key size, 



Y.Salami et al/ Cryptographic Algorithms: A Review of the Literature, Weaknesses…… 

90

 

 

while the SYM algorithms do not allow this 

possibility for their users or developers. The 

inability to determine the key size in the SYM 

algorithms is considered a fundamental 

challenge in designing the SYM algorithms. 
 

 The Issues Related to Key Exchange: The key 

exchange is used for securing an unsecured route 

between the two exchanging sides; after creating 

a secure path between the sender and the 

receiver, they use a cryptographic algorithm to 

ensure the security between them for sending 

information to each other. The collection of 

these activities has initially led the sender and 

receiver to use one algorithm for the key 

exchange and another for encryption. 
 

 The Issues Related to Cryptographic Algorithms 

in a Distributed Environment: In the discussion 

of distributed systems, an important issue is the 

processes and their functions. A significant issue 

raised in the processes is multi-threaded ness, 

which in the distributed system has many 

advantages. Multi-threaded ness is used in the 

customer-service provider relationship, so 

customers and service providers are fully 

examined here. Virtualization is proposed in the 

case of processes running on heterogeneous 

systems in a distributed environment, and its 

different types are expressed. A most important 

feature of the processes in a distributed 

environment allows migration from one machine 

to another. However, suppose a process is 

encrypted for more security in a machine. In that 

case, it migrates in the encrypted form upon 

migration to another device, but it requires the 

source machine key to decrypt data for running 

the process. In this case, the code key must be 

shared between the machines. A critical 

challenge in this regard is the creation of a 

multi-key encryption algorithm to decrypt the 

encrypted data upon migration. 
 

 The problem of using a One-Time Password 

(OTP) in the cryptographic algorithms in 

databases in the distributed systems: a single-use 

or disposable password is a code valid only for 

one login or transaction. Single-use passwords 

resolve many flaws of old codes (fixed codes). 

The most critical spot of a single-use password 

balance is its non-vulnerability in repetitive 

attacks. Using this method, a potential intruder 

who manages to acquire a single-use password 

during access to a service or a transaction is not 

able to abuse it any longer, saving it in the 

database because that password has expired; 

however, a critical problem appears when the 

user encrypts data and protects it with a single-

use key. When the intended key parts are, the 

user cannot decrypt the encrypted data of the 

previous key using the new key assigned to it; 

thus, the presence of OTP is fundamental in 

cryptography to enhance security; however, the 

use of OTP for storing information is a real 

challenge in this area. 
 

 High complexity: one of the main challenges in 

encryption algorithms is related to the high 

complexity of these algorithms; the designers of 

encryption algorithms focus on increasing 

security to be resistant to various attacks. 

However, these algorithms consume high energy 

due to their high complexity. Since the Internet 

of Things devices have energy limitations, these 

algorithms are unsuitable for this environment. 

There is a need to design lightweight encryption 

algorithms with low complexity that can 

withstand various attacks. 
 

 Encryption with the ability to exchange keys: 

considering that encryption methods differ from 

key exchange methods, and before establishing 

communication, both parties need to exchange 

keys and then encrypt their data in the created 

channel. This study shows that no existing 

algorithms can exchange keys and are designed 

for one purpose. Due to the high complexity of 

these algorithms, it is necessary to create a 

cryptographic algorithm with key exchange 

capability to perform encryption and key 

exchange simultaneously. 
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7.Conclusion 
 

This paper presents a detailed analysis of the 

SYM and ASYM algorithms based on various 

parameters. This study mainly aims to analyze 

the proposed algorithms in terms of structure, 

production year, key size, block size, number of 

rounds, flexibility, and algorithm developer and 

highlight the attacks that compromise the 

encryption algorithm. During the analysis, it 

was specified that all the examined algorithms 

are vulnerable to Brute-Force attacks. Some 

algorithms cause the algorithm to be vulnerable 

in the type of mathematics used in their design. 

The results of the analysis of the proposed 

algorithms show that the designing structure of 

the algorithms, such as the RSA developed by 

ordinary people with their structure expressed 

explicitly, allows the algorithm users to use a 

variable key size and block size, as well as a low 

number of rounds, along with flexibility, which 

is highly favorable among the users and these 

types of algorithms can be used to lightweight 

authentication in the internet of thing. 
 

9.Future Work 
 

The future works that the authors of the article want 

to do are as follows: 

 

 Design of encryption algorithms with key 

exchange capability. 

 Designing of low- complexity encryption 

algorithms. 

 Developing cryptographic algorithms resistant to 

brute-force attacks. 
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              Table 4 

              Shows the encryption algorithms in terms of their structure type, the key length, the number of rounds, and the block size.    

 
 

 

 

 

 

NO 

 

  A
lg

o
ri

th
m

 n
a

m
e 

 

Structure  

 

 

Key Size 

 

Rounds of process 

 

 

Block Size 

 

  
T

yp
e 

F
ei

st
el

 n
et

w
o

rk
 

T
yp

e-
3

 F
ei

st
el

 n
et

w
o

rk
 

u
n

b
a

la
n

ce
d
 F

ei
st

el
 n

et
w

o
rk

 

N
es

te
d

 F
ei

st
el

 n
et

w
o

rk
 

S
u

b
st

it
u

ti
o

n
-p

er
m

u
ta

ti
o

n
 n

et
w

o
rk

 

In
te

g
er

 F
a
ct

o
ri

za
ti

o
n

 

D
is

cr
et

e 
lo

g
a

ri
th

m
 

6
4
 

4
0

-6
4
 

8
0
 

9
6
 

4
0

-1
2

8
 

1
2

8
 

1
2

8
-1

9
2

-2
5

6
 

5
6

-1
1

2
-1

6
8
 

1
2

8
-1

6
0

-1
9

2
-2

2
4

-2
5

6
 

2
5

6
 

1
2

8
 t

o
 3

2
0
 

3
2

-4
4

8
 

8
-1

0
2

4
 

 0
-2

0
4

0
 

2
0

4
8
 

V
ar

ia
n
t 

1
 

6
 

8
 

8
-9

 

1
0
 

1
1
 

1
2
 

1
0

-1
1

-1
2
 

1
2

-1
4

-1
6
 

1
2

-1
6
 

1
8

-2
4
 

1
6
 

2
0
 

3
2
 

4
8
 

1
2

8
 

o
th

er
 

8
 

6
4
 

9
6
 

1
2

8
 

3
2

-6
4

-1
2
8
 

4
0

9
6
 

V
ar

ia
n
t 

 

S
ym

m
et

ri
c 

 

A
sy

m
m

et
ri

c 

1 DES ✔  ✔       ✔                           ✔       ✔      

2 New 

Data 

Seal 

✔  ✔                     ✔             ✔         ✔    

3 Diffie-

Hellman 

 ✔       ✔                ✔ ✔                       ✔ 

4 RSA  ✔      ✔                 ✔ ✔                       ✔ 

5 Rabin  ✔      ✔                 ✔ ✔                       ✔ 

6 El 

Gamal 

 ✔       ✔                ✔ ✔                       ✔ 

7 ECC  ✔       ✔                ✔ ✔                       ✔ 

8 RC2 ✔    ✔                 ✔               ✔       ✔      

9 DSA  ✔     ✔  ✔                ✔ ✔                       ✔ 

10 Blowfish ✔  ✔                  ✔                ✔       ✔      

11 RC5 ✔  ✔                    ✔                   ✔     ✔   

12 3-Way ✔      ✔      ✔                  ✔              ✔     

13 CAST-

128 
✔  ✔           ✔                     ✔         ✔      
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14 Shark ✔      ✔        ✔            ✔                 ✔      

15 ICE ✔  ✔       ✔                           ✔       ✔      

16 M6 ✔  ✔        ✔                   ✔              ✔      

17 TDES ✔  ✔              ✔                       ✔    ✔      

18 Twofish ✔  ✔                                  ✔         ✔    

19 RC6 ✔  ✔             ✔                      ✔        ✔    

20 CAST-

256 
✔  ✔               ✔                      ✔      ✔    

21 SEED ✔     ✔         ✔                      ✔         ✔    

22 Skipjack ✔    ✔       ✔                           ✔     ✔      

23 E2 ✔  ✔             ✔                ✔              ✔    

24 CS-

Cipher 
✔  ✔            ✔             ✔                ✔      

25 DEAL ✔     ✔                                    ✔    ✔    

26 Crypton ✔      ✔                         ✔              ✔    

27 Serpent ✔      ✔                                ✔       ✔    

28 AES ✔      ✔                          ✔             ✔    

29 MARS ✔   ✔                                   ✔       ✔    

30 DFC ✔  ✔                                      ✔  ✔       

31 Cramer–

Shoup 
✔        ✔                ✔ ✔                       ✔ 

32 M8 ✔  ✔             ✔   ✔           ✔              ✔      

33 UES ✔  ✔             ✔                        ✔      ✔    

34 Camellia ✔  ✔             ✔                    ✔          ✔    

35 KASUMI ✔  ✔            ✔             ✔                ✔      

36 Xenon ✔  ✔             ✔                     ✔         ✔    

37 Mercy ✔  ✔            ✔            ✔                     ✔  

38 Anubis ✔      ✔             ✔                      ✔    ✔    

39 Q ✔      ✔         ✔             ✔                 ✔    

40 ARIA ✔      ✔         ✔                  ✔            ✔    
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Table 5 

      Shows the proposed encryption algorithms in terms of the production year and the algorithm-designing organization. 
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1 DES ✔  ✔       ✔                ✔  

2 New Data Seal ✔  ✔        ✔               ✔  

3 Diffie-Hellman  ✔       ✔   ✔               ✔ 

4 RSA  ✔      ✔     ✔              ✔ 

5 Rabin  ✔      ✔      ✔              

6 El Gamal  ✔       ✔      ✔            ✔ 

7 ECC  ✔       ✔      ✔            ✔ 

8 RC2 ✔    ✔           ✔           ✔ 

9 DSA  ✔       ✔        ✔         ✔  

10 Blowfish ✔  ✔               ✔         ✔ 

11 RC5 ✔  ✔                ✔        ✔ 

12 3-Way ✔      ✔            ✔        ✔ 

13 CAST-128 ✔  ✔                 ✔       ✔ 

14 Shark ✔      ✔             ✔       ✔ 

15 ICE ✔  ✔                  ✔      ✔ 

16 M6 ✔  ✔                  ✔      ✔ 

17 TDES ✔  ✔                   ✔    ✔  

18 Twofish ✔  ✔                   ✔     ✔ 

19 RC6 ✔  ✔                   ✔     ✔ 

20 CAST-256 ✔  ✔                   ✔     ✔ 

21 SEED ✔     ✔                ✔    ✔  

22 Skipjack ✔    ✔                 ✔    ✔  

23 E2 ✔  ✔                   ✔    ✔  

24 CS-Cipher ✔  ✔                   ✔     ✔ 
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25 DEAL ✔     ✔                ✔     ✔ 

26 Crypton ✔      ✔               ✔     ✔ 

27 Serpent ✔      ✔               ✔     ✔ 

28 AES ✔      ✔               ✔     ✔ 

29 MARS ✔   ✔                  ✔    ✔  

30 DFC ✔  ✔                   ✔      

31 Cramer–Shoup ✔        ✔             ✔      

32 M8 ✔   ✔                   ✔    ✔ 

33 UES ✔  ✔                    ✔    ✔ 

34 Camellia ✔  ✔                     ✔  ✔  

35 KASUMI ✔  ✔                     ✔  ✔  

36 Xenon ✔  ✔                     ✔   ✔ 

37 Mercy ✔  ✔                     ✔   ✔ 

38 Anubis ✔      ✔                 ✔   ✔ 

39 Q ✔      ✔                 ✔   ✔ 

40 ARIA ✔      ✔                  ✔  ✔ 
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Table 6  

Table 6 

 Shows the proposed algorithms in terms of flexibility and variability. 

 

 
Algorithms  Flexible Modification Feature 

1 DES No None The structure of DES doesn‘t support any modifications. 

2 New Data Seal No None The structure of New Data Seal doesn‘t support any modifications. 

3 Diffie-Hellman Yes Yes In DH selecting the key length is in the hands of the algorithm user. 

4 RSA Yes Yes In RSA selecting the key length is in the hands of the algorithm user. 

5 Rabin Yes Yes In Rabin selecting the key length is in the hands of the algorithm user. 

6 El Gamal Yes Yes In El Gamal selecting the key length is in the hands of the algorithm user. 

7 ECC Yes Yes In ECC selecting the key length is in the hands of the algorithm user. 

8 RC2 Yes Yes In RC2 key size can vary from 8 to 1024 

9 DSA Yes Yes In DSA selecting the key length is in the hands of the algorithm user. 

10 Blowfish Yes Yes Blowfish key length must be multiples of 32 bits 

11 RC5 Yes Yes In RC5 key size can vary from 8 to 1024 

12 3-Way No None The structure of 3-Way doesn‘t support any modifications. 

13 CAST-128 Yes Yes 
The number of rounds in the CAST-128 algorithm varies from 12 to 16. 

key may vary between 40 to 128 in length 

14 Shark No None The structure of Shark doesn‘t support any modifications. 

15 ICE No None The structure of ICE doesn‘t support any modifications. 

16 M6 Yes Yes 
In M6 key sizes are 40 bits by default, but they can be continued up to 64 

bits. 

17 TDES Yes Yes Which the key size in  TDES can be 168, 112, or 56 bits 

18 Twofish Yes Yes 
Two fish keys, other than the default sizes, are always padded with "0" 

bits up to the next default 

19 RC6 Yes Yes RC6 has a variable key length and can be extended to 2048 bits 

20 CAST-256 Yes Yes Which the key size in  CAST-256 can be 128, 160, 192, 224, or 256 bits 

21 SEED No None The structure of SEED doesn‘t support any modifications. 

22 Skipjack No None The structure of Skipjack doesn‘t support any modifications. 

23 E2 Yes Yes In the E2 can be of three key-length 128, 192, or 255 modes. 

24 CS-Cipher Yes Yes 
In CS-Cipher, the key length for data encryption may vary between 0 to 

128, such that it should be a multiple of 8. 

25 DEAL Yes Yes 
For encryption with the key size of 128 to 192, the DEAL algorithm uses 

6 rotation rounds, for encryption with the length of 256 uses 8 rounds. 

26 Crypton Yes Yes In the Crypton can be of three key-length 128, 192, or 255 modes. 

27 Serpent Yes Yes 
Serpent keys are always padded to 256 bits. The padding consists of a "1" 

bit followed by "0" bits. 
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28 AES Yes Yes In the AES can be of three key-length 128, 192, or 255 modes. 

29 MARS Yes Yes 
MARS operates with variable key lengths, but the key length must be 

multiples of 32 bits. 

30 DFC Yes Yes Which the key size in DFC can be 128, 192, or 256. 

31 Cramer–Shoup Yes Yes 
In Cramer–Shoup selecting the key length is in the hands of the algorithm 

user. 

32 M8 No None The structure of M8 doesn‘t support any modifications. 

33 UES Yes Yes In the UES can be of three key-length 128, 192, or 255 modes. 

34 Camellia Yes Yes Which the key size in Camellia can be 128, 192, or 256. 

35 KASUMI No None The structure of KASUMI doesn‘t support any modifications. 

36 Xenon Yes Yes Which the key size in Xenon can be 128, 192, or 256. 

37 Mercy No None The structure of Mercy doesn‘t support any modifications. 

38 Anubis Yes Yes In Anubis key size can vary from 128 to 320. 

39 Q Yes Yes 
Q algorithm uses 8 or 9 rounds for encryption of 128-bit blocks with the 

key length of 128, 192 or 256 

40 ARIA Yes Yes 
The ARIA uses the key size of 128, 192, 256 bits. The number of rounds 

can be 12, 14, and 16, depending on the key length. 
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 Table 7 

Shows the encryption algorithms in terms of structure, the key length, the number of rounds, the block size, and in terms of the production decade 

and the algorithm-designing algorithm. It also shows the weakness of the proposed algorithms against. 

No Algorithm 

name 

Created By Deca

de 

Cipher type Algorithm 

Structure 

Key Length(bit) Rounds 

Of  

process 

Block 

Size(bit) 

Attacks 

 

1 

 

 

 

DES 

 

IBM 

 

1970 

 

Symmetric 

 

Feistel network 

 

56 bits 

(+8 parity bits) 

 

16 

 

64 bits 

 

Brute Force 

Attack 

 

2 

 

New Data 

Seal 

 

IBM 

 

1970 

 

Symmetric 

 

Feistel network 

 

2048 bits 

 

16 

 

128 bits 

 

Slide Attack 

 

3 

 

Diffie-

Hellman 

Whitfield Diffie 

Martin Hellman 

Ralph Merkle 

 

1970 

 

Asymmetric 

 

Discrete logarithm 

 

Variant 

 

1 

 

Variant 

Man-In-The-

Middle Attack 

 

4 

 

RSA 

Rivest 

Shamir 

Adleman 

 

 

1970 

 

Asymmetric 

 

Integer 

Factorization 

 

Variant 

 

1 

 

Variant 

 

Shor's 

Algorithm 

 

5 

 
Rabin 

 

Michael Rabin 

 

1970 

 

Asymmetric 

 

Integer 

Factorization 

 

Variant 

 

1 

 

Variant 

 

Brute Force 

Attack 

 

6 

 

El Gamal 

 

Taher Elgamal 

 

1980 

 

Asymmetric 

 

Discrete logarithm 

 

Variant 

 

1 

 

Variant 

Pohlig–Hellman 

Algorithm 

 

7 

 

ECC 

 

Neal Koblitz 

Victor S. Miller 

 

 

 

1980 

 

Asymmetric 

 

Algebraic structure 

of elliptic curves 

 

Variant 

 

1 

 

Variant 

 

Brute Force 

Attack 

 

8 

 

RC2 

 

Ron Rivest 

 

1980 

 

Symmetric 

 

unbalanced Feistel 

network 

 

8–1024 bits, in 

steps of 8 bits; 

default 64 bits 

 

16 of type 

MIXING, 

2 of type 

MASHIN

G 

 
64 bits 

 

 

Related-Key 

Attack  

 

9 

 

DSA 

 

NIST 

 

1990 

 

Asymmetric 

 

Discrete logarithm 

 

Variant 

 

1 

 

Variant 

 

Brute Force 

Attack 

 

10 

 

Blowfish 

 

Bruce Schneier 

 

1990 

 

Symmetric 

 

Feistel network 

 

32–448 bits 

 

16 

 

64 bits 

 

Differential   

Cryptanalysis 

 

11 

 

RC5 

 

Ron Rivest 

 

1990 

 
Symmetric 

 
Feistel network 

 
0 to 2040 bits (128 

suggested) 

 

1-

255(12sug

gested 

originally) 

32, 64 or 

128 bits 

(64 

suggested

) 

 

Differential  

Cryptanalysis 

 

12 

 

3-Way 

 

Joan Daemen 

 

1990 

 

Symmetric 

Substitution-

permutation 

network 

 

96 bits 

 

11 

 

96 bits 

 

Related-Key 

Attack 

 

13 

 

CAST-128 

Carlisle Adams 

and Stafford 

Tavares 

 

1990 

 

Symmetric 

 

Feistel network 

 

40 to 128 bits 

 

12 or 16 

 

64 bits 

 

 

Man-In-The-

Middle Attack 

 

 

14 

 

 

Shark 

Vincent Rijmen, 

Joan Daemen, 

Bart Preneel, 

Antoon 

Bosselaers, Erik 

De Win 

 

 

1990 

 

 

Symmetric 

 

Substitution 

permutation 

network 

 

 

128 bits 

 

6 

 

 

 

64 bits 

 

 

Interpolation 

Attack 

 

15 

 

ICE 

 

Matthew Kwan 

 

1990 

 

Symmetric 

 

Feistel network 

64 bits (ICE), 

64×n bits (ICE-n) 

16 (ICE), 

8 (Thin-

ICE), 

16×n 

 

64 bits 

 

Differential   

Cryptanalysis 

https://en.wikipedia.org/wiki/IBM
https://en.wikipedia.org/wiki/IBM
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(ICE-n) 

 

16 

 

M6 

 

Hitachi 

 

1990 

 

Symmetric 

 

Feistel network 

 

40-64 bits 

 

10 

 

64 bits 

Mod n 

Cryptanalysis 

 

17 

 

TDES 

 

IBM 

 

1990 

 

Symmetric 

 

Feistel network 

168, 112 or 56 bits 

(keying option 1, 2, 

3 respectively) 

 

48 

 

64 bits 

 

Brute Force 

Attack 

 

18 

 

Twofish 

 

Bruce Schneier 

 

1990 

 

Symmetric 

 

Feistel network 

 

128, 192 or 256 

bits 

16 

 

 

128 bits 

Truncated 

differential 

cryptanalysis 

 

19 

 

RC6 

Ron Rivest, 

Matt Robshaw, 

Ray Sidney, 

Yiqun Lisa Yin 

 

1990 

 

Symmetric 

 

Feistel network 

 

128, 192, or 256 

bits 

 

20 

 

128 bits 

 

Brute force 

Attack 

 

20 

 

CAST-256 

Carlisle Adams, 

Stafford 

Tavares, 

Howard Heys, 

Michael Wiener 

 

1990 

 

Symmetric 

 

Feistel network 

 

128, 160, 192, 224, 

or 256 bits 

48 

 

 

128 bits 

 

Brute Force 

Attack 

 

21 

 

 

SEED 

 

KISA 

 

1990 

 

Symmetric 

 

Nested Feistel 

network 

 

128 bits 

 

16 

 

128 bits 

 

Brute Force 

Attack 

 

22 

 

Skipjack 

 

NSA 

 

1990 

 

Symmetric 

 

unbalanced Feistel 

network 

 

80 bits 

 

32 

 

64 bits 

Impossible 

Differential 

Cryptanalysis 

 

23 

 

E2 

 

NTT 

1990  

Symmetric 

 

Feistel network 

 

128, 192, or 256 

bits 

 

12 

 

128 bits 

Brute Force 

Attack 

 

24 

 

CS-Cipher 

 

Jacques Stern 

and Serge 

Vaudenay 

 

1990 

 

Symmetric 

 

Feistel network 

 

128 bits 

 

8 

 

64 bits 

 

Brute Force 

Attack 

 

25 

 

DEAL 

 

Lars Knudsen 

 

1990 

 

Symmetric 

 

Nested Feistel 

network 

 

128, 192 or 256 

bits 

6 (128- 

and 192-

bit) or 8 

(256-bit) 

 

128 bits 

 

Brute Force 

Attack 

 

26 

 

Crypton 

 

Chae Hoon Lim 

 

1990 

 

Symmetric 

Substitution-

permutation 

network 

 

128, 192, or 256 

bits 

 

12 

 

128 bits 

 

Brute Force 

Attack 

 

27 

 

Serpent 

Ross Anderson, 

Eli Biham, Lars 

Knudsen 

 

1990 

 

Symmetric 

Substitution-

permutation 

network 

 

128, 192 or 256 

bits 

 

32 

 

128 bits 

 

XSL Attack 

 

28 

 

AES 

 

Vincent Rijmen, 

Joan Daemen 

 

1990 

 

Symmetric 

Substitution-

permutation 

network 

 

128, 192 or 256 

bits 

 

10, 12 or 

14 

(dependin

g on the 

key size) 

 

128 bits 

 

XSL Attack 

 

29 

 

MARS 

 

IBM 

 

1990 

 

Symmetric 

 

Type-3 Feistel 

network 

 

128, 192, or 256 

bits 

 

32 

 

 

128 bits 

 

Brute Force 

Attack 

30 DFC Jacques Stern, 

Serge Vaudenay 

 

1990 

 

Symmetric 

 

Feistel network 

 

128, 192, or 256 

bits 

 

128 bits 

 

8 

 

Differential   

Cryptanalysis 

https://en.wikipedia.org/wiki/IBM
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31 

 

Cramer–

Shoup 

 

Ronald Cramer 

Victor Shoup 

 

1990 

 

Asymmetric 

 

Discrete logarithm 

 

Variant 

 

1 

 

Variant 

 

Brute Force 

Attack 

 

32 

 

M8 

 

Hitachi 

 

1990 

 

Symmetric 

 

Feistel network 

 

256 

 

10 

 

64 bits 

 

Brute Force 

Attack 

 

33 

 

UES 

Helena 

Handschuh, 

Serge Vaudenay 

 

1990 

 

Symmetric 

 

Feistel network 

 

128, 192, or 256 

bits 

 

48 DES-

equivalent 

rounds 

 

 

128 bits 

 

 

Brute Force 

Attack 

 

34 

 

 

Camellia 

 

Mitsubishi 

Electric, NTT 

 

2000 

 

Symmetric 

 

Feistel network 

 

128, 192 or 256 

bits 

 

18 or 24 

 

128 bits 

 

Brute Force 

Attack 

 

35 

 

KASUMI 

 

Mitsubishi 

Electric 

 

2000 

 

Symmetric 

 

Feistel network 

 

128 bits 

 

8 

 

64 bits 

 

Impossible 

Differential 

Attack 

 

36 

 

 

Xenon 

 

Chang-Hyi Lee 

 

2000 

 

Symmetric 

 

Feistel network 

 

128, 192, or 256 

bits 

 

16 

 

128 bits 

 

 

Brute Force 

Attack 

 

37 

 

Mercy 

 

Paul Crowley 

 

2000 

 

Symmetric 

 

Feistel network 

 

128 bits 

 

6 

 

4096 bits 

 

Differential 

cryptanalysis 

 

38 

 

Anubis 

Vincent Rijmen 

and Paulo S. L. 

M. Barreto 

 

2000 

 

Symmetric 

Substitution-

permutation 

network 

 

128 to 320 bits in 

steps of 32 bits 

 

at least 12 

(for 128-

bit keys), 

plus one 

per 

additional 

32 key bits 

 

 

128 bits 

 

Brute Force 

Attack 

 

39 

 

Q 

 

Leslie McBride 

 

2000 

 

Symmetric 

Substitution-

permutation 

network 

 

128, 192, or 256 

bits 

 

8 or 9 

 

128 bits 

 

Linear 

Cryptanalysis 
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