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Abstract 
 

Many different complex systems display emergent behavior, and quite a few of these systems have been studied in the past. 

The science of complexity, popularly known as chaos theory, deals with emergent systems in other fields. Designing 

emergence is something of a paradoxical task because one of the defining aspects of emergent behavior is that it occurs only 

after a system is put into motion. In this paper, we begin with the definition of complex systems. Then, we describe the 

continuum between strictly ordered systems and entirely chaotic ones and show that emergence takes place somewhere 

between the two. After that, we survey and show how gameplay emerges from the complex system. Our survey points out 

that three structural features of complex systems contribute to emergence: (a) active and interconnected elements; (b) 

feedback loops; and (c) interaction at different scales. To show the active and interconnected elements, we explain cellular 

automata as an example of simple systems that can produce emergence in games. Moreover, we described how a system can 

be stabilized/destabilized by feedback loops and how different behaviors may emerge in a system at different scales, along 

with particular games. In this survey, we identified seven classes of emergence that can be considered in games. These 

classes are Simple, Weak, Multiple, Strong, Cluster, Hub, and Complex Emergence. These classes are produced by different 

combinations of feedback loops and interactions among the elements of a system at different scales.   

 

Keywords: Complexity, Complex Systems, Emergence, Games, Gameplay. 

 

1.Introduction 
 

A complex system is a system with a large number 

of smaller components that have interactions with 

each other and phenomena outside the system, and 

that is why they are called complex 0. One of the 

complex systems is computer games, with which 

most of us grew up and our personality was formed 

along with them. Games sometimes had attractive 

gameplay or narrative regardless of today's stunning 

graphics and visual effects.  

Since emergence would be an ambiguous term, it 

must be defined clearly. A system is emergent if it is 

not a property of any of its fundamental elements. 

Emergence is the manifestation of emergent 

properties and structures at the higher level of an 

organization or complexity [26]. Emergence is not 

only appearing in the field of games, but also many 

complex systems exhibit emergent behavior0. Few 

studies have been devoted to complex systems, in 

the last decades. Complexity science, commonly 

known as chaos theory [16], involves emergent 

systems in other contexts.  

Emotions and interactions are important in games. In 

game emotion design, deliberate design shows the 

emotional impact of interaction in the gameplay 

from time to time. Pitchmain et al. (2022) in a study 

provided an overview of the research on this aspect 

of game design[19]. They analyzed more than 200 

articles and research sources and then classified their 

content based on game design goals. The results of 

this research showed three different areas of the 
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intended player's experience in the gameplay. These 

three areas are physical, strengthening and 

supporting. 
 

The concept of gameplay is expressed as the 

challenges that a game creates for players and the 

actions that the players can take in the game [3]. It 

can be considered one of the emerging features of 

games. Although some actions, like varying the 

color of a car in the racing game, for example, 

possibly are not related to challenges, many actions 

support the players to overcome challenges. In 

games, the actions related to challenges are 

controlled by their mechanics [13]. For example, an 

avatar can only jump when a mechanic associated 

with jumps is implemented in the game. 

Games can be programmed in such a way that each 

challenge within them has a unique action to 

overcome it. Classic progression games, like text-

adventure games, are designed and implemented 

with this approach. In these games, there are several 

challenges and actions. Moreover, every challenge is 

a single puzzle and every puzzle has a single action 

to tackle it. 
 

However, sometimes a limited number of actions 

and challenges are created differently in most games. 

In Tetris [17], for example, no one programmed 

―Tetris blocks‖, in which all possible sequences and 

combinations of falling Tetrominoes are performed. 

This game simply discharges Tetrominoes, 

randomly, and a challenge is produced by a specific 

combination of a random arrangement of 

Tetrominoes. Additionally, the player's actions in the 

previous step are considered in the challenge. This 

combination varies each time, and the player has 

some control over the challenges he/she 

encountered. The game goes with a limited number 

of actions to overcome the challenges. The games of 

―Solitaire card‖ do the same way. 
 

Some other mechanisms may be designed and 

implemented in the games. These mechanisms allow 

the players to act in unexpected ways. In some 

games, game systems need to be set up so that the 

players have some opportunities to act in a wide 

variety of expressive ways. To provide this possible 

opportunity, game designers need to move away 

from specific resolutions to individual, pre-designed 

challenges and towards simple, stable game 

mechanics that may be combined in some ways, 

even if they lead to interesting results. Rocket 

shooting is one of these examples. Since an 

exploding missile applies force to neighboring 

objects in most first-person shooters, smart players 

use this extra force to jump higher and farther. The 

research in [4] presented these emerging not only for 

the player tactics as a problem but also as an 

opportunity. In the future, more games must be 

designed about the creativity and freedom that 

dramatic systems permit. 
 

It is important to be consistent with realism, in 

games. For example, Rocket Jump is an 

unintentional and rather odd gameplay that is equally 

as unrealistic as it is entertaining. Steven Poole's 

argument in [2] that compatibility is more important 

than realism in games. Poole debates that playing a 

game is immersing the player in an artificial world 

produced by the game mechanics. The players don't 

want these mechanics to be completely realistic. A 

real ―Formula 1 racing game‖, for instance, would 

require players to experience many times to become 

skilled adequate to race, and that wouldn't be 

amusing whatsoever for many players in practice. 

The players suppose all space shooter weapons to act 

like ―Star Wars‖ blasters. It is not like real lasers 

where the beam travels at the speed of light and is 

not visible unless the player hit it. The players can 

do some things that are unsafe or terrible to do in the 

real life, and weird effects like rocket jumps are all 

portions of the fun. The players, however, expect 

consistent game mechanics. When the mechanics 

perform randomly, like when a missile can kill a 

strong enemy but it fails to abolish a light wooden 

door, the players are frustrated. 
 

This paper is motivated to clarify the relationship 

between emergence and gameplay and identify the 

structural qualities of complex systems that 

contribute to emergence.  Moreover, it tries to 

describe the cellular automata as a model of simple 

systems that can yield emergence. The remaining 

sections of this paper are structured as follows. In 

Section 2, we will discuss the fundamental concepts.  

In Section 3, we present the structural qualities of 

complex systems. In Section 4, we classify 

emergence in the games. Finally, Section 5 is 

considered for the conclusion and future research. 

 

2.Background 
 

The complex system exhibits behaviors that cannot 

be deduced from the behavior of the components 

alone. To understand this behavior, we must 

examine the overall behavior of this system in a 

holistic view instead of the classical view of the past, 

not the individual behavior of each of its 
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components. Modeling the behavior of these systems 

is inherently difficult. The dependence of each 

component on the other and the interaction of the 

system with the surrounding environment present 

complex conditions. The non-linear system, 

convexity, complex adaptive systems, spontaneous 

order, and feedback are examples of these 

behaviors0. In this section, we described the most 

important concepts, namely complex systems, 

experiencing emergence, and emergence in games.  

 

2.1.Complex Systems 
 

If we mention complex systems, it does not mean 

that systems are very difficult to know. Here when 

we refer to the word complex, it means that the 

system comprises many elements. With looking at 

the systems studied by complexity science, 

understanding and modeling these elements 

individually is repeatedly too simple. When these 

elements are arranged in some ways, most complex 

systems exhibit unpredictable and surprising 

behaviors so it is difficult to describe the system by 

just looking at the elements individually. In the 

scientific literature on complex systems, games are 

generally classic examples. In these games, the rules 

are relatively understandable and simple, but the 

outcome of a game is unpredictable. 

To distinguish between chaos and order, we can 

classify the behavior of complex systems into chaos 

and everything in between, respectively. We can 

predict ordered systems, easily while prediction of 

chaotic systems is very difficult, even when we fully 

understand their components and how they work. 

Emergence thrives somewhere between chaos and 

order. 
 

Figure 1 shows five classes of the behavior of 

complex systems: (a) Order, (b) Periodic Systems; 

(c) Emergency Behavior, (d) Chaos, and (e) Ultra 

Chaos. For each class, several examples are 

provided. Between the extremes of order (the first 

class) and ultra-chaos (the fifth class), there are three 

stages. These stages are periodic systems, 

emergency systems, and chaos.  

Periodic systems evolve over a certain number of 

steps in a continuous and simply predictable 

sequence of operations. On a large scale, the climate 

system and the seasonal cycle work this way. 

Depending on where we are on an airplane or a 

planet, we have a certain number of seasons every 

year. In some regions, the rhythm of the seasonal 

cycle is very tough, and every year a certain season 

starts on approximately the same day. Although 

there are some variations in seasonal temperatures 

and the start dates of the seasons, the climate system 

is largely in equilibrium, going through a cycle many 

times. Global warming appears to make some 

changes in the climate system already, but there is 

extensive debate about whether this is an invariant or 

changing in the segment of a much longer cycle. 

Order

Examples: (i)Mechanical 
Clock; (ii) Games of 

Progression; (iii)Scripted 
Level design

Periodic Systems

Examples: (i) Cycle of 
Seasons; (ii)Ticks in 

ORPGMM; (iii)Going 
Round on the Monopoly 

Board

Emergency 
Behavior

Examples: (i) Daily 
Weather; (ii) 

Gameplay Phases in 
Civilization

Chaos

Examples: (i) Wind 
Turbulence; (ii)Dice 

Rolling

Increasing Complexity

Ultra-Chaos

Examples: (i) 
Motion of chaotic 

mobile 
robot;(ii)Kritika 

Game

 Fig.1. Four classes of the behavior of complex systems  

(Partially taken from [3]) 
 

 

Since the possible actions and challenges during the 

play of the game are different each time, emergency 

games have high replay value. In each period of 

time, an exclusive result of cooperation between the 

games and their players will appear. However, it is 

very difficult to predict whether attractive gameplay 

will appear in an individual game, basically by 

looking at its rules. In games, creating emergence is 

not just about having a lot of rules. In reality, the 

relationship between the complexity of rules and that 

of game behavior is nonlinear. Adding more rules 

may not create a specific game to be more 

interesting. In fact, occasionally reducing the 

number of rules is more effective to make really 

innovative and interesting gameplay. 
 

Emergent systems have a lower level of order with 

more chaos than those of periodic systems. Often, 

emergent systems exhibit stable behavior patterns, 

but their behavior may change suddenly and 

unpredictably from one pattern to another. The 

patterns in the weather system are good examples. It 

is difficult to predict the weather for a particular 

year, although the cycle of seasons has general 

measures in a particular region. Accurately 

predicting the date of the next hard freeze or winter 

snowfall is nearly impossible due to the complex 

interactions between air temperature, ocean 

temperature and weather pressure. It is still possible 
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to specify assumptions and develop rules of thumb 

based on statistical measures, such as "Peas on Good 

Friday", but these rules will not be constant each 

year. 
 

The ultra-chaos is a new concept that emerged 

recently[27] and it widely exists in practice. The 

ultra-chaos is a higher-level disorder and 

fluctuations, compared with the chaos. The motion 

of chaotic mobile robots, for example, is placed into 

ultra-chaos. In these robots, little instabilities would 

cause huge deviations in the motion of robots, even 

in sensing and statistical meaning. Another example 

of ultra-chaos is in Kritika games[28]. This game is 

a very beautiful and graphic game that is very 

exciting because this game has the style of action 

games and also role-playing. In this game, the story 

is that there is a group of enemies who want to 

spread justice against what the player wants. The 

players in this game use cold weapons in their hands 

to fight them and must destroy them one after 

another. In this game, the players experience the best 

Android role-playing game with their actions. In 

fact, with high power, they restrain the attacks of the 

enemies and meet all kinds of heroes, and on the 

other hand, they are immersed in the graphics and 

the deep story of the game and entertain themselves 

for hours. 

 

2.2.Experiencing Emergence   
 

Through a simple experiment, we can classify four 

complex behaviors. In this experiment, all we need 

is a faucet. When we open the faucet very slowly, at 

some point, water drops start to drip at a slow and 

regular rate (the first behavior). Although this 

experiment works better with some faucets than 

others, sometimes this is easier to achieve by 

opening the faucet and then slowly closing it. No 

water flows when a faucet is closed (the second 

behavior). It is predictable and regular behavior. A 

dripping faucet is in periodic mode. When we slowly 

turn on the faucet, it starts to drop faster and faster 

(the third behavior). Nevertheless, at a certain point, 

not too long before we get a complete flow of water, 

the water flow pattern becomes erratic (the fourth 

behavior). At this point, we rapidly drive the system 

into a chaotic state. 
 

We may be able to get more complex periodic 

patterns, somewhere between chaos and periodic 

drops, such as two rapid drops in a row tailed by a 

longer pause. Occasionally the faucet alternates 

between rapid drips and slow, irregular drips. After 

opening the faucet, it will rapidly return the faucet to 

steady and regular water flow. 

When looking for patterns of behavior in many 

games, multiple patterns simultaneously can be 

recognized. Progress games are custom systems 

since all sequences of possible actions and 

challenges are designed in advance. Although the 

players cannot forecast what will be happened next, 

a designer regarding the mechanics can regulate it. 

In the board games, turn-taking produces a periodic 

but more elegant system. In most online role-playing 

games with massively multiplayer (ORPGMM- See 

Figure 1) [11], the discrete unit of time (tick) can 

make affect player strategies. The importance of the 

behavior of users in massively-multiplayer online 

games (MMOGs) was studied in [37], and then this 

research identified five broad classes including: 

"gamer modeling", "gamer experience modeling", 

"gamer incentive modeling", "social relationship 

analysis", and "human gamer behavior and 

automated agents (hots) detection". 
 

There are several good examples of emergent 

behavior in games. For instance, we have the clear 

development phases, namely (a) expansion; (b) 

consolidation; (c) war; (d) colonization; and (e) 

space race in ―Sid Meier's Civilization‖. Finally, the 

dice or random number generator and other player’s 

actions can produce a chaotic element in the game. 

To produce an emergent, the designer must ensure 

that all elements in the game balance each other in 

some way so that the overall behavior of the game 

falls into the emergent class. 

 

2.3.Emergence in Games 
 

In complex systems, emergence can happen only 

after their elements are set in motion. This point 

illuminates why the game design is so much 

dependent on prototyping and playtesting. Only way 

to ensure the gameplay is enjoyable, interesting and 

balanced is to make several prototypes and to play it 

in some ways. 

Usually, the design is considered as a process where 

the designers know how the process works and what 

they want to make. Designing an emergency system 

is a paradoxical process since the designers may not 

know exactly when the system goes to a final state, 

but they design the experience of getting there. 

However, "Designing Game Mechanics" takes 

certain structures into account so that they tend to 
produce certain types of outcomes. Identifying and 

knowing these structures help designers to produce 



Journal of Computer & Robotics 16 (2), Summer and Autumn 2023, 1-17 

 

5

 

 

the effects they want, even though the process still 

involves a lot of experimentation.   

 
3.Structural Qualities of Complex Systems 
 

Complexity science usually deals with complex and 

extensive systems. To explain it, the climate system 

is a typical example. In this system, a small change 

can lead to large effects over time, which is 

identified as the butterfly effect. In these effects, a 

butterfly flapping its wings on one side of the earth 

may supposedly activate a movement of air that 

gathers into the storm on the faraway side of the 

earth. Several other systems such as stock markets, 

traffic, pedestrian flow, bird aggregations, and the 

motion of astronomical objects are studied by 

complexity science. The complexity of these systems 

is usually much more than those identified in games. 

  

Fortunately, many other simpler systems exhibit 

emergent behaviors. To study these systems, the 

extraction of the relevant structural qualities that 

contribute to emerging behaviors is easy. A couple 

of reinforcement learning methods, including 

Markov Decision Process (MDP) [38] and Cellular 

Learning Automata (CL) 0 can be used to show the 

emergence in games. In this section, we choose 

CLA, due to its advantages over MDP. The main 

advantage of cellular automata models is that they 

do not aggregate individuals into compartments, thus 

allowing each modeling unit to be heterogeneous 

based on certain attributes. After explaining the 

relevant structural qualities, we elaborate on how a 

system can be stabilized/destabilized by feedback 

loops and how different behavioral patterns emerge 

at different scales. 

 
3.1.Cellular Automata: An Active and   

Interconnected Elements   
 

At the border of sciences between computer science, 

mathematics, and games, there is a particular field 

known as cellular automata 0. A cellular automaton 

is a set of simple rules over spaces or cells on a grid 

or in a line. Every cell in the grid may be white or 

black. The rules control how a cell alternates from 

white (black) to black (white) and how a cell's color 

affects the cells around it. Typically, the rules for 

determining the color of a cell consider only three 

factors: (a) the current color of the cell; (b) its eight 

neighbors on a 2D grid; and (c) its two neighbors on 

a line. Generally, scientists of mathematics consider 

such a set of rules as a hypothetical machine that 

works alone without any intervention by a human. 

That is the main reason to name these machines 

automata.  
 

A cellular automaton begins with its cells in a certain 

configuration in which there are some black cells 

and some white cells. Then the rules are executed to 

determine whether the color of each cell should be 

changed or not. The color of a cell is not changed 

immediately. At the first iteration, all cells in the 

grid are checked and marked as those that need to be 

changed. The necessary changes are performed for 

all cells before the next iteration. The process is 

repeated for each iteration, which is called a 

generation. Wolfram Stephen, a British scientist has 

produced a simple cellular automaton with a cell line 

that exhibits emergent behaviors [1]. In this cellular 

automation, the color of the cells is considered as 

states. Obviously, the next state for a cell is specified 

by the former state of that cell and its two immediate 

neighbors. Since the cells are either in white or black 

color as only two possible states in each generation, 

there are eight possible combinations.  
 

A set of possible rules with the resulting complex is 

shown in Figure 2. The rules are presented at the 

bottom of this figure. A surprising pattern is 

produced by printing each new generation of the 

system under the previous generation. It starts with 

only one black cell and the remaining cells have 

white color. The rules for changing the color of a 

cell are shown at the bottom of Figure 1. The left 

rule means that "if a black cell is surrounded by 

black cells on both sides, in the next generation, the 

cell will become white". The fourth rule means that 

if a white cell has only one black cell to its left, that 

cell will be black in the next generation. Although 

we have nothing random in the rules, a pattern with 

distinct and seemingly random features is generated 

by the cellular automaton shown in Figure 2.  
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Fig.2.Stephen Wolfram’s cellular automaton [4] 

We can identify three critical characteristics of systems that 

show dynamic behavior [1]: 

 

• Simple Cells with local rules: The first 

characteristic is that the system should be 

composed of simple cells and its rules are 

defined locally. With these characteristics, 

the system must be composed of elements 

that can be reasonably and easily described. 

For example, in Wolfram's cellular 

automata, there are eight simple rules to 

determine the behavior of each cell. 

 

• Long-Distance Communication: The 

second characteristic is that the system 

should have long-distance communication. 

In fact, changing the state of a single 

element of a complex system must be 

capable to lead some changes in elements far 

away in space or time. This capability is a 

Long-distance communication that makes 

the butterfly effect possible. Communication 

between the elements in Wolfram's cellular 

automata occurs, because every cell directly 

affects its immediate neighbors. The reason 

that the neighbors of each cell also have 

neighbors, every cell is connected indirectly 

to every other cell in the system. 

 

• Activity Level of the Cells: The third 

characteristic is that the activity level of the 

cells is a good indicator of the complexity of 

the system's behavior. In a system with only 

a small number of active cells, interesting 

and complex behavior is unlikely to appear. 

In the Wolfram automata, activity is 

considered as a change in the state of a cell. 

A cell goes to the active state when a rule 

changes its color from white to black or 

from black color to white. 

 

Fascinatingly, some of these features can be "read" 

from the rules governing the behavior of each cell. 

The fact that all cells are connected and every cell 

receives input from itself and its two neighbors. 

These inputs indicate a good chance of long-distance 

communication. Additionally, four of the eight rules 

in Figure 2 cause to change the color of the cell, 

indicating that likely a large number of activities in 

the system. 

Cellular automata show that the complexity 

threshold is surprisingly low. As long as there are 

enough elements, activities, and connections in 

systems, relatively simple rules can generate 

complex behavior. Most games are made similarly. 

Games are composed of various elements that are 

governed by relatively simple mechanics. 
 

Some particular elements in games may have many 

possible interactions. Although the player is an 

essential source of activity in the system, but as the 

cellular automata demonstrate, emergence can 

happen even without any intervention by a human. 

For example, ―Tower defense game‖ demonstrates 

the following features well in Figure 3.  

 

 The game consists of many relatively simple 

elements and enemies follow a pre-designed 

path to the castle of the player.  

 Each enemy has many hit points and a 

certain speed with a few mechanisms to 

make the game more interesting.  

 The player places the towers to defend his 

position.  

 Each tower fires bullets at enemies at a 

certain speed at a certain range.  

 Some towers may be damaged while others 

create other effects such as slowing down 

enemies. 

 Occasionally the towers enhance the 

neighboring towers in their performance.  
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Fig.3. Tower Defense Game [9] 
 

In a ―Tower Defense Game‖, many elements are 

outlined by towers and local mechanisms of 

enemies. Similar to cellular automata, these elements 

are active and interconnected. The active elements 

are such as: (a) towers respond to enemies and (b) 

enemies move.  The interconnection refers to 

something like towers firing at enemies and the 

towers can enhance each other's performance. 

There are some helpful indicators to distinguish 

emergent games from progressive games. These 

indicators can be the number of connections between 

elements and the level of activity. In a typical 

progression game, every element including 

characters, puzzles, and so on only interact with the 

player's avatar, without any interaction with each 

other. In fact, they are only activated when they are 

displayed on the screen. The elements that are not 

currently visible on the screen in a progressive game 

are usually disabled. In a similar manner, the number 

of connections between the elements is small. The 

game elements can only interact with each other in a 

limited number of pre-designed ways. These 

interactions provide the designer with a lot of control 

over the events when a game progresses, but more 

predictable games also result when all pre-designed 

options have been explored. They are no longer 

fun [18]. 

 

3.2.Stabilizing/Destabilizing a System: Feedback 

Loops  
 

In this section, we explain how a system can be 

stabilized/destabilized by feedback loops. A specific 

typical example of complex systems is ecosystems. 

These systems appear to be perfectly balanced. In an 

ecosystem, the different populations of animals do 

not change much over time. Moreover, nature 

activities seem to include a variety of mechanisms to 

keep and control the balance. The best way to 

explain mechanisms is by looking at the populations 

of prey and predators. When there is a lot of prey, 

predators can find some food easily. These foods 

increase the number of predators. However, as more 

and more predators survive, the population of prey 

declines. As this mechanism goes forward, there will 

be too many predators at a certain period of time at 

which the situation will reverse. In fact, in that 

situation, the predators will not find enough food so 

their population will decrease. Since that situation 

has fewer predators, more prey survives and 

produces offspring, which causes the population of 

predators to grow again. 
 

In an ecosystem, a particular balance between 

predators and prey can be recognized. This balance 

can be created by something, which is called a 

feedback loop. This feedback loop is produced when 

the effects of a change in one element of the system, 

return to affect the same elements at a later time. For 

example, in the ecosystem, when an increase in the 

number of predators occurs, the number of preys will 

decrease. This decrease, in turn, causes a further 

decrease in the number of predators. In fact, the 

effects of changes in the number of predators 

literally feedback on their population size. 
 

In some systems, there are feedback loops that cause 

a balance. These feedbacks are named as negative 

feedback loops and are generally used in the design 

of electrical and electronic devices. A typical 

example of a negative feedback loop is thermostat 

that detects the air temperature. This device activates 

when the temperature of a heating system goes too 

low. Then the heater causes the temperature to go up 

and again causes the thermostat to turn off the 

heater, in turn. A speed governor in machines is 
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another device. When the speed of a machine goes 

up, for instance, if the load on the machine is 

reduced, the governor supplies a lower power to the 

machine to slow its speed down. When the speed of 

the machine slows down, the governor transmits 

more power supply to increase its speed.  

This controls the speed of the machine to be stable. 

Therefore, the speed governors are employed to 

ensure that the machine operates efficiently. 

Moreover, it cannot be moved to dangerous speeds if 

its load is unexpectedly removed. 

Negative feedback loop is often found in some 

games. In ―Civilization‖, for example (See Figure 4), 

not unlike the predator/prey example in ecosystems, 

the population of a city is changed by the negative 

feedback loop. When the city grows in population, it 

will need more food for life. This leads a sustainable 

growth in the city size that is held by the ground and 

the player's current level of technology. 

There is the opposite of the negative feedback loop, 

naturally. This loop is called the positive feedback 

loop and reinforces the effects that caused it, rather 

than balancing it by operating against the changes, 

triggered by the feedback loop. Audio feedback is a 

good example. In this example, a process works in 

three steps: (a) the microphone picks up an input 

sound; (b) the amplifier amplifies the sound; and (c) 

the speakers reproduce a louder input sound. This 

process is repeated. The microphone receives a new 

sound from the speakers, which is amplified again 

and distributed. The result of the process is a loud 

sound. This sound can only be paused when the 

microphone is moved away from the speakers. 
 

Positive feedback often happens similarly in games. 

In a game of chess, for example, if the player 

captures one of his/her opponent's pieces, it will be 

easy to capture another piece because at this time the 

player has more pieces than his/her opponent. 

It shows that positive feedback can create volatile 

systems with rapid changes.   

  

 
Fig.4.An image of Civilization [8] 
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To sum up, we can express that in most emergent 

games, several different feedback loops operate 

simultaneously. It is important to think that feedback 

loops can happen in complex systems. We must 

consider negative feedback loops to maintain 

balance in the system, whereas positive feedback 

loops can disrupt the system. 

 

3.3.Emerging Different Behavioral Patterns:  

Different Scales 
 

In this section, we explain different behavioral 

patterns that emerge at different scales. We begin 

with this axiom that the most famous cellular 

automaton is called the ―Game of Life‖. It consists 

of cells placed on a two-dimensional grid that 

continues indefinitely, in theory in all directions with 

two attributes. The first attribute is that every cell on 

the grid has eight neighboring cells diagonally and 

orthogonally. The second attribute is that every cell 

can be in two different states, either alive or dead. In 

most samples, dead cells are stained in white color  

and living cells are stained in black color. In every 

iteration, the following rules are performed on every 

cell: 

• A living cell dies of loneliness if it has less 

than two living neighbors. 

• A living cell dies due to overcrowding if it 

has more than three living neighbors. 

• A living cell survives if it has two or three 

living neighbors. 

• A dead cell is revived if it has exactly three 

living neighbors. 

 

To begin the ―Game of Life‖, a grid is set up with a 

number of cells selected to be alive, initially. Figure 

5 shows an example of the effects that arise from the 

application of these rules. However, to truly 

understand the emergency behavior of the ―Game of 

Life‖, looking at one of the interactive versions 

available online 0, will be helpful. 

 

 

 

 

 
Fig.5.Several iterations of the ―Game of Life‖ 

 

When the ―Game of Life‖ is set in motion, it 

generally has quite chaotic results, with many 

activities bursting out of their original living cells. 

Often after a few iterations, the ―Game of Life‖ 

settles into a more or less stable configuration. From 

time to time, this game has many groups of cells 

moving from one state (white color) to another state 

(black color). 

The main motivation for researchers to study the 

―Game of Life‖ could be to provide an answer to the 

question, "Is there an initial configuration of living 

cells that expands forever?". The researchers quickly 

began to catch configurations that exhibited 

surprising behavior[4]. One of these configurations 

is called Glider. In the definition [20], Glider is a 

group of five living cells that, after four iterations, 

reproduce themselves one tile away. A glider effect 

is the effect of a small creature that travels across the 

grid (See Figure 6). More fascinating patterns such 

as the glider gun can be found. For instance, a 

pattern that stays in one place on the grid can 

generate new gliders that move every 30 iterations. 
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Fig.6.The Step 0 to Step 4 in a glider for the ―Game of Life‖ 

 

 

Gliders and glider guns demonstrate the most 

remarkable behavior in complex systems. To 

demonstrate this behavior, we can consider a group 

or a flock of birds, as a very good example that the 

birds move as one (Figure 7). The group as a whole 

appears to have a distinct shape, purpose, and 

direction. This behavior occurs not only at the scale 

of particular elements but also at the scale of groups 

of elements. In this example, the "rules" that guide 

birds operate at both scales. The flocking can be 

simulated by: (a) having the birds' movement 

balance by moving in the direction with their 

neighbors, (b) preventing the birds from getting too 

close to their neighbors, and (c) moving the flock 

toward the center of the group with a matching 

speed. This behavior can be seen in many other 

complex systems. 

 

 

 

Fig.7.Flocking birds [7] 

 

Similar effects can be seen in games. In Pac-Man 0, 

for example, the players have wondered over the 

years when the ghosts are intentionally grouped 

against them and set traps to capture the players. In 

this game, the ghosts do not cooperate so their whole 

behavior looks much more intelligent than that of 

usual situations. In fact, the ghosts are simple 

machines that performed with simple rules by which 

the game is played and alternates between two 

modes: from chase mode to scatter mode or vice 

versa.In scatter mode, the ghosts do not hunt the 

player, but every ghost seeks a different corner of 

the maze. However, the game is in chase mode most 

of the time, when ghosts hunt the player. When the 

ghosts want to hunt the player, they must decide at 

each intersection of the maze. This decision is 

performed by an algorithm that chooses which 

direction can bring the spirit closer to the player. The 

algorithm simply ignores the walls between the 

ghost and the player. The algorithm operates slightly 

differently for each ghost as follows: 
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(a) The red ghost (Blinky) attempts to reach the 

player's current position;  

(b) The pink ghost (Pinky) attempts to get a 

position four tiles ahead of the player;  

(c) The blue silhouette (Inky) decides where to 

go, based on the player's position and Blinky's 

position(d) The orange ghost (Clyde) chases the 

player when he is far away; and  

(e) finally, Clyde attempts to reach the bottom 

left corner of the maze when he gets close to 

this corner.  

Together, the motion effects look surprisingly 

clever. For instance, Blinky follows the player while 

Pinky and Inky attempt to outrun the player and 

Clyde adds some noise. The ghosts, as a group, are 

honestly effective hunters, even without knowing 

where the others are located. This combination of 

simple behaviors makes the players an impression 

that they are hunting together, having simple 

complementary strategies. 

 

4.Classifying Emergence 
 

We can distinguish different levels of emergence in 

complex systems. Some effects are more pronounced 

than others. In a complex system, the different scales 

and feedback loops together drive a long way in 

describing and explaining the different levels of 

emergence. In the literature 

([4], [5], [12], [13], [18], [22], [25], [34]), we can 

identify the following classes of emergence in 

complex systems. 
 

4.1. Simple Emergence 
 

In its simplest form, there is feedback only between 

agents at the same level of a system. In the simple 

emergence, there is not any downward feedback 

with self-organization. As Figure 8 (top-left) shows, 

there is only a feedforward relationship between the 

elements of the system. Most man-made machines, 

for example, are put in this class, where the 

machine's performance is intentional in some ways 

and emergent features are designed in their elements. 

The behavior of machines that exhibit intentionality 

is predictable and deterministic, but suffers from 

adaptability or flexibility. A thermostat and a speed 

controller are good examples of this type of 

predictable feedback. 

 

4.2.Weak Emergence 
 

The second class of emergence behavior is weak 

emergence, where complex machines incorporate 

classic phenomena, including top-down feedback 

and self-organization. As Figure 8 (top-right) shows 

the main characteristic of this class is simple 

feedback, either positive or negative between the 

elements of the system. In this class, a further 

distinction is made between stable and unstable 

forms. In this class, there is top-down feedback 

between different levels in the system, in which 

either feedback can be agent-to-agent (ATA) or 

group-to-agent (GTA). For example, a bird reacts to 

the proximity of other birds (ATA) and 

simultaneously perceives the flock as a group 

(GTA). The whole flock constitutes a different scale 

than that of a particular bird. A bird observes and 

reacts to both, ATA and GTA. This behavior is not 

only limited to birds, but also sets of fish behave in a 

similar manner. The flocking can be extended to any 

type of unit that can understand both its 

neighborhoods and the mode of its group as a whole.
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Fig.8.Four main classes of emergence in complex systems 

4.3.Multiple Emergence 
 

A rung up the complexity from weakly emergent 

systems are systems that reveal multiple 

emergencies. This class covers every form of 

emergence over multiple feedbacks and adaptations 

in more complex adaptive systems caused by 

evolution. As Figure 8 (down-left) shows this 

emergence arises in very complex systems through 

many feedback loops, or in complex adaptive 

systems with intelligent agents, and it is the class 

with a large number of externalities in the emergent 

process. In this class, multiple feedback passes 

through different levels of the association of the 

system. Forum [5] illustrates this class by 

illuminating how emergence can be established so 

that systems have either long-term negative feedback 

or short-term positive feedback. The stock market 

shows such behavior. In short-term positive 

feedback, when stocks are rising, people notice and 

buy more, causing the price to rise further.  
 

In long-term negative feedback, people take 

advantage of their experience that stocks will 

ultimately peak, and they plan and will sell their 

stock at its high, thereby leading the price down. 

This phenomenon also operates in reverse so that 

people tend to sell a stock when they see it going 

down, but tend to buy when they know it has 

bottomed out and is a bargain. John Conway's play 

life also presented this type of emergence [4]. The 

―Game of Life‖ consists of both positive and 

negative feedback. In positive feedback, there are 

rules that govern the birth of cells, and in negative 

feedback, there are rules that govern the death of 

cells. The ―Game of Life‖ also demonstrates 

different scales or points of an organization in which 

there is the scale of individual cells at the lowest 

level. At a higher level of an organization, we can 

identify stable behaviors and patterns such as gliders 

and glider guns. 
 

4.4.Strong Emergence 
 

The fourth class is strong emergence which covers 

all forms of robust emergence in evolution. The 

strong emergence is independent and free from any 

supernatural or unscientific meaning. Two main 

examples of this class are life as an emergent feature 

of the genetic system and culture as an emergent 

feature of language as well as writing. Strong 

Emergence is a multi-level emergence in which the 

consequence of emergent behavior at the highest 

level can be separated from factors at the lowest 

level of the system, As Figure 8 (down-right) shows 

strong emergence is characterized by multi-level 

emergence and a large diversity in the created 

system, that is, due to the combinatorial explosion, 

the possible states of the emerging system. This is 

the emergent form responsible for producing 

structures of higher-order complexity, which cannot 

be reduced, even in principle, to the direct influence 

of the properties and laws of the fundamental 

constituents. 
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In fact, this class of emergence is recognized as the 

large difference between the scales on which the 

emergence acts and the presence of intermediate 

scales in the system. For example, a network of cells 

used for the ―Game of Life‖ can be configured to act 

at a higher level as a computer that can perform 

simple calculations, and from that new complex 

systems to be used, it is possible to make. In this 

case, the causal relationship between the behavior 

shown by the computer and the ―Game of Life‖ itself 

is minimal.  

 

4.5.Hub Emergence 
 

The fifth class of emergence is defined based on 

Barab´asi–Albert (BA) scale-free model as a 

complex network to designate interactions among 

nodes. The production of this network is performed 

by employing BA model with preferential 

attachment ([23],[24]). Initially, a BA network is 

created and the operations begin with the initial 

connected network in which there are a known 

number of links. New nodes are inserted into the 

network one at a time. Each new node is connected 

to the number of existing nodes that specified by the 

number of links, chosen according to linear 

preferential. At each iteration of the time step, a 

node and a link are chosen randomly. If the degree 

of the selected node is greater than that of the 

selected link’s head node, then the link is 

reconnected to a node with a higher degree. 

Otherwise, the link is left as is. The principle, 

therefore, is to reconnect a randomly selected link 

every time it increases the degree of a high-degreed 

node. 

Figure 8 shows a network of ten nodes and thirteen 

links. It can be viewed in three hubs. Hub emergence 

appears in public good games[25] (PGG), in which 

the network comprises a set of connected agents[25 

]. Each agent is located in one node, and there are 

links between an agent and others nodes linked to its 

neighbors. The principle is that each agent with its 

neighbors makes a group of play of PGGs when the 

number of neighbors (the degree of the node) is 

higher than a specific threshold. Each agent 

contributes to its group of play, and in the groups 

connected with its neighbors. Some specific 

applications of PGGs, as examples, are 

organizational structures, environmental policy, 

workplace, justice, and legal issues. 

 

4.6.Cluster Emergence 
 

The sixth class is cluster emergence which is defined 

based on the clustering coefficient and measures the 

cliquishness of a typical neighborhood of each node 

in a network. In this class, the network works as 

follows. After generating the BA network, a random 

node and a random link are selected, at each time 

step. We reconnect the link to a new random node 

when the overall cluster coefficient leftovers the 

same or is greater than before. As a consequence of 

the reconnection when the clustering coefficient 

decreases, the topology of the network is turned to 

the previous time step. For instance, the network in 

Figure 8 can be turned into four clusters, based on 

the information from the previous step. 

In cluster emergence, the entities in the system 

interact directly, leading to the construction of 

clusters, which in turn affect the behavior of the 

entities themselves. Examples of cluster emergence 

appear in packs of wolves, flocks of birds, herds of 

mammals, swarms of bees, and shoals of fish. In 

these examples, the nodes (as players) can give and 

receive payoffs from all the groups with which they 

are connected. Moreover, every node/player 

contributes similarly to the groups connected with its 

direct neighbors. 

Figure 8 shows the effect of hub and cluster 

emergencies on a network structure. Hub emergence 

takes together the network in large groups, but 

cluster emergence creates the network more 

clustered and the get-together of the nodes in a form 

of triangles. 

These classes show that there are also different 

levels of emergent behavior, often operating 

simultaneously, in the games. More significantly, 

they also show the structural features of game 

mechanics, such as the presence of different scales 

and feedback loops. They play a vigorous role in the 

emergence of interesting and complex behavior. 
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Fig.8.Cluster and Hub Emergence 

 

4.7.Complex Emergence 
 

A system usually starts with very simple emergent 

properties and an initial equilibrium. As the system 

progresses, it proceeds further from the initial 

equilibrium and then it will reach a point where not 

only the nature of equilibrium does not exist, but the 

nonlinearity of the system increases and thereby 

leading to reduced self-organization in the system. 

This point is where complex emergent properties of 

the system appear and the system becomes complex. 

This progress is usually in the form of transition or 

symmetry breaking bifurcation ([29],[30]). 

Nonlinear systems can only have complex 

emergence when they are out of equilibrium through 

large energy inputs. There are numerous natural 

systems of this type and many of them are explained 

as complex systems. Since self-organized systems 

involve a relatively constant energy input to 

maintain order, the complex emergence of these 

systems also requires continuous energy inputs. 

Thus, since complex systems must be self-organized, 

only nonlinear systems can produce complex 

emergence. 

There are some simple examples of complex 

emergence are the emergence of regular hexagonal 

convection cells [29], the emergence in the selection 

of shortest paths in ant swarming systems [30], and 

the emergence of the dynamic instability of a 

population of microtubules involved in the center of 

microtubule organization in a cell [32]. Other more 

complex examples are ecosystems, emotions, and 

weather patterns. In examples such as self-awareness 

and consciousness, it is assumed that there is nothing 

drastic and fundamentally mysterious about their 

origin. In other words, as with other less esoteric 

systems, if there is sufficient knowledge of biology, 

chemistry, physics, and other related sciences, it is 

easy to understand their emergence from the 

behavior and interaction of all related elements. As 

systems become more complex by moving the 

emergence continuum further toward the extreme of 

complex emergence, complex emergence appears at 

more than one level, possibly through frequent 

bifurcation symmetry breaking[29]. Such systems 

are hierarchical and have multiple levels, and 

computing system-level emergent properties from 

the element level quickly become unpredictable and 

possibly intractable. Indeed, we cannot reveal these 

systems—the shortest algorithm for describing such 

systems is the systems themselves [33]. 

A very complicated example of complex emergence 

is COVID-19 virus. In 2020, the emergence of this 

virus imposed terrible conditions and effects on 

human society. The research [35] and [36], 

benefiting from the comprehensive approaches of 

criminal policy and the hypothesis of chaos theory, 

tried to explain the necessary elements in controlling 

and reducing harmful and incompatible social 

phenomena. During the outbreak of the COVID-19 

virus, many games ranging from childhood games to 

adult games as well as educational games were 

designed and entertained people at home. 

Table 1 summarizes the seven types of emergencies 

found in complex systems. The types of emergence, 

main features and some examples for each one are 

specified in the first, second and third columns of 

this table, respectively. 
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  Table 1 

  A summary of types of emergencies found in the complex systems 

Type of Emergence Main features Examples 

Simple 

 Roles of elements are fixed. 

 The system is predictable and closed with 

passive elements 

 There are abundant in the real world 

Most man-made machines. 

Thermostats 

Speed controllers 

Weak 

 Roles of elements are flexible. 

 The system is predictable with principle. 

 The system is open with active. 

 There are too many in the real world 

Flocking of birds 

Sets of fish 

Multiple 

 Roles of elements are fluctuating. 

 The system is unpredictable or chaotic. 

 The system is open with multiple levels. 

 There are common and unusual in the real 

world. 

Game of Life 

Stock market 

Strong 

 Roles of elements are well-defined. 

 The system is unpredictable in principle. 

 A New system is produced or includes 

many subsystems. 

 There are rare in the real world. 

Life with emergent features of the genetic 

system.  

People’s Culture or Nation’s culture  

Hub 
 Each agent contributes to its group of play, 

and in the groups associated with its 

neighbors. 

Most public good games 

Cluster 
 Topology of the network is changed in each 

time step, based on the clustering 

coefficient. 

Packs of Wolves, Flocks of Birds, Swarms of 

Bees, Herds of Mammals, Shoals of Fish 

Complex 
 Happens only in nonlinear systems driven 

far from the equilibrium by the input of 

energy. 

Regular hexagonal convection cells, Shortest 

pathways in ant mass recruitment systems 

 

 

5.Conclusion and Future Research 
 

In this paper, we explained that games are one type 

of complex systems. The games can not only 

produce unpredictable results but also should 

provide some goals in terms of experience and 

knowledge for their players. To achieve these goals, 

game designers need to understand the nature of 

emerging behaviors, in general, and a well-designed 

and natural user experience game, in particular.   

In this paper, three structural features were specified 

in complex systems. They were active and 

interconnected elements, feedback loops, and 

interactions at different scales. These features are the 

first step to building a theoretical framework, which 

is called Mechanisms. This framework emerges in 

the games and gives the game designer, greater  

 

control over the elusive process of building quality 

games that exhibit emergent behaviors. As a 

direction for future research, studying games with 

supplementary detail will reveal more features of 

complex systems. 

We considered many active elements and related 

them together with feedback loops, and different 

scales as structural features of the games. The 

structural features play a fundamental role in the 

production of emergent gameplay. As a second 

direction for future research, studying game 

mechanics will reveal these structures (and others) 

with much greater detail. The game designers should 

make the appearance of the harness in the games. 

We found seven types of emergencies in complex 

systems. It is important to consider that emergence 

across scales and levels is a key issue in the 

study of complex systems. This issue is 
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represented by the two lofty mountains of the 

origin of life and the origin of consciousness. In 

recent years, emerging theories and tools, such 

as causal emergence theory, machine learning 

renormalization technology, and self-referential 

dynamics, appeared. As a third direction for 

future research, studying these theories and 

tools are expected to reveal the emergence law 

of complex systems. 

Although some complicated phenomes, such 

COVID-19, can be explained and interpreted by the 

chaos theory, the vicious experience of contracting 

this virus shows that in analyzing the phenomena, 

the human being needs new tools and deep views to 

reduce their ignorance and misguidance from 

complex systems and their intra-network 

relationships. With serious doubt about the current 

and former policies to manage this virus, the policies 

adopted in the fields of industry, environment, 

health, and treatment, and even the education system 

must be reviewed. Certainly, the results of such 

reviews will provide priorities to the intrinsic and 

fundamental value of human dignity and the fair 

distribution of welfare, security, health, education, 

and peace for everyone. 

The theory of chaos and the organized view of 

criminal politics (identified in games) seeks to 

change the very complex relationships of social 

phenomena from a detailed, one-dimensional, and 

simplistic linear view to a deep, coherent, and 

multifaceted view and analysis within the network, 

and to improve forgiveness. Obviously, discovering 

new approaches in the analysis of social and human 

phenomena is considered a great revolution in 

understanding the issues of human society, 

especially in the cross-field of human sciences and 

engineering, as a fundamental approach in guiding 

the performance of humanity. 
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