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Abstract 
 

Today, people often use social media as a popular tool to know or share news due to its fast dissemination of information, 

low cost, and easy access. However, since there are no specific rules and framework for publishing news in these media, the 

quality and accuracy of the content of this news is lower than the news published in the traditional news sources. Spread of 

false information among the people can cause irreversible damage to organizations, governments, companies and even 

individuals; therefore, addressing fake news has become an emerging issue, and large companies in the world, such as 

Google, are looking for practical solutions to validate content and detect fake news. But due to the dynamic nature of social 

media as well as the complexity and diversity of available data, fake news detection remains a challenging issue. This survey 

reviews and discuss the approaches that can detect fake news from five perspectives: (1) learning method, (2) detection 

method, (3) learning approach, (4) implementation model and (5) independencies from language, field and platform. This 

survey also presents the state-of-the-art crisis management process in fake news age and proposed actions for each steps too. 

The result of this study shows despite the many studies have been conducted in recent years in the field of fake news, there is 

still a long way to reach an effective and efficient system for fake news detection, so in this survey we highlight some of open 

issues for future research directions. We hope this survey can facilitate collaborative efforts among experts in computer and 

information sciences, social sciences, management science, and journalism to research fake news, where such efforts can lead 

to fake news detection that is not only efficient but more importantly, explainable. 
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1.Introduction 
 

1.1 Background 
 

Over the recent years, the rapid growth of mass 

media such as Internet, social networks and 

smartphones have made it easy to produce diverse 

content and reach it quickly to various users around 

the world. One of the most important effect of social 

networks in society is the impact on the news 

industry [1]. In other words, a large amount of 

content on the Internet and social networks is news 

content that is a serious competitor to traditional 

news media such as newspapers, magazines, radio 

and television. Some news items may contain false 

information that was intentionally or unintentionally 

created. Most social media users not only read the 

news, but also publish it, so the news is easily 

broadcast. Thus, in addition to the many benefits that 

can be counted for new technologies in the field of 

media activity, this feature is considered a 

disadvantage and has destructive side effects that can 

have adverse consequences in society [2]. 

   Fake news was not a common term until a few 

years ago, but it has become one of the biggest 

threats today. The emergence of social media was 

itself a major factor in this regard. The use of the 

term began in 2016 with the US presidential election 

and the candidacy of Donald Trump [3]; but fake 

news is not limited to the United States. A look at 

the news published on social media of each country 

shows the spread of lies, which are sometimes 

published for commercial motives or political 

purposes. Sometimes spreading false information in 

cyberspace is intended for humor and entertainment 

and is not considered a special threat and therefore 
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does not have a long-term effect. But in some cases, 

the false information can be purposeful and effective 

at the national level and disrupt society, security, 

economy and so on, so this problem should not be 

easily ignored. 

On the other hand, the creation and publication of 

fake news is not limited to the present time and may 

be regarding to the antiquity of human existence; but 

the size, extent of their distribution and sphere of 

influence as it exists in the present age is not 

comparable to the past age. In the past, the person 

who created the fake news had to work hard to get 

the news to the audience, and it was very costly to 

gain the audience's trust; but today there are users 

who surpass the media in publishing news that is 

interesting to them (regardless of its accuracy). 

Therefore, although fake news is not a new issue, it 

is not comparable to previous decades in terms of 

spread and scope of influence; so from this point of 

view, it seems to be a new phenomenon. 

Given the above, the motivation of this survey is 

awareness, prevention and confrontation with the 

consequences of publishing and propagating fake 

news in today's societies, because the indifference to 

them may create crises that are either impossible to 

solve or impose exorbitant costs. In other words, 

entering the field of cyberspace content validation 

and as one of its important branches, detecting and 

dealing with fake news, is one of the requirements of 

the present age. 
 
 

1.2. Fake News Definition 
 

Although the concept of fake news is very old and 

goes back to the antiquity of human existence, but 

according to Webster's dictionary, the term fake 

news has a history of 125 years [4]. Unfortunately, 

there is no universal definition of fake news in the 

world, even in journalism and this has to some 

extent led to research challenges in this area [5]. In 

the Cambridge Dictionary, fake news refers to the 

false stories that appear to be news, spread on the 

internet or using other media, usually created to 

influence political views or as a joke [6]. Wikipedia 

considers fake news to be form of false or 

misleading information presented as news and often 

published with the aim of damaging the reputation of 

a person or entity, or making money through 

advertising revenue [7]. [5] provides a broad 

definition of fake news:  Fake news is false news, 

where news broadly includes articles, claims, 

statements, speeches, posts, among other types of 

information related to public figures and 

organizations. It can be created by journalists and 

non-journalists. Thus, fake news refers, on the one 

hand, to the types of information that result from the 

indirect sharing of false information, and, on the 

other hand, to express misleading information that is 

the result of deliberate dissemination of false 

information, and is usually published as propaganda 

to discredit Powerful and rich people [8]. The 

common denominator of these two types of 

information is that the audience is exposed to 

messages that have been deliberately produced, with 

the difference that in the case of misinformation, the 

audience unknowingly forward these messages, but 

in the disinformation, the audience is considered the 

victim of these messages [8]. Numerous researches 

have presented different types of fake news in the 

world [9, 8, 10, 11, 12, 13] which in the following, 

we present one of them that accepted by many 

experts in the field of communication sciences: 

- Fabricated News: these are completely fictional 

stories that have nothing to do with reality and are 

often written in the style of news articles. They aim 

to provide false information and are often published 

on blogs or social networks. 

- Propaganda: fake content that aims to harm the 

interests of a particular party. It usually has a 

political background and is easily and quickly 

disseminated through social media. Its purpose is to 

deceive the minds of the people and attract them 

with lies. 

- Conspiracy Theories: fictional content that tries to 

explain a situation or event by citing a conspiracy 

without proof. It is about illegal acts committed by 
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Table 1 

Characteristics of various types of fake news 
Type of News 

characteristics 

unreal fictitious  Based on reality Publish as real news Publish on the web and 

social media 
Intention to 

mislead 
Fake 

disclosure 
Fabricated News        

Propaganda        

Conspiracy Theories        

Hoaxes        

Click-bait        

Photo Manipulation        

News Satire        

Rumor        

 

Table 2 

Comparison of existing surveys with the proposed survey 
Related 

Surveys 
Key Contributions Limitation and open issues 

[14] Surveyed various state-of-the-art approaches for detecting fake news  Lack of proper survey of future challenges 

[2] 
Discussed the ways to define fake news and summarized fundamental theories 

across disciplines. Also it presented the different fake news detection methods 

Only focused on fake news detection methods 

from four perspective: knowledge, style, 

propagation and source. 

[15] 

focused on challenges of automatic fake news detection and provided the first 

comprehensive review of Natural Language Processing solutions for related 

challenges 

Focus only on NLP approaches 

[16] 

The author presented a comprehensive set of features which can be used for online 

fake news identification, also it summarized both practical-based and research-

based approaches for online fake news detection 

Lack of analysis of advantages and disadvantages 

of past studies 

[17] 
Reviewed and analyzed the different fake news detection techniques  

 

Issues and future scope of fake news detection is 

absent. Also it analyzed only the researches 

between 2017 to 2021.  

[18] 
Analyzed the studies focusing the machine learning techniques for fake news 

detection 
Issues and future challenges were not discussed 

[19] 
reviewed and summarized systematically the current status of deep learning 

techniques for fake news detection 
Focus only on deep learning approaches. 

 

governments or powerful individuals. This news 

targets the user's misconceptions and beliefs. 

- Hoaxes: includes events that are either wrong or 

inaccurate but are presented as legal and legitimate 

facts and are often published by websites. Their 

purpose is to deceive the audience into believing a 

falsehood to be true. 

- Click-bait: deliberate use of misleading news 

headlines to attract the user's attention. Its purpose is 

to tempt and deceive the user to click on a link to 

read an article. 

- Photo Manipulation: manipulation of real images 

or videos to create a false narrative and its purpose is 

to mislead. With the advent of digital photography 

and powerful image manipulation software, this type 

of news has become more popular. 

- News Satire: content that typically makes fun of 

news programs and uses humor to engage with their 

audience members. The news is broadcast on both 

television and on websites. 

- Rumors: Content that its accuracy either not 

known or will never be proven. It is usually told 

from person to person without any evidence; so is  

 

 

changed according to the desires of the people and 

then transferred to another person. 

   According to the above, all types of fake news 

have three common features: 1) they are not true, 2) 

they pretend to be real news, 3) hey can easily 

spread on the web and social media. The following 

table 1 shows the characteristics of different types of 

fake news. 
 

1.3. Contribution of this Paper 
 

Recently, some survey papers have examined the 

topic of online fake news and its related issues. 

Table 2 shows the relative comparison of some 

existing surveys for fake news classification. Though 

these surveys are much information-oriented when 

we look at the various points which need to be 

covered, but in all of them, the identification of fake 

news has been examined from various aspects, but 

there is no comprehensive classification that can 

provide a wide and current range of researches 

conducted in this field. 
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  Therefore, in the proposed survey, we have provided an up-to-date and comprehensive 

classification of research-based approaches to 

detecting fake news online; so researchers can find 

useful knowledge from our work. Also We proposed 

the state-of-the-art crisis management process in the 

age of fake news and the necessary measures in each 

step.  This process can help the responsible 

organizations and institutions to prevent the creation 

and publication of fake news as much as possible 

and reduce its effects and consequences if they 

occur. 

 

 

Fig. 1. Structure of the survey 

1.4. Survey Structure 
 

The rest of this paper is organized as follows. 

Section 2 presents the research method used in 

current study. Section 3 demonstrates the 

characteristic and features of fake news. Section 4 

explains the latest research based approaches for 

online fake news detection.  Section 5 introduces the 

available fake news datasets and compare their 

features. Section 6 analyzed the examined 

researches. Section 7, presents the process of crisis 

management in fake news era and necessary actions 

for each steps of the process. Section 8 present the 

open research issue and Finally Section 9 recaps the 

conclusions and discuss the future research 

directions. 
 

2. Research Method 
 

2.1. Research Objective 

 

 

 

 

The purpose of this paper is to categorize the 

approaches used to identify fake news. To do this, a 

systematic literature review was conducted. In this 

section, the search terms used, selection criteria and 

source selection are presented. 

 

 

2.2. Search Terms 
 

To enable the finding of the relevant articles, we 

used specific search terms as the following: 

  (“what is fake news” OR “fake news” OR “types of 

fake news” OR “fake news delimitation” OR “fake 

news features” OR “fake news characteristics”) 

  AND (“fake news detection” OR “rumor detection” 

OR “approaches to identify fake news” OR 

“Automated detection of fake news” OR 

“supervised/unsupervised ways to detect fake news”) 

Fig. 2: Time distribution of remained papers after filtering by selection criteria 
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2.3. Selection Criteria 
 

Inclusion criteria. Studies which met all the 

following criteria were included: (1) studies 

published between 2010 and 2023; (2) with the main 

focus of fake news on social media or digital 

platforms; (3) research found in English language; 

(4) articles published in information technology 

journals or any technology-related journal articles as 

well as conference proceedings. 

Exclusion Criteria. Studies that adhered to the 

following criteria: (1) research not presented in 

journal articles (e.g. in the form of a slide show or 

overhead presentation); (2) studies published, not 

relating to technology or IT. 

 

2.4. Timeline of used Papers 
 

After filtering the found articles using selection 

criteria, 133 articles remained. The time distribution 

of these articles is shown in Fig. 2 by different years. 

3. Characteristics of Fake News  

 

As fake news detection has become an emerging 

issue, more technical giant companies such as 

Google are seeking future solutions for recognizing 

online fake information. However, accurate fake 

news detection, is still challenging, due to the 

dynamic nature of the social media, and the 

complexity and diversity of online communication 

data. Therefore, to develop an effective and efficient 

detection system, it is significant to identify their 

characteristics and features. The most important 

characteristics of fake news are presented as follows 

[16]: 

 

 

 

 

- Volume: Fake news is easily written on the Internet 

without the need for any confirmation procedure and 

are distributed through the Internet, even without 

users’ awareness, so has a very high volume. 

- Veracity: As Mentioned before, there are several 

type of fake news such as rumors, satire news, 

conspiracy theories and etc., which affect every 

aspect of people' lives. With the increasing 

popularity of social media, fake news can dominate 

public’s opinions, interests and decisions. In 

addition, fake news changes the way that people 

interact with real news. 

- Velocity: Fake news usually focuses on hot topics 

and is published very quickly in a short time and 

therefore does not have a long life [20]. 
   Fig. 4 describes each stage of the fake news life 

cycle [21]. As shown in this figure, the first step is 

its creation, which fake news content is created by 

one or more authors for specific purposes in the 

context of social media or outside. Each news 

includes different sections such as the headline, the 

body and if necessary, the image. After creating fake 

news, it is necessary to inject the created news in 

social media by one or more publishers which have a 

specific identity that can be defined through features 

such as friends, followers, history of activities and 

etc. 

In the next step, each news article enters a phase that 

depends entirely on the behavior of the recipients 

such as share, comment, like or leave the news 

without any action. Finally, the authenticity of the 

news can be verified using existing evidence and 

therefore its falsity can be detected. Based on the 

different stages of this cycle, it is possible to 

examine who is the news sources, what is their 

purpose for creating online false information, what 

writing skills are more likely to be used in fake 

news, how fake news is distributed via the Internet 

or social media, and how it can effect online readers 

[16]. Based on the above, in Fig. 5, we present the 

features of fake news from different aspects: 

 

                   

 
Fig. 3: Characteristic of fake news 
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3.1. Fake News Creator/Publisher 
 

It is important to demonstrate who is behind the fake 

news and why it is created and shared through the 

social media. The creator/publisher of the fake news 

can be either real human beings or non-humans. 

 
 Fig. 4: Fake news life cycle [21] 

Fig. 5: Fake news features 

 

 

- Non-humans: Social bots and cyborgs are the most 

common non-human fake news creators. Social 

bots are computer algorithms that behavior 

similarly to humans, and automatically generate 

content and interact with humans on social media 

[22]. Cyborg refers to either bot-assisted humans or 

human-assisted bots. Once registered by a human, 

a cyborg can tweet and interact with the social 

community. 

- Real humans: are crucial sources for fake news 

diffusion. Actually, social bots and cyborgs are 

only the carriers of fake news on social media, 

those automate accounts are being programmed to 

spread false messages by humans [16]. Regardless 

of whether the fake news is spread manually or 

automatically, real humans, who aim to disrupt the 

credibility of society. Fake contents are often 

produced intentionally by the malicious users, but 

some legitimate users also participate in 

distributing of fake news without any malice. Due 

to the anonymous identity of individuals on the 

Internet, users are not responsible for the content 

they post, share or comment. This is problematic 

since the unidentified messages may undergo far-

reaching dissemination, and may have material 

impacts on the Internet. 

   3.2. News Content 
 

Each news usually includes physical and non-

physical content [16]: 

- Physical content: as shown in Fig. 5, the physical 

content of the news contains the headline of the 

news, the main body of the news, and the other 

items such as images or videos. Also, other items 

in news such as URI, a hashtag, an emoji and etc. 

are all considered as physical content. In other 

words, everything that is explicitly seen in the text 

of a news is considered as its physical content. 

- Non-physical news content: this content is the core 

of fake news and unlike the physical content that 

carries the news format, this type of content 

includes the opinions, emotions, attitudes, and 

feelings that news creators want to express.  
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- Sentiment polarity is another important feature of non-physical content for fake news. Fake news 

- creator often express strong positive or negative 

feelings in the text in order to persuade their news. 

Fake news may also target certain areas and fields 

such as finance, social, political or information 

technology and so on. In general, everything that is 

implicitly derived from the news is considered as 

non-physical content. 

3.3. Social Context 
 

Social Context refers to the whole environment in 

which news is published and includes how to social 

data is distributed, time model of news 

dissemination on social media, how users interact 

with each other and what is the stance of users 

toward the news? 

- Propagation Model: This model shows how the 

news was published. In this model, a tree structure 

is usually generated which the root of the tree is the 

first user to share the news, and the other nodes of 

the tree are the users who received the news and 

sent them to others if they were not tree leaves. 

The edges of the tree indicate the sequence of 

sending the news (Fig. 6). 

Based on the criteria come from the analysis of 

such a tree, it is possible to estimate its 

prevalence and suspect that it is fake because 

one of the characteristics of fake news is their 

high prevalence [23]. Of course, in the early 

days of publishing the news due to the lack of 

their publishing model, content-based features as 

well as user-based features give better 

information, but after spreading the news among 

the users, it is possible to estimate the accuracy 

of news by extracting the news propagation 

model [24, 25]. 

- User Network: By analyzing the network, the 

user behavior pattern of malicious users and 

ordinary users can be obtained. For example, a 

typical user behavior feature is the user anomaly 

score, which computed by the number of the 

user's interaction in a time window divided by 

the user's monthly average for online anomalous 

information detection [16]. User stance can also 

be considered as one of the features that 

obtained from analyzing the user network [26, 

27]. The meaning of users' stance is whether 

users support or deny the news, or request more 

information, or comment without regard to its 

accuracy [28]. Stance detection is the first and 

most important step in detecting fake news [29], 

which is still in the early stages of research. 

4. Existing Research-Based Approaches to Detect 

Fake News  
 

 
Fig. 6: Propagation model of a news in social media 

 

In general, detecting the fake news is a very complex 

task, and even without supportive information, it is 

almost impossible to detect the accuracy of the news. 
In recent years, many studies have focused on the 

fake news automatic detection. To do this, they 

collect and analyze various data such as news 

content, propagation model, user behavior and etc. 

In this section, we try to categorize the existing 

research approaches from different  

dimensions. Therefore, we reviewed studies that 

examined the problem of detecting fake news from 

different aspects and presented various categories 

[30, 31, 16, 32, 33, 34, 35, 36]. In this paper, we 

propose a comprehensive classification of the 

existing research-based approaches to detect fake 

news (Fig. 7). 

 

4.1. Implement-Based Category 
 

 

In terms of how the system executed, fake news 

detection can be divided into two categories: real-

time detection and offline detection [16]. Offline 

detection system is important for classifying online 

fake news, because they can analyze anomalous 

information in a descriptive manner, such as select 

the most effective features to distinguish false 

information among large amounts of social 

messages. However, the disadvantage of offline 

systems is that they are limited, and the datasets used 

in them may not reflect the important features of the 

fake news, and the learning models trained in an 
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offline system may not be applied to other 

circumstances. But real-time detection systems are  

 

Fig. 7: The existing research-based approaches to detect fake news 

 

powerful tools for capturing dynamic nature of 

online information and counteracting the fake news. 

They use various real-time analysis techniques to 

determine whether news content is fake or not. To 

real-time detection of the fake news, only has to rely 

on its source or content, because since online 

communication data is time-sensitive, continuous, 

and heterogeneous. On the other hand, new events 

often contain new and unexpected knowledge that 

does not exist in the previous knowledge of the 

system or is very difficult to infer. Also, features that 

reflect the style of fake news in the past may not be 

usable in the future or in other fields and therefore 

may reduce system performance. To tackle this 

problem, we can use knowledge graphs that are 

updated dynamically [5] or use features that are 

independent of the field, subject or language and can 

represent the style of the fake news [37]. Another 

way is to extract the minimum information (such as 

news headlines and part of the content) in such a 

way that they can be used to increase the efficiency 

of fake news detection system [38, 39]. 
 

4.2. Detection Method-Based Category 
 

From this perspective, the methods of fake news 

detection can be divided into two categories: 

knowledge-based and features-based methods.  
 

4.2.1. Knowledge-based methods: In these methods, 

fact-checking are usually used, which is done in the 

following methods [5, 32, 40]: 
 

Human-oriented fact-checking: These approaches 

are human-centric where a person or group analyses 

the fact of an information and used first by 

journalists. This approach can be further categorized 

as expert oriented fact-checking where the fact  

checker is a domain expert (eg; factchecker1, 

politifact2) and crowdsourcing based  

 

fact-checking where the fact checkers are normal 

people in the crowd. Expert-based fact checking is 

often performed by a small group of expert human, it 

is easy to manage and leads to very accurate results, 

but it becomes costly and time consuming as the 

volume of news increases. Crowdsourcing based 

fact-checking relies on a large population of normal 

people who actually check the accuracy of the news, 

in other words, it depends on collective intelligence. 

Compared to expert-based method, although this 

method is relatively scalable, it is relatively difficult 

to summarize due to conflicting opinions from 

individuals. Therefore, this method requires two 

tasks: (1) filtering or deleting invalid users and (2) 

resolving conflicting results. And of course, both 

requirements become more vital as the number of 

reviewers increases. 

 Computational fact-checking: As the volume of 

news increases, fact checking by humans becomes 

very difficult and time consuming. Automatic 

identification and assignment of truth value to the 

news is the main purpose of computational fact-

checking. So to assign the truth value to a claim 

revealed by the news, it is necessary to 

automatically extract all relevant facts from the 

available primary, secondary sources, and all other 

external sources including the open web and 

structured knowledge graph [32]. Then the claims 

in the news are compared with the facts in the 

knowledge graph and their accuracy is measured. 

                                                           
1 https://www.factcheck.org/ 
2 http://www.politifact.com/ 
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Generally, automating all of the Fact-checking 

process can help experts to detect the fake news. 

The relevant process includes the following steps 

[41]: 

- Finding Claims-Worth Fact-Checking: As fact-

checkers are flooded with claims, they need to 

decide what is actually worth fact-checking. To do 

this, AI solutions are used and today it is participated 

in common conference tasks such as CLEF 

CheckThat! lab [41] and also in fachcheker Sites 

such as Full Fact [42]. Systems such as ClaimBuster 

[43] and ClaimRank [44] which were developed for 

this purpose, use AI solutions. Later on CLEF 

CheckThat! Systems were introduced that used deep 

learning methods and pre-trained transformers. 

- Evidence Retrieval: The purpose of this section is 

to find external evidence to help fact checkers make 

better decisions on the factuality of an input claim. 

- Claim Verification: Automatic claim verification 

approaches can be divided into explainable and non-

explainable. Explainable approaches are further 

relevant to assisting human fact checkers. They 

verify the input claim against a trusted source. Non-

explainable approaches make a prediction based on 

the content of documents retrieved from the Web or 

social media by modeling the message and its 

propagation, the users and etc. 

At present, there is a very small number of fact 

checking organizations in the world so automating 

any parts of the fact checking process could cut 

down the time it takes to respond to a claim [45]. For 

example, by creating and updating a knowledge 

graph based on credible news sources, the new 

claims are compared to the facts of that knowledge 

base, and then it is determined whether the news is 

fake or not. Numerous researches use techniques 

based on natural language processing (NLP), 

knowledge representation, and knowledge graph to 

automatically predict the accuracy of claims [45, 46; 

47, 41]. 

 

4.2.2. Feature-Based Methods: 
 

These methods use different features, which are 

shown in Fig. 5. This feature set contains three 

different subcategories as follows: 

 

4.2.2.1. Creator-Based Features 
 

Many researchers believe that the best approach for 

detecting the fake news is not focusing on the claims 

themselves, but on the news sources or their creators 

[16]. Unfortunately, online users don’t have the 

clues to assess the credibility of the social 

information. On the other hand, malicious social 

media accounts intent to manipulate people’s 

decision and pollute the truth news content by 

purposely spreading misinformation so creator/user 

analysis is a critical aspect for fake news detection, 

which is involved the following features [48]: 

 

- Account profile features: The basic user profiling 

information includes the language used by the user, 

his/her geographic locations, the account creation 

time, number of posts/tweets sent by the user 

account, and so on [16]. Analysis of this information 

shows how active or suspicious a social account is; 

for example, in [49], an attempt has been made to 

extract users’ behavior in news sharing and then, 

using explicit and implicit features of their profiles, 

to group users. Finally, by analyzing these features 

can be measured the probability of sharing fake 

news by each of these groups. Also, it is sometimes 

necessary to check whether the news source is from 

a popular domain or an unknown domain? It is even 

possible to identify a malicious website just by 

checking its URL, for example, if it has an unusual 

domain name (such as com.co) or unusual tokens in 

it, it can be suspected of being real. Sometimes even 

the "About Us" section contains information that can 

be used as a credibility indicator [16]. 

- Temporal-based features: Using time information 

such as average submission time between two 

consecutive posts, number of replies, sharing, etc., 

bots and cyborgs can be somehow distinguished 

from human users; because social bats and cyborgs 

are usually more active over a period of time, but 

human users have complex temporal behaviors. 

Some studies have used this information to detect 

fake content; for example, [50] used time pattern 

analysis as well as other users' information to detect 

fake images posted during Sandy Hurricane. 

- Account credibility feature: the number of friends 

and followers of the user can also be a good feature 

to differentiate between malicious and legitimate 

accounts. The number of followers of a normal user 

is often close to the number of his friends; but this is 

different for social bots, and they have much more 

friends than followers. The following equation is 

usually used for this purpose. The result of this 

fraction is close to 1 for celebrities and 0 for social 

bats [16]: 

  Account Reputation = followers / (followers + 

friends) 

-Sentiment features: are the useful features to 

illustrate the emotions, attitudes, and opinions that 
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are conveyed by online social media and these 

factors are one of the key attributes for identifying 

suspicious user accounts. Malicious accounts often 

exaggerate the content and mislead the user by 

arousing the reader's emotions. [30] has examined 

the various usage of sentiment analysis in the fake 

news detection. 

It should be noted that finding a cluster of malicious 

users who create forums to spread false news is a 

basic idea for detecting and preventing the spread of 

fake news on social networks, which [51] is focused 

on. 

 

4.2.2.2. Content-Based Features 
 

Textual modality: the most important and common 

of these features are [32]: 

 Linguistic features: The traditional 

representations of linguistic features divided to 

lexical, syntactic and semantic features. 

- lexical features: include the average length 

of news, words statistics, fake news patterns at 

the word-level, used pronouns, positive and 

negative emotional words extracted from the 

text and so on [52]. 

-  Syntactic features: include parts of speech 

tagging (POS), the average sentence length, the 

frequency of punctuation (such as question 

marks, parentheses, and comma), the average 

polarity of the sentence (positive, neutral or 

negative) and so on. Research has shown these 

features have a great impact on the fake news 

detection. For example, fake news creator often 

use punctuation as well as adverbs and verbs 

more than real news creator [53]. Some studies 

have also expressed that fake news creator, 

unlike real news creator, don’t have to apply the 

grammatical rules. 

Semantic features: include the polarity of the 

sentence (positive, neutral or negative), 

readability, the thematic features of the 

messages extracted from the text and so on [52]. 

Many studies have extracted textual features       

using NLP techniques to the fake news 

detection [54, 55, 56, 57, 58, 59, 1, 60, 61]. 

 Psycho-Linguistic features: Psycho-linguistics 

or psychology of language is used to extract the 

psychological characteristics of language 

including, the emotions embedded, self-

references, cognitive complexity etc., from a 

text data. Fake news usually uses fewer self-

references, more negative emotion words and 

fewer markers of cognitive complexity [62]. 

Other features of this category are: affective 

information (positive and negative emotion), 

exclusive information (but, without), motion 

words (walk, move, go), social processes (talk, 

us, friends), Cognitive processes (cause, know), 

etc. [32]. LIWC is one of the most popular 

software for experimenting the psycho-

linguistic features of a text [63], which is based 

on a large dictionary of different categories of 

words that represent linguistic and psycho-

linguistic features.  

 Stylometric features: Stylometry is the statistical 

analysis of variations in literary style between 

one writer or genre and another, which has been 

used in numerous researches to detect a news is 

fake or not [64, 65, 3]. The intuition and 

assumption behind style-based methods is that 

malicious entities prefer to write fake news in a 

“special” style to encourage others to read and 

convince them to trust. News style analysis is a 

content-based method that uses text writing 

features and machine learning methods [5]. When 

people hide their writing styles, some linguistic 

features change, and if we identify these features, 

we can most likely detect weather a news is fake 

or not [66]. Some of these features are: letter-

related features (such as number of letters, 

percentage of numbers, number of common n-

gram, number of special letters and punctuation 

mark), word-related features (such as total 

number of words, average number of letters per 

word, number of long words), functional words, 

POS and etc. In [66], two other categories of 

features include text-related features (such as 

quantitative features, lexical and grammatical 

complexity, etc.) and author-related features 

(such as the number of unique words that can be 

used by him/her, the number of sentences, the 

average length of the sentence, etc.) were also 

mentioned. 

 Statistical or empirical features: These features 

are very helpful to characterize and understand 

the hidden patterns in fake or real news when we 

consider the fake or real article detection as 

traditional supervised or unsupervised learning 
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processes.  The most important of these features 

are: bag of words and word embedding. 

-  Multimedia features: Images are more important 

than text, because they attract more due to being 

vivid and easily comprehensible. There are a lot of 

images on social networks, so fake information can 

be transmitted to many users by manipulating them. 

Therefore, the more the content tends to be 

visualized, the less likely it is to be criticized and 

the more likely it is to be credible [67]. 

Unfortunately, few studies use image-based 

features to validate a news article, although they 

often try to use textual features around images. [68] 

stated that fake news includes images and video in 

addition to text, but existing research focuses on 

only one of these items; In order to have high 

accuracy, it is better to consider all textual and non-

textual content of the news. [69] also stated that 

relying only on the textual features of tweets that 

contain short content, it is not possible to determine 

with good accuracy whether they are real or fake, 

and therefore additional information such as 

multimedia features should be considered. [70] also 

present a survey of deep learning methods on 

multimodal fake news detection on social media.  

 

4.2.2.3. Context-based features 

   Identifying fake and fact news is difficult only by 

content-based features analysis [71]. On the other 

hand, context-based methods are less effective than 

content-based methods in finding fake news early 

because fake news must be published on the network 

for some time to form a model for its dissemination. 

According to various studies, fake news in the 

political field usually spreads faster and more than 

fake news in other fields such as business, science, 

and entertainment [23]. There are many studies that 

use context-based features to the fake news detection 

[72, 38, 73, and 74). These features can be divided 

into several types, which are: 

- Stance: is usually considered as a subset of 

sentiment analysis and aims to identify an author's 

stance or post stance towards a goal (which can be 

an idea, event, claim, topic, and even a news) [75] 

and therefore can be very helpful in the fake news 

detection. 

- Propagation features: includes the news 

distribution model, the time of their publication 

and so on. There are many questions about 

publishing fake news; for example: How to 

describe the propagation model of the news? Is 

there a difference between the propagation models 

of fake or fact news? Is the fake news in various 

fields (such as political, economic, and cultural), 

various topics (such as natural disasters, 

presidential elections and health), various 

platforms (such as Twitter) or various languages 

(such as English, Chinese, and Russian) published 

differently? 

- Temporal-based features: These features can be 

used to describe the behavior of the sender of the 

news in a time series manner. They are good 

attribute to detect suspicious posting activities, and 

can be used to indicate the false level of online 

news. Some of these features include: the interval 

between two posts, the frequency of posting, 

replying and commenting for a certain account, the 

time of the day when the original information is 

posted/shared/commented, and the day of the week 

in which the post is published [16]. 

Numerous studies have used a combination of 

these methods and achieved good results. For 

example, [76] has used various features of content, 

users and context to identify Persian rumors in 

twitter and has achieved relatively high accuracy. 

[77] has also used a combination of news content, 

publisher and context features. It stated that 

although early detection of fake news is very 

important in order to prevent its publication in the 

future, but the longer the news is published, due to 

more user interactions about that news, the 

accuracy of the fake news detection is increased. 

[78] used a transformer-based approach based on 

news content and social contexts.  

 

4.3. Learning Approach-Based Category 
 

Studies in the field of fake news detection can be 

divided into two parts. Until 2013, most research 

focused on content related to debates and online 

forums, but in recent years, the focus of research has 

shifted to posts and tweets on social media [28]. The 

following are the main approaches to implementing 

the fake news detection system [79]: 
 

4.3.1. Feature-based machine learning 

approaches 
 

Most existing studies, especially before deep 

learning, used this approach to detect fake news [80, 

69, and 76]. These approaches use machine learning 

algorithms.    Features used in this type of approach 

are [16]: 
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 Word-level feature: bag-of-words, n-gram, term 

frequency (TF), term frequency-inverted document 

frequency (TF-IDF) are the most commonly used 

linguistic features for natural language processing. 

Also, the presence of special and suspicious tokens 

such as exclamation, question mark, user mention, 

hashtag, emoticon smile and so on can be used to 

identify fake content. Similar to suspicious tokens, 

the present of stylistic words such as the stop-

words, punctuations, quotes, negations (no, never, 

not, etc.), informal/swear words, interrogative 

(how, when, what, why), nouns, personal 

pronouns, possessive pronouns, determinants, 

cardinal numbers, adverbs, verbs, quantifying 

words, comparison words and so on can also be 

used for online fake news detection. 

 Sentence-level features: refer to all the important 

attributes that based on sentence scale, they include 

parts of speech tagging (POS), the average 

sentence length, the frequency of punctuations, 

function words in a sentence, the average polarity 

of the sentence (positive, neutral or negative), the 

sentence complexity and so on. 

 Content-level features: refer to the raw 

information of the news content and include the 

news topics (politics, financial, technology, etc.), 

the certainty of news, the number of special tags 

or symbols in the whole news and so on. 

   
 

4.3.2. Deep learning Approaches 
 

These approaches often use deep neural networks 

(such as RNN3). However, the results show that 

LSTM4 networks, which is a type of RNN, bring 

good results [81]. Some of the common features 

used in these approaches are word representation 

(Word2Vec), GloVe [82], phrase embedding and 

word/letter n-grams. For example, [83] tried to learn 

discriminative features from tweets content by 

following their non-sequential propagation structure 

and generated more powerful representations for 

identifying different type of rumors and showed that 

recursive neural network models performed better 

than previous approaches and will be able to identify 

rumors with relatively good accuracy in the early 

stages after publication. [84] also examined different 

approaches to machine learning to detect fake news 

and showed that the limitations of these methods can 

                                                           
3 Recurrent Neural Network 
4 Long-Short Term Memory 

be partially overcome by using deep learning. [33] 

also acknowledged that deep learning techniques can 

improve fake news detection systems. Wang et al. 

proposed a hybrid conventional neural network 

model that performs better than other machine 

learning models [85]. Rashkin et al. conducted an 

extensive analysis of language-based features and 

reported promising results with LSTM [86]. [87] 

used a hybrid CNN-BiLSTM-AM model for 

COVID-19 fake news detection. [88] proposed a 

model for fake news detection in Dravidian language 

using transfer learning with adaptive fine-tuning.  
 

4.3.3. Learning approaches based on advanced 

language models or pre-trained models 

These approaches have been used recently in many 

studies [89, 90, 91, 92] and often use pre-trained 

models such as BERT5, RoBERTa6, DistilBERT, 

ELECTRA7 and ELMo8 algorithms. BERT is a 

transformer-based machine learning technique for 

natural language processing (NLP) pre-training 

developed by Google and designed to learn the word 

representation of unlabeled texts [93]. RoBERTa 

was first proposed in [94] and is an optimized 

approach to the BERT algorithm. DistilBERT is a 

smaller, faster, cheaper and lighter version of the 

original Bret that has 40% fewer parameters than 

BERT and is 60% faster than BERT [95]. 

ELECTRA is a method for self-supervised language 

representation learning [96]. It can be used to pre-

train transformer networks using relatively little 

compute. ELMo is a deep contextualized word 

representation which represent words in vectors or 

embeddings [97]. [89] By analyzing the relationship 

between the title and the body of the news, identified 

fake news and claimed that the BERT algorithm has 

improved the F-score compared to previous 

advanced models. [91] also present a hybrid 

architecture connecting BERT with RNN to create 

models for detecting fake news. 
 

4.3.4. Ensemble Learning Approaches 
 

These approaches use more than one classifier to 

arrive at a final output, that simplest combination 

scheme is majority voting. The random forest 

algorithm is one of the most common algorithms for 

the full coverage of the data set, combining several 

decision trees with each other. For example, [98] 

                                                           
5 Bidirectional Encoder Representations from Transformers 
6 Robustly optimized BERT approach 
7 Efficiently Learning an Encoder that Classifies Token Replacements 

Accurately 
8 Embedding from Language Models 

https://en.wikipedia.org/wiki/Transformer_(machine_learning_model)
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Google
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detected rumors in twitter using different methods 

and stated that the random forest algorithm has the 

highest efficiency compared to other methods. Also 

[99] presented a rumor detection system which 

focused on a specific topic, that is health-related 

rumors on Twitter. To this aim, it constructed a new 

subset of features including influence potential and 

network characteristics features and achieved 

relatively good accuracy with the random forest 

algorithm. 
 

 

4.4. Learning Method-Based Category 
 

Learning models can usually be divided into three 

categories: supervised, semi-supervised and 

unsupervised. In the following, we will describe two 

categories of supervised and unsupervised, which are 

mainly used to the fake news detection. 

 Supervised learning: Supervised machine learning 

algorithms like decision tree, random forest, 

support vector machine (SVM), logistic regression, 

and K-nearest neighbor (kNN) are commonly used 

to detect hoaxes, fraud and classify them [16]. 

There are many evaluation criteria for assessing the 

performance of different machine learning 

techniques. The most common metrics are: true 

positive (TP), true negative (TN), false positive 

(FP) and false negative (FN). Other evaluation 

criteria are Precision, Recall and F-Score that the 

formulas for calculating them are: 

   

Recently, deep learning algorithms have significant 

improvements in speech recognition and visual 

object detection. Unlike conventional machine 

learning methods that require manual feature 

extraction, deep learning algorithms such as 

recursive neural networks (RNN) can be fed with 

raw data and they are able to detect patterns  

automatically. These methods are also very 

effective in detecting fake news [100, 64, 99, 98, 

25, 76]. 

 Unsupervised learning: The performance of a 

supervised learning model strongly depends on the 

quality of a labeled dataset. However, it is difficult 

to create a dataset with wide coverage and good 

quality for fake news detection. Firstly, the real-

world online dataset is usually big, incomplete, 

unstructured, unlabeled, and secondly, and 

secondly, a large amount of false information with 

diverse intentions and different linguistic is created 

via social media every day [16]. Therefore, 

determining the true label for data is a difficult 

task. Thus, an unsupervised learning model is more 

practical and feasible to solve the real-world 

problem. Unfortunately, only a few research has 

worked directly to detecting the online fake news 

in unsupervised methods, most of which have 

focused on semantic similarity analysis. [48] has 

used content-based features as well as social-

context based features to detect fake news from 

Twitter news posts, and claim that because no 

labelled data is required, the proposed model for 

the online fake news detection is very practical. 

[101] proposed a model for content-based 

unsupervised fake news detection on Ukraine-

Russia war. [102] stated that usually when people 

encounter news that they doubt is true, ask some 

questions such as "Is this news true?", "Really?", 

"How is this possible?". Therefore, it developed a 

technique based on searching for the enquiry 

phrases, clustering similar posts together, and then  

 collecting related posts that do not contain these 

simple phrase. These clusters indicate whether the 

news is fake or not and then provided to human 

experts for further investigation. 

Some studies used semi-supervised methods for 

fake news detection. For example, [103] 

developed semi-supervised bidirectional RNN for 

misinformation detection. [104] proposed a 

robust semi-supervised fake news recognition 

model based on effective augmentations and 

ensemble of diverse deep learners.  

 

4.5. Independence-Based Category 
 

Most studies on automatic detection of fake news 

focus on a specific language (mostly English), a 

specific platform (Twitter, Facebook, etc.) or a 

specific field (Covid 19, Cindy Flood, and 

Earthquake). However, some studies, given that the 

publication of fake news is a global problem and may 

be presented in any language in any field and on any 

platform, tried to present methods or features that can 

detect fake news independent of such dependencies. 

For example, [105] proposed some language-

independent features for detecting the fake news, and 

[106, 107] tried to use cross-lingual methods and pre-

trained transformers such as BERT to solve this 

problem. Of course, in some cases, if we encounter a 

lack of dataset in the relevant language, a translation-
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based solution can also be used. In this method, the 

system is trained on the training data of the source 

language, and then by translating the test data in the 

target language, the label of each input sample is 

specified, or the entire test data is translated into the 

target language and then modeling is performed on it 

and for each test data or input data, the corresponding 

label or class is specified. [117, 118] used this method 

but mentioned that using this approach alone is not 

appropriate to improve the performance of the fake 

news detection system; because each language has 

unique features that by translation, some of these 

features are lost or even changed, and hence, some 

other arrangements must be made to improve 

accuracy. [119] noting that most research has focused 

on a particular platform such as Twitter, he stated that 

only by relying on special text-based features can it be 

possible without regard to the news publishing 

platform and as much as possible Independently 

detected fake news. [119] stated that most research has 

focused on a specific platform such as Twitter, but 

said that it is possible to detect fake news by using 

some text-based features regardless of the news 

propagation platform and even the language. 

Table 3 summarized some research conducted in this 

regard. As the table shows, most studies have used 

the supervised method and little work has been done 

on unsupervised methods. Machine learning 

approaches are also more popular, but in recent years 

researches have shifted to transfer learning 

approaches and use of transformers. On the other 

hand, the results of this study show that most of the 

papers have worked on the news text and didn’t pay 

attention to image or video 

5. Available Fake News Dataset 

 

Various datasets have been published in recent years 

to detect fake news, which in the Table 4, we have 

tried to introduce the most important of them along 

with the characteristics of each. Most of the 

available datasets are small in size and number of 

samples, so they aren't useful for machine learning 

models that require a lot of data. Also, many of these 

datasets categorized their data into fake and real 

classes, and only a few provide more accurate labels. 

On the other hand, some of them focused on specific 

domains that may involve only certain writing styles. 

On the other hand, most of the existing datasets have 

focused on collecting the textual data and a small 

number have gathered visual data. The available 

fake image datasets are limited in size and variety, 

so there is still much work to be done in this area. 

Some of the existing datasets are used to fact-

checking, such as the FEVER, Fauxtography, and 

Fakeddit. 
 

6. Critical Analysis of Fake News Detection 

Studies 
 

To highlight the challenges and limitations of fake 

news detection models and identify their 

weaknesses, we analyze the studies listed in Table 3, 

which are examples of all reviewed articles. 

The following figures represent statistics resulting 

from the analysis of the relevant studies in Table 3. 

Fig. 8 illustrates shows the percentage of studies 

conducted in English and non-English language. 

Therefore, there is a need to focus more on this 

important issue in other non-English languages. 

According to Fig. 9, one of the weaknesses of the 

conducted studies is the development of fake news 

detection models on the Twitter platform, and less 

work has been done on other platforms. In fact, it is 

better for researches to propose models that identify 

fake news without depending on a specific platform. 

Fig. 10 shows that most studies have used 

supervised.  
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Table 3 

A comparison of research conducted in the field of fake news  
 

Paper Year Language Source 

Learning 

method 
Learning approach Detection method Type 
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[100] 2011 English Twitter  √ √     √   √  

[80] 2013 English Twitter √  √     √ √ √ √  

[50] 2013 English Twitter √  √      √ √  √ 

[102] 2015 English Twitter  √ √    √ √   √  

[108] 2015 English Wikipedia -          √  

[69] 2016 English Twitter √  √     √ √  √  

[76] 2017 Persian Twitter √  √     √ √ √ √  

[25] 2017 English Twitter √  √     √ √ √ √  

[99] 2017 English Twitter √     √   √ √ √  

[65] 2017 English BuzzFeed √  √     √   √  

[109] 2017 Chinese Weibo √   √    √   √  

[98] 2018 Persian Twitter √     √  √ √ √ √  

[110] 2018 English -       √    √  

[111] 2018 English Wikipedia       √    √  

[83] 2018 English Twitter √   √     √  √  

[112] 2018 English Weibo  √  √      √ √  

[48] 2019 English Twitter  √ √     √ √  √  

[64] 2019 English 
journalistic 

texts 
√     √  √   √  

[47] 2019 English News article          √ √  

[113] 2019 German News article √   √    √   √  

[81] 2020 Persian Twitter √   √ √   √   √  

[45] 2021 English - √  √    √    √  

[1] 2021 Persian 
Twitter, 

Telegram 
√     √   √  √  

[114] 2021 Arabic Twitter √    √   √   √  

[115] 2022 Arabic News article √   √    √   √  

[116] 2022 Arabic Twitter √    √   √   √  

 

methods for learning. Due to the fact that the 

datasets created in this field are not large, the 

accuracy of the models is often not very high. It may 

be useful to focus on models that can identify fake 

news with high accuracy without relying on labeled 

data. As it is clear from Fig. 11, most studies have 

used machine learning approaches, but interestingly, 

in recent years, the use of deep learning approaches 

is increasing strongly. The existence of transformers 

has led to an increase in the quality of algorithms in 

this field. Also, according to Fig. 12, the use of 

content-based features is used in many articles. But 

due to the usefulness of information in other cases 

such as context, user, etc., it is better to use a 

combination of different features to detect fake 

news. Unfortunately, according to Fig. 13, most 

researches have only used the features of the news 

text and have not used the features of news images, 

etc. If the use of multimodality can have a better  

effect on increasing the accuracy of fake news 

detection models 
 

7. Crisis management in Fake News Age 
 

As mentioned, fake news in the digital age has taken 

on a new form due to the emergence of social media, 

which has led to many challenges and threats [52]. 

Here are the most significant negative effects of fake 

news: 

- Damage to the media ecosystem and lack of trust 

in them 

- Increased anxiety, uncertainty and pessimism 

among individuals 
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- Misleading public opinion towards achieving the goals  

- Confusion and hesitation of community members 

or decision makers due to lack of reliable 

information for decision making in various fields 

- Threats to domestic and international security and 

diplomacy 

- Inappropriate effects and consequences of social 

political, cultural, economic  

- Reducing the rate of productivity and production 

 

Table 4       
 Available fake news dataset

News domain Source Type 
Number of 

classes 
Size Dataset 

Political Politifact text 6 12863 LIAR 

 [85] 

various Wikipedia text 3 185445 
FEVER 

[111] 

Political Facebook text 4 2282 BUZZFEEDNEWS 

Political Facebook text 4 2263 
BUZZFACE 

[120] 

Technology Facebook text 2 15500 
some-like-it-hoax 

[121] 

various Twitter text 2 330 
PHEME 

[122] 

various Twitter text 5 60000000 
CREDBANK  

[123] 

Political BS Detector text 2,3 700 Breaking! 

various 194 news outlets text 8 713000 NELA-GT-2018 

Political/ celebrity Twitter text 2 602659 FAKENEWSNET 
[124] 

various Opensources.co text 10 9400000 9FakeNewsCorpus 

Syrian war 15 news outlets text 2 804 FA-KES 

various self-taken image 2 48 Image Manipulation [125] 

various Snopes, Reuters text, image 2 1233 
Fauxtography 

[126] 

various Twitter text, image 2 17806 
image-verification-corpus 

[127] 

Manupulated images Reddit image 2 102028 The PS-Battles Dataset [128] 

various Reddit text, image 2,3,6 1063106 Fakeddit 

                                                           
9 https://github.com/several27/FakeNewsCorpus 
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On the other hand, fact-checking resources can 

only detect fake news after the misleading 

information is created and disseminate through the 

Internet and warn online users against similar 

claims or topics, but they cannot completely 

prevent the propagation of false information on 

social networks [16], therefore, it is necessary to 

consider other aspects to combat fake news. In this 

regard, we propose the process presented in the 

figure 6. Since the publication and propagation of 

fake news leads to the crisis in society, so we tried 

to take advantage of the crisis management cycle 

[129] and address the proposed actions and 

activities at each stage.  

Crisis management seeks to minimize the damage 

a crisis causes. However, this does not mean crisis 

management is the same thing as crisis response. 

 

 

  

 

Fig. 8: Percentage of studies conducted in English and Non-

English Language 

 

Fig. 9: Percentage of studies conducted in Twitter and other social 

media 

  

 

Fig. 10: Percentage of papers use Supervised and Un-supervised 

learning method 

 

Fig. 11: Percentage of papers used different approaches for their 

model developement 
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Fig. 12: Percentage of studies uses various fake news detection 

method 

 

 

Fig. 13: Percentage of studies uses different modality for fake news 

detection 

 

Instead, crisis management is a comprehensive 

process that is put into practice before a crisis even 

happens. Crisis management practices are engaged 

before, during and after a crisis. In the following, we 

will describe each part of this process. A 

combination of these steps can provide a various 

type of analytics, alerts, and detection to protect 

users from the destructive effects of the fake news. 

1) Prevention (before the crisis): The purpose of this 

step is to identify any trending or potential false 

news as early as possible to avoid publishing and 

spreading it. To achieve this, by using various 

methods such as AI-based methods, the existing 

historical data are analyzed, then topics that are 

susceptible to misinformation are identified and 

potential fake news before they occur are 

predicted. Also, by introducing malicious accounts 

and domains, it is possible to inform the people 

about the inaccuracy of the news published from 

these sources. 

2) Preparation (beginning of the crisis): Facing the 

crisis involves any action to prevent each future 

consequences and damages, because the more fake 

news is spread on the network, according to the 

validity effect [130], people are more likely to trust 

it. Therefore, at this stage, all suspicious items such 

as news content, platform, sources and even 

suspicious users should be investigated more 

carefully to identify newly emerging fake news as 

well as to determine from which source and where 

this news was published. Other activities can also 

be done in this step are:  promoting the media 

literacy of users, passing laws by the government 

to prevent the publication and dissemination of the 

Fig. 8: Crisis management process in fake news age and proposed actions  
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fake news, strengthening the field of professional 

journalism and using new methods for stating facts. 

3) Response (during the crisis): At this stage, the 

most important action is to detect rumors or fake 

news published and spread. In this case, the 

response strategy can be based on network 

structure, or based on users [5]. In the first case, we 

prevent from spreading of fake news in the 

predicted directions by relying on analyzing the 

structure of its dissemination network. In the 

second case, it is possible to limit the effective 

malicious users who have more influence among 

the users and prevent the further spread of fake 

news by them. In other words, another activity that 

should be done in this step is to minimize the scope 

of propagating the fake news so that fewer users 

are exposed to the mental pollution of this news. 

Experiences as well as cooperation of other 

countries can also be used to detecting and dealing 

with false news in various fields, especially 

international hot topics.  

Recovery (after the crisis): At this stage, 

unfortunately, fake news has spread among users 

and misled their beliefs and minds. Therefore, it is 

necessary to carry out various activities such as 

cultural activities with the aim of raising public 

awareness, and on the other hand, people should be 

immunized with real news. For example, users can 

be identified whose role is to correct news and then 

publish it [131]. It is important to have such 

corrective mechanisms before the false information 

is imprinted as correct information in the reader's 

mind. These mechanisms include crowdsourcing 

techniques, fact-checking by experts before 

publishing news, or a combination of them [132]. 

Also, the intervention strategy should be different 

for malicious users than normal users, for example, 

malicious users should be fined or their account 

deleted, but for normal users, training should be 

done to improve its capabilities to recognize and not 

spread fake news. Finally, reviewing and modifying 

programs and plans is another activity that should be 

done in this step. 

8. Open Research Issues 

Despite the many studies have been conducted in 

recent years in the field of fake news, there is still a 

long way to reach an effective and efficient system 

for fake news detection and there are various 

research issues for further research, that we highlight 

some of them: 

 Cross-lingual fake news detection: With increasing 

globalization, news from different countries, in 

different languages, has become readily available 

and has become a way for many people to learn 

about other cultures. As people around the world 

become more reliant on social media, the impact of 

fake news on public society also increases. 

However, most of the fake news detection research 

focuses only on English and the existing datasets 

are often prepared in English, French and so on; 

therefore, detecting of fake news in many 

languages is a problem. One of the efficient 

methods for solving this problem that can lead 

future research is using the cross-lingual 

techniques. For this purpose, the system is trained 

with training data available in a specific language 

(such as English) and then used to predict test data 

in other language. 

 Fake news detection in other types of content: 

Almost all related research on detecting fake news 

has been done on textual content, so detecting 

manipulated or fake content on images and videos 

can be an important research issue. 

 Account profiling: Because of the devastating 

societal effects of fake news, fake news detection 

has attracted increasing attention. However, the 

detection performance is generally not satisfactory 

only using news contents because the fake news is 

written to mimic true news. Therefore, there is a 

need for an in-depth understanding on the 

relationship between user profiles on social media 

and fake news. Therefore, account profiling and 

especially personality profiling can be an important 

future research direction. 

 Stance detection: The first useful step in 

identifying fake news is to understand what other 

news sources are saying about the same topic. 

Stance detection comprises the estimation of the 

relative perspectives of two different text pieces on 

the same topic. Of course, there are different types 

of stance: 1) stance of post to post, 2) stance of 

post to topic, 1) stance of replies of a post to post, 

each of them can be important research topics. 

 Unsupervised learning to fake news detection: As 

mentioned earlier, limited access to high quality 

labeled datasets is one of the main challenges in 

detecting fake news. Therefore, unsupervised 
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learning methods are useful for analyzing real-

world news and it is better to pay attention to it in 

future research. 

9. Discussion and Conclusion  

This survey extensively reviewed and discussed 

about the current fake news research by (1) defining 

fake news and differentiating  it from fabricated 

News, propaganda, conspiracy theories, hoaxes, 

Click-bait, news Satire and rumors; (2) presenting 

the fake news characteristics and features; (3) 

reviewing and categorizing the fake news detection 

approaches from five perspectives; (4) describing the 

various steps in crisis management process and 

proposing the important activities in each steps in 

fake news age; (5) highlighting the various research 

issues for future. 

Based on the analysis of various studies, the key 

challenges in fake news detection are datasets, 

feature representation and data fusion. To overcome 

the problem of the use of either small or imbalanced 

datasets can be use the data augmentation methods. 

This method is effective for addressing the lack of 

data in the early stages, especially when new events 

emerge, such as the Covid-19 pandemic. On the 

other hand, visual features have not been used much 

in detecting fake news. Images in fake news are 

manipulated in sophisticated ways to trick viewers, 

grab their attention, and convince them to share the 

news. Due to the relationship between textual and 

visual features, the combination of text and image 

features increases the recognition accuracy. 

Due to the fact that social media users are from 

different cultures, ages and educational backgrounds, 

the language of the media is often slang and has 

many mistakes, which leads to problems when using 

models such as Glove and Word2Vec. To solve this 

problem, models such as BERT and fastText can be 

used.  

Although machine learning methods have been used 

to detect fake news, their detection accuracy is less. 

Deep learning algorithms have outperformed 

machine learning algorithms and provided 

outstanding results due to their ability to handle 

large amounts of data, efficiently extract features, 

successfully learn, and capture complex patterns. 

And finally, combining data from different methods 

(text and image) may be very useful for identifying 

fake news. However, the true importance of multiple 

methods cannot be determined by direct correlation 

of features. The unique characteristics of each 

modality must be preserved and relevant information 

combined between different modalities. One of the 

most effective ways to deal with this issue is the 

attention mechanism. 
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