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ABSTRACT

The rapid advancement in wireless over wired has augmented the need for improving the
Quality of Service (QoS) over such wireless links. However, the wireless ad hoc networks
have too low bandwidth, and establishing a QoS in these networks is a difficult issue. So,
support of quality of service in ad hoc networks is the topical issue among the network
science researchers. In this research we are going to evaluate the performances of DSACC
(Distributed Scheduling algorithm with Collision Control) and QPART (QoS protocol for Ad
hoc Real Time Traffic) algorithms in different conditions. These two algorithms are able to
support quality of service in ad hoc networks. It should be noted that we have used ns-2
simulator software to compare these two algorithms.
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1. INTRODUCTION

A mobile ad hoc network (MANET) is a
collection of mobile nodes that can
communicate with each other without using
any fixed infrastructure. A multi hop ad hoc
network is an ad hoc network in which the
packets of a traffic flow are relayed by one
or more intermediate nodes before they
reach the destination. We can create ad hoc
networks easily. So, regarding the ease of
the installation of these networks, it is
estimated that this type of networks will be
used commonly. To support different types
of real time applications, providing various
qualities of service (QoS) guarantees for
multi-hop flows is an important issue in
wireless ad hoc networks. As we know
Best-effort services cannot render services

for this type of applications. The Best-effort
service characterizes a service in which the
network does not provide any patronages
and guarantees that packets are delivered
and a quality of service be done. However,
real-time flows related to multimedia
applications are more important than other
flows and should be served specifically.
There are many algorithms for attention
to QoS parameters in ad hoc networks [1, 2,
3, 4, 5]. Most of existent algorithms do not
control the rate reception of flows. These
algorithms do not note to this fact that
accept of the new flows may decrease the
bandwidth of the available nodes in the
scope of the node transmission. Recently,
other algorithms have been prepared to
support of service differentiation in Ad hoc
networks. Many of them specifically target
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IEEE 802.11 [6]. For example, studies in
[7, 8 9, 10] propose to control the
contention window sizes or the inter-frame
spacing improve network
throughput, while studies in [11, 12]
propose  priority-based  scheduling to
provide service differentiation. Most of
these works utilizes a static mode such as
different back-off mechanisms, different
DIFS lengths, or different maximum frame
lengths, based on the priority of the traffic
to provide the service differentiation.

In continue and before the assessment of
the efficiency of the two algorithms of
QPART and DSACC, we will have a brief
look at their functions.

2. QPART ALGORITHM

The QPART [13] algorithm is considered
to be one of the best algorithms to establish
quality of service in ad hoc wireless
networks. This algorithm could support
QoS with the least overload into the
network. This algorithm groups the flows
into three groups of flows sensitive to
delay, sensitive to bandwidth, and best-

values to

effort services. Then, it uses the queue
structure to control the back-off amount of
flows. In each node, one queue for n
number of best-effort flows and n queues of
real-time flows crossing the node are
created. The creation of these queues is
locally carried out and there would be no
overload for the network. Below some
formulas used by this algorithm to control
CW related to flows will be investigated.

e The QPART algorithm uses the
following formula to control the CW of
delay-sensitive flows :
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Where the superscript » represents the

n" update iteration, D denotes the actual

peak packet delaan at the node during a
update period and o is a small p.sitive
constant (0¢=0.1).

e The QPART algorithm uses the
following formula to control the CW of
bandwidth-sensitive flows :
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Where ¢ is a threshold value of the queue
length that is smaller than the maximum
capacity of the queue, Q represents the
actual queue length and £ is a positive
constant (f=1).

e The QPART algorithm uses the
following formula to control the CW of best
effort flows :
™D — e sy -FPy )

Where f'is a congestion threshold for an
idle channel time, F is the actual idle
channel time and y is a positive constant
(y=0. 1).

QPART algorithm uses above formulas to
regulate CW of flows and it tries to improve
the parameters related to quality of service
of the flows existing in the network with
the same formulas. It should be noted that
this algorithm uses the formula proposed in
IEEE 802.11 to calculate the amount of
back-off of each of the flows.

3. DSACC ALGORITHM

The problem of QPART algorithm is that
to establish flows' quality of service, the
status of the network has not been
considered carefully. Each of the flows uses
the formulas and related queues to calculate
its CW and tries to gain a communicative
medium and then send data packets.
Meanwhile, due to the high acceptance rate
of flows, the probability of the existence of
overpopulation and chaos in some areas in
the network is inevitable. In this case, the
status of the network should be taken into
consideration when we calculate the
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amount back-off of a flow. In other words,
when a node is trying to send data packets
and faces number of collisions, this means
that the network has heavy traffic. If any of
the nodes faces this situation, it should be
noted that the network is in busy status and
consider this in calculating CW and choose
a higher amount for the CW and avoid the
quarrel to gain channels. This should
continue until the channel is vacant and the
collisions reduce. The goal of DSACC [14]
algorithm is to present an intelligent
framework to send flows intelligently in
wireless ad hoc networks. Regarding the
fact that using an ad hoc network is
increasingly developing it is possible that
the broadness and as a result the number of
users who use these networks in the same
environment is enhanced. As it is known,
the management of all networks and
specifically ad hoc network management
become complicated by increasing the
number of users and the quality of services
posed decreases. In our proposed algorithm
we take into consideration the status of the
network to resist against this problem and
control the existing flows of the network
better. In addition to paying attention to the
network's status in calculating CW, it is
possible to use fixed wireless routers or
slow moving wireless routers during path
found. In DSACC, we have used the
following formula to control the status of
network besides using the formulas
proposed by QPART algorithms.

Back-off=Rand0(2" +R , CW, . FSlot Time (4)
In above formula R, lshows the collision

rate between the two successful frame
transmissions of a station and r is a positive
number.

The pseudo-code of Receive, Send and
Back-off functions are as follows:

Receive Sensitive Packet ( P as packet)

{
If (Create Time(p)>ReT(p)) then

Reject (P)
Static Waiting Time=0 ;
Waiting Time++;

}

Send Sensitive Packet ( P as packet)
{

Create_Time(p) = Create_Time(p) + Waiting_Time(p);

}

Back-off Time

{
Get minimum CW( cw . ) from network layer.
min
Calculate Back-off time according to:
Back-off =Rand[0(2" +R ., *CWypin, ¥:Slot_Time
}
4. MODEL VALIDATION

In this section, we use the NS-2 program
and evaluate the performance of DSACC
and QPART algorithms in supporting QoS.
NS (network simulator) is a name for series
of discrete event network simulators. All of
them are discrete-event network simulator,
primarily used in research and teaching. NS
is free software, publicly available under
the GNU GPLv2 license for research,
development, and use. In our simulation the
AODYV routing algorithm in a network with
11Mb bandwidth is wused. The used
parameters are shown in Table 1:

Table.1. Parameters of simulation

a | 0.1 f 1 ms q 5 Packets

CW update Interval | 0.1

Bl Y| r| o1

To prove the packet scheduling capability
in DSACC algorithm, we have supposed
the network with 1000 m * 1000 m size,

25




Journal of Artificial Intelligence in Electrical Engineering, Vol. 1, No. 4, March 2013

and evaluated their operations in multi-hop
status. In this simulation there are 8 flows
for each delay, bandwidth sensitive and best
effort flows (24 flows). The hop counts of
flows are 1 to 7. The delay sensitive flows
should reach to destination node within 100
ms. These flows generate 50 packets per
second, that the size of each packet is 512
bytes. Each bandwidth sensitive flow
generates 50 packets per second, that the
size of each packet is 512 bytes. The size of
best effort packets is 512 bytes. The
average delay of delay-sensitive flows has
shown in figure 1. The DSACC and QPART
algorithms maintain the delay of delay-
sensitive flows below of their requirements
(100 ms). It means that both of them could
support quality of service in this situation.
But as it can be seen in the figure, due to
the use of fixed nodes and also considering
the present status of the network, DSACC
algorithm has had a better function than
QPART algorithm and the reached QoS by
the DSACC is better than reached QoS by
the QPART. It seems that the DSACC
algorithm is able to manage networks with
a lot of nodes. In our next experiment, we
will increase the number of nodes and will
study the performances of the algorithms.

Average Delay (Millisecond)

=

o ) 100 i 200

Time (Second)

Fig.1. Average delay of delay-sensitive flows

In the following, we evaluated the
behavior of algorithms in a network in
which there are many nodes in this
network. We considered the size of the
network to be 2000 m*2000 m in which
180 nodes were scattered randomly in the
network environment that 10 nodes of them
have moved slowly. This network entails
both real-time and best-effort flows. We
consider the number of real-time flows to
be 32 and best-effort flows 50. The number
of real-time flows in this test is double
related to previous test. Also the number of
all flows is fourfold compared to previous
evaluation. Randomly some nodes are
chosen and then start communication with
each other by sending some flows.
Regarding that our aim of this experiment is
to study the behavior of the algorithms in
networks having a great deal of nodes, we
took into consideration the size and
production rate of real-time and non- real-
time packets as the previous test. In the first
50 seconds of the test, 8 real-time flows
were transmitted among the nodes of the
network. As it can be seen in figure 2, both
algorithms mentioned send their flows with
a little less amount of delay compared to
the needed delay. The rest of real-time
flows are sent in 50™ second. As you can
see, QPART algorithm loses its
management and control over the flows in
the network and the delay amount of the
flows increases more than what is needed.
In other words, this algorithm cannot
realize the service quality of the flows in
this situation. However, the DSACC
algorithm by considering the status of the
network and taking advantage of the less
moving nodes could manage the acceptance
rate and realizes the needed quality of
service of flows. In 80™ second 16 flows of
real-time flows have finished, then, QPART
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the control of itself
gradually on the flows present in the
network and realizes their service quality.
But as it can be observed in the figure, the
time needed to return to the usual status in
QPART algorithm is more than the DSACC
algorithm. In other words the DSACC
algorithm could adapt itself with more
situations, so, we could say this is quick,
lightweight and better than QPART.

algorithm gains

GPART ——
[

Delay Requirement ——

Average Delay (Millisecond)

Time (Second)

Fig.2. Average delay of real-time flows

5. CONCLUSIONS

We introduced some algorithms that
could support the QoS in wireless ad hoc
networks. Then, we compared two
algorithms entitled DSACC (proposed by
the authors of the present research) and
QPART algorithm. Both algorithms support
the QoS in ad hoc networks. The difference
between them is that in calculating CW of
flows, the QPART algorithm considers only
the present status of the flows. But the
DSACC consider to present status of the
flows and network status. Thus, when the
network is busy and the resources of the
network are occupied, the DSACC
algorithm performed better that QPART.
By considering the result of this paper, we

could claim that the DSACC algorithm is
more intelligent than QPART algorithm.
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