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Abstract  

Deep learning has progressed rapidly in recent years and has been applied in many fields, which 
are the main fields of artificial intelligence. Traditional methods of machine learning most use 
shallow structures to deal with a limited number of samples and computational units. When the 
target objects have rich meanings, the performance and ability to generalize complex 
classification problems will be quite inadequate. The convolutional neural network (CNN), which 
has been developed in recent years, widely used in image processing; because it has high skills in 
dealing with image classification and image recognition issues and it has led to great care in 
many machine learning tasks and it has become a powerful and universal model of deep 
learning. The combination of deep learning and embedded systems has created good technical 
dimensions. In this paper, several useful models in the field of image classification optimization, 
based on convolutional neural network and embedded systems, are discussed. Since this paper 
focuses on usable models on the FPGA board, models known for embedded systems such as 
MobileNet, ResNet, ResNeXt and ShuffNet have been studied. 

Keywords: Artificial Intelligence, Deep Learning, Image Classification, Convolution Neural 
Network, Deep Learning Algorithm. 

1. Introduction 

Today, deep learning technology is evolving 
rapidly and is used in many industrial fields. 
Deep learning, as part of machine learning, 
[1, 2] has become an important academic area 
since 2006. Deep learning is used in areas 
such as image classification and voice 
recognition with raw data [3]. Image 
recognition is a special part of computer 
vision that obtains outstanding information 
from images  [4]. Computer vision is used in 
many areas, such as identifying traffic signs 
and optical character recognition. Most 

computer vision work is done on GPUs not 
only images but also pixels can be run in 
parallel on them. Image recognition in GPUs 
performs well, however, it limits tasks to 
computers or workstations. 

Compared to desktop PCs, embedded 
systems (such as FPGAs) have lower power 
consumption, smaller size, and lower unit 
cost. These types of systems are used in 
several fields such as robots and smartphones. 
Given the growing needs of computer vision 
technology to be applied in FPGAs, 
combining the visual benefits of a computer 
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with an embedded system is a great way to 
solve problems in a variety of areas. 

FPGA is a well-established operating system. 
Compared to microprocessors, FPGA has 
good flexibility, it can be rewritten several 
times, and it is fast to read [5]. 

An embedded system, such as an FPGA 
board, is a flexible platform for specific tasks 
and it is physically very small compared to a 
traditional deep learning platform such as a 
workstation. The combination of deep 
learning and embedded system provides a 
great aspect for development. Deep learning 
is more focused on software design because it 
is not allowed to change high quality 
hardware and framework. However, there is 
no perfect way to apply a high-performance 
deep learning network to the target embedded 
system. 

It is important to study previous work on 
CNN models. In recent years, several models 
have been designed for CNN, such as 
AlexNet, GoogleNet, VGG-16, etc. [6]. 
Models can be evaluated using some features. 
These models cost less space for embedded 
systems, in which case there is a memory [7] 
on the board. 

2. Research literature 
In a study conducted by Tu and colleagues 

(2019) efficient DNN performance was 
evaluated and FPGA was used for fully 
connected layer and GPU was used for 
floating point operation aiming to use 
specialized devices such as FPGAs and GPUs 
in heterogeneous computations to accelerate 
deep learning computations with energy 
efficiency constraints. The proposed 

heterogeneous framework idea was 
implemented using the Nvidia TX2 GPU and 
the Xilinx Artix-7 FPGA. Experimental 
results show that the proposed framework can 
be calculated faster and much less energy 
consumption  [8.[ 

Another study was conducted by Shawahna 
et al. (2019) to investigate FPGA-based 
accelerators and Deep Learning Networks to 
learning and classification, recent techniques 
to accelerate FPGA deep learning networks. 
The researchers identified the main features 
used in various techniques to improve 
acceleration performance. In addition, they 
provided recommendations for increasing the 
use of FPGAs to accelerate CNN. The 
techniques studied in this paper reflect recent 
trends in FPGA-based accelerators of deep 
learning networks [9.[ 

Monafi (2019) evaluated and analyzed deep 
learning in remote sensing by three different 
strategies. The experiments were performed 
using a remote sensing data set as well as the 
well-known fine-tuned neural networks. The 
results show that well-regulated convulsive 
neural networks have the best performance 
among the strategies. Using the features of 
convolutional neural networks well 
complemented by Linear SVM gives the best 
results. In fact, the best results are obtained by 
simultaneously using the features of well-
tuned convolution neural networks with 
linearly tuned SVMs [10]. 

3. Convolution Neural Network (CNN) 

Deep learning uses machine learning skills 
to produce multiple layers of nonlinear 
operations structure  [11]. 
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Fig.1. Model of artificial neural network 

derived from [12] 
 

Deep learning is inspired by the structure and 
function of biological brains [13]. The deep 
learning model mimics the characteristics of 
neurons and their connections. Artificial 
neural network (ANN) is a common 
implementation method for deep learning. An 
ANN model consists of an input layer, a 
hidden layer, and an output layer, as shown in 
Figure (1). 
In the field of neural networks, the most 
useful models are: Recurrent Neural 
Networks (RNN) and Convolutional Neural 
Networks (CNN). RNN [14] is useful in 
natural language processing and language 
comprehension. CNN [15] works well in 
machine vision, like image recognition. 
CNN has two main stages: training and 
inference. Training stage; It uses the Back 
propagation algorithm to update the model 
parameters and improve the forecast accuracy 
based on the target data set. 
In the actual use of CNN training and 
experimentation, the data are controlled by 
tensors that are a multidimensional 
mathematical object with specific change 
rules [16]. Table (1) shows the tensors 

transferred between the layers and the 
parameters used in CNN. A batch means that 
several images are combined together as a 
map of the input features. 
 
Table (1): Tensors in CNN inferred with 
the involved parameters [6] 

Content Description Symbol 
 Batch size (number 

of input frames) 
B 

 Weight / height / 
depth of input FM 

W/H/C 

 Weight / height / 
depth of output FM 

U/V/N 

 Vertical / 
horizontal kernel 
size 

K/J 

B×C×H×W Input FMs X 
B×N×V×U Output FMs Y 
N×C×J×K Trained filters Θ 
N Trained biases β 

 
CNN has a Feed Forward back propagation 
structure on several types of layers, including 
convolution, activation, merge, fully 
connected, and batch activation layers. Figure 
(2) shows a simple example of Feed Forward 
propagation that includes a layer of 
convolution, activation, and integration. 
 

 
Fig.2.An example of Feed Forward back 

propagation in inference [6] 
 

4- CNN models 
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Designing and developing CNN models 
takes a lot of time. In this paper, the usable 
models on the FPGA board are studied, which 
are MobileNet, ResNet, ResNeXt and 
ShuffNet. The main differences between the 
different models are in their convolution 
layers. 

The cost of convolution layers is obtained 
from two parts: spatial connection and 
channel connection. As shown in Figure (3), 
if the convolution core size is 3 × 3, each pixel 
is spatially connected to the other three pixels 
with width and height dimensions. At the 
same time, in terms of channels, each input 
channel (depth) is connected to all output 
channels. Due to this feature, with the 
increase in FM size in all dimensions, the cost 
of connecting channels is a major part. 

 
Fig.3. Spatial connections and normal 
convolution channel taken from [17]. 

As shown in Figure (4), pointwise 
convolution, grouped convolution, and 
channel shuffling are applied to improve the 
cost of the main network cost. The 
computational cost has some parameters: 
height (H), width (W), input channel (N), 
output channel (M), kernel size (K × K) and 
group number (G). According to [18], Conv 1 
× 1 is also called point convolution. 

Its kernel size is 1. 1. For this reason, spatial 
connection is easier than main convolution. 
Convolution function is the point of change 
of channel size. 

 
Fig.4.Different methods of convolution 

taken from [17]. 

Gconv 3 × 3 (G = 3) is the convolution is 
grouped with kernel size 3×3 and group 
number 3. The difference with main 
convolution is that the channels are 
independent of the groups. This does not 
change the spatial connection, it only reduces 
the cost of calculating the channel.  
Gconv 1 × 1 (G = 3) only spatially different 
from gconv 3 × 3 (G = 3). 

Depthwise convolution has the same 
channel number for FM input and FM output. 
All channels are in a separate group of size 1 
and separate all channels from the 
connections, which reduces the cost of 
calculation in the channel range [19, 20, 21]. 
C Shuffle has no calculation. Just sorts the 
channels in a different order. For example, 
when group number 2 is a new channel list, 
both channels copy the list of incoming 
channels. 

4-1-ResNet 

A deep residual learning network stands for 
ResNet. The residual unit has a bottleneck 
structure as shown in Figure (5). The middle 
layer channel number is not necessarily 2, but 
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according to [21] the remaining unit is always 
smaller than the FM input and FM output. 

Apart from the unique layer structure, the 
remaining network simultaneously with the 
convergence of deep networks [22] solves the 
problem of degradation. Figure (6) shows the 
structural idea of the additional structure. 
This map passes the input feature through the 
two-layer training convolution unchanged, 
and the map adds the main feature with the 
output. 

 
Fig.5. ResNet structure taken from [17]. 

 

 
Fig.6.A sample of the resifual learning 

block taken from [23]. 

 
4-2- ResNeXt 

ResNeXt is an improved version of the 
ResNet model. This model changes the 
middle convolution to the group convolution. 
ResNeXt has been shown to have better 
classification accuracy than ResNet with the 
same computational cost. As shown in Figure 

(7) and Figure (5), if the channel number is 
set evenly (n), the ResNeXt connection 
number is smaller than the ResNet; as shown 
in Equation (1). 

(1) 
2 2

2
sNet sNeXt

n nN n N
2 2Re Re

 
= > = = 

    
Because channel connectivity affects 

resource costs, ResNeXt is better than ResNet 
in consuming resources with similar 
parameters. In addition, ResNeXt has the 
remaining learning part of adding an identity 
input feature map to the output feature map. 

 
Fig.7. ResNeXt structure taken from [17]. 

 

4-3- MobileNet 
MobileNet has two parts: deep convolution and 
point convolution, as shown in Figure (8) [24]. 
This model is separated from the main 
convolution. Conversion depthwise does not 
change the channel number. When the 
parameters are the same, the computational cost 
of the main convolution is HWNMK2, but the 
computational cost of MobileNet is equal 
to HWN(M + K2). In this example it is K = 3. 
M is always 32, 64 or greater. Therefore, M is 
much larger than K2. By ignoring K2, 
MobileNet costs are reduced to about 1.9 main 
convolution. 

 
Fig.8.MobileNet structure taken from [17]. 

 



A.Payandan , S.H. Hosseini Nejad: Image classification optimization models using… 
 

49 
 

Conclusion 

Among the types of neural networks, 
convolutional neural networks (CNNs) 
usually provide good accuracy in classifying 
images. In this paper, deep learning neural 
network models are studied in order to 
optimize the classification of usable image on 
the FPGA board, which is known for 
embedded systems such as MobileNet, 
ResNet, ResNeXt and ShuffNet. 

According to the results of the study, it is 
suggested that in a simulation-based 
comparative study to test the performance of 
the studied models, using different data sets 
to show what results these models will have 
on practical events in the field of image 
classification and which results model will be 
more successful. 

. 
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