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ABSTRACT 

Human beings respond to the architectural spaces cognitively and emotionally. Research has shown that 

emotional feedback affects human health and well-being. Previously, researchers used qualitative methods 

such as observation or interview to measure human emotions in built environments, which did not provide a 

clear answer to human emotional needs because of researcher's unintended bias in research results. Today, 

with the advancement of cognitive and behavioral sciences, architects are able to quantitatively establish the 

impact of the built environment on humans using biometric data and provide more accurate results. The 

questions raised in the research can be expressed as follows: What is effect of the built environment on human 

emotions? How can these effects be measured? And how can it be effective in architectural design? The aim 

of this study is to identify an experimental methodology using a biometric data set to measure and record 

human emotions, which can be used to evaluate architectural design. The present study is carried out in two 

steps: In the first step, the related studies of 2015-2020 were identified using the systematic review method 

with a specific entry and exit criteria; and in the second step, different methods and tools of measuring and 

recording human emotions in the environment were investigated through descriptive-analytical method and 

logical reasoning. The results indicate that studies in this field are divided into three main categories: evaluation 

through cognition and perception, evaluation through visual features and evaluation through space navigation. 

The study ends with considerations for implementing a comprehensive approach that uses the biometric 

response as an evaluative method for designs in the future research. 
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cognitive level (as the processing and evaluation 

of perceived information) as well as the emotional 

level (as adaptive reactions to perceived 

information) [2], they act in an interrelated way. 

For example, lack of vegetation in the 

architectural space has caused stress [3-4] and this  
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1. Introduction 

Architecture has different effects on human 

beings. So far, architectural studies have been 

conducted in the field of objectives and items 

related to structures, facilities and construction 

[1]. Because architecture is effective both at the 

mm 
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environmental stress has a negative impact on life 

expectancy [5]. Therefore, architectural space has 

different cognitive-emotional effects on human 

beings [6] and studies related to emotions have 

shown that architectural space also significantly 

affects people's sensory-motor responses [7]. 

Peter Zumthor also states that humans perceive 

architecture through emotional sensitivities [8]. 

Since emotions play an important role in logical 

decision-making, perception, learning, and other 

functions and affect physiological and 

psychological state of human beings [9], it is 

necessary to pay attention to the effect of 

architectural space on human emotions. 

Previously, architects have qualitatively studied 

the emotional dimension of architectural space 

[10], which may cause bias and inadequate results 

in responding to human emotional needs [11]. The 

reason is that the placement of man in the 

architectural space causes changes in the human 

mind [12]. Researchers are now able to better 

understand the impact of architectural space on 

humans by exposing people to architectural design 

factors in a physical space, and by using biometric 

data [13]. 

Although the examination of the impact of space 

on humans is not new [14], the recording of 

emotions by modern tools of behavioral sciences, 

biometrically will provide a framework for future 

design and studies [15] and evaluation of these 

human responses can have a significant impact on 

architectural design as architects can change their 

perspective to explain the problem, new strategies 

and concepts [16]. 

So far, there has been a clear gap between the 

correlation between architectural space and 

human experience, and architectural design 

requires further study of human experience of 

architecture. For this reason, by using human 

biometric feedback, the quality of architectural 

design can be improved. So, the research 

questions can be expressed as follows: How does 

the built environment affect human emotions? 

How can these effects be measured? And how can 

it be effective in architectural design? 

The present study describes the evaluation of 

architectural space using EBD approach and 

descriptive-analysis method. It also provides an 

overview of the biometric sensors used in 

architecture, and examines the Immersive Virtual 

Environments (IVE) used in architecture, 

engineering, and construction (AEC). In this 

regard, it reviews the existing literature focusing 

on the developments over the past five years that 

have used empirical methodologies to integrate an 

immersive visual system with the collection of 

biometric data to evaluate architectural design.  

Finally, it will provide a model for evaluation 

architecture. 

 

2. Theoretical Foundations of the Research 

2.1. The Evaluation of Architectural Design 

The living environment is full of physical and non-

physical components that affect human emotions 

[16] and there is a deep link between emotion and 

human well-being [17]. For this reason, 

architectural space has had a great impact on 

human well-being and in recent years, has become 

an important concern [18]. Considering that 

human beings spend an average of 87% of their 

time in architecture space, its impact on human 

beings becomes more important [19]. Therefore, 

architects have a great role in responding to human 

psychological needs in the architectural space and 

can use new scientific evidence to maintain well-

being in the architectural space [20]. 

One of the challenges in evaluating the impact of 

architectural space on human emotions is the 

configuration of laboratory environments [21].  

Non-invasive sensors, are devices that do not 

require injection or cutting [22]. There are various 

tools and techniques that can be used to evaluate 

and map human responses to different stimuli and 

analyze emotional, cognitive and behavioral 

information [23]. Small sensors can be placed on 

the human body to record various physiological 

parameters, send data to other devices [24], and 

allow human responses to be observed in 

controlled conditions [25-26]. These instruments 

are designed to measure changes in the human 

body and brain, which are used in the fields of 

behavioral and cognitive sciences. 

In addition, the use of virtual environments (VEs) 

as a research tool in this field allows researchers 

to provide accurate evidence-based design (EBD) 

[27]. EBD is the process of consciously, explicitly 

and wisely using the best scientific evidence and 

experience and vital decisions. By using virtual 

environments, architectural spaces can be used 

along with tools for measuring brain and body 

changes, and the problem of portability of some 

laboratory equipment will be solved. 

 

Methods and tools for measuring changes in 

the human body 

Galvanic skin responses (GSR), also known as 

skin conduction [28], are part of electrodermal 

activity (EDA). This method measures the 

conductivity of human skin and can provide a sign 

of change in the human sympathetic nervous 

sysem 
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Table 1: Methods and tools for measuring changes in the human brain     Source: Authors 

Psychological or 

Behavioural Construct 

Inferred 
Features Sensor 

Biometric 

Signal 

Measured 
Implicit Technique 

Characterizing brain 

activity related to various 

sensory, motor, and 

cognitive processes, 

including attention, 

memory, and language, 

in normal development 

[51]. 

detect and 

amplify 

magnetic fields 

generated by 

neurons a few 

centimeters 

away from the 

sensors. 

superconducting 

sensors (SQUID, 

superconducting 

quantum 

interference 

device) 

magnetic fields 

produced by 

electrical 

currents 

occurring 

naturally in the 

brain 

MEG 
(Magnetoencephalography) 

Attention, mental 

workload, drowsiness, 

fatigue, arousal and 

valence [52]. 

Frequency band 

power, 

functional 

connectivity, 

event-related 

potentials 

Electrodes placed 

on scalp 

Changes in 

electrical 

activity of the 

brain 

EEG 

(electroencephalogram) 

system [29]. EDA measures changes in 

electrodermal properties, especially electrical 

conductivity [30].  Therefore, it is suitable for 

tracking arousal [28]. This device refers to 

changes in sweat glands activity and reflects the 

intensity of the participant's emotional state, but 

does not specify which specific emotion is evoked 

[31]. EDA is also used to study attention [32]. 

Heart rate variability (HRV) is one of the most 

promising indicators of autonomic nervous system 

regulation [33]. HRV measures time changes 

between heart rates [34]. HRV variations 

generally occur between the two domains of time 

and frequency range, both of which are of clinical 

and cognitive-emotional significance [35]. Since 

human emotions vary widely from person to 

person and are a qualitative factor, HRV is not 

sufficient to measure emotions with the required 

degree of accuracy. The possibility of using HRV 

to assess human emotions has been widely 

discussed [36-37]. 

Electrocardiography (ECG) measures the 

electrical signal caused by the contraction of the 

heart muscle, which indirectly shows the blood 

flow inside the heart [38]. ECG sensors provide 

the optimal source signal for HRV analysis, but 

require an intrusive electrode or adhesion of 

conductive materials [39]. PPG sensors, 

integrated into wearable devices such as smart 

watches and telephones, are widely used to 

measure heart rate. To use the PPG signal to 

determine HRV, an accurate estimate of the time 

interval between successive peaks can be 

measured [40]. 

 

Methods and tools for measuring changes in 

the human brain 

Brain-computer interfaces (BCIs) are able to 

translate patterns of human brain activity into 

messages or commands in an interactive 

application. Brain activity processed by the BCI 

system is usually measured using 

electroencephalography (EEG) [41]. 

Brain metabolic activity is measured by a variety 

of methods; functional magnetic resonance 

imaging (fMRI), Magneto encephalography 

(MEG), functional near-infrared spectroscopy 

(fNIRS), and electroencephalography (EEG) are 

other types of non-invasive methods for 

measuring the electrical activity of the brain [42]. 

Functional magnetic resonance imaging (fMRI) is 

a non-invasive brain imaging technique [43] that 

indirectly measures neural activity by detecting 

changes in magnetic properties related to blood 

flow [44]. This method offers better depth 

structure recognition clarity than other methods 

[45]. EEG is a procedure that measures small 

electrical activities and currents that reflect brain 

activity on the scalp in real time [41]. This device 

measures the fluctuations of the electric field 

caused by ionic currents produced by neural 

activity in the brain [46].  MEG is a measure of the 

magnetic field produced by the electrical activity 

of neurons [47]. Although its infrastructure is 

flawed (not wearable or portable), it has 

advantages that make it a powerful tool for 

exploring the function of deeper cellular 

structures, such as the role of the hippocampus in 

cognition [48]. Similarly, stimulation of brain 

regions is possible using transcranial magnetic 

stimulation (TMS), which is used in various fields 

[49]. fNIRS measures changes in hemoglobin 

(Hb) concentrations in the brain using hb 

absorption spectrum in the near-infrared range 

[50]. 
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Motor execution, 

attention, memory, pain, 

anxiety, hunger, fear, 

arousal and valence [53] 

blood-oxygen-

level dependent 
Magnetic 

resonance signal 

Concentrations 

of oxygenated 

vs. 

deoxygenated 

haemoglobin in 

the blood 

vessels of the 

brain 

fMRI 

(functional magnetic 

resonance imaging) 

Motor execution, 

cognitive task (mental 

arithmetic), decision-

making and valence [54] 

blood-oxygen-

level dependent 

Near-infrared 

light placed on 

scalp 

Concentrations 

of oxygenated 

vs. 

deoxygenated 

haemoglobin in 

the blood 

fNIRS 

(functional near-infrared 

spectroscopy) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Methods and tools for measuring 

Psychophysiology   

In this method, facial electromyography (fEMG) 

and eye tracking (ET) are used [55]. Facial 

electromyography (fEMG) is a psycho-

physiological technique used to measure the 

electrical potential produced by facial muscles 

[56]. To measure emotion-related facial 

expressions [57], wavy muscles are commonly 

used for recording [58]. These muscles are 

strongly influenced by emotions [59]. FEMG 

responses to various external emotional stimuli are 

well-documented [60]. Detecting and recognizing 

the facial expressions of emotions is an important 

interpersonal ability. Although individuals usually 

perform well in recognizing the facial expressions 

of basic emotions, there are significant individual 

differences in accuracy of judgment [61]. 

In addition, there is automatic image-based face 

recognition (face coding) [62-63]. The Facial 

Action Coding System (FACS) has also been 

studied for the predominant facial expressions 

during the expression of primary emotions [64]. 

Other studies have shown that FACS separates all 

visible facial movements into 44 distinct visual 

and descriptive muscle units [65]. 

Available software for the AFC can classify facial 

movements into emotions or cognitive states [66]. 

The AFC method makes it possible to analyze the 

expression of emotions on the face in different 

contexts, where the audience is examined in their 

environment without the hindrance of technical 

tools. 

The criterion for eye tracking is eye movement 

[67]. Eye movements to some extent determine 

our focus voluntarily and involuntarily and are 

influenced by cognitive and emotional states [68]. 

It is also possible to plot the observed sequence 

and distance from the target in which the 

observer's 

and distance from the target in which the 

observer's eyes move from one place to another, 

as well as the area of interest (AOI) [69]. In eye 

tracking, certain parts of the goal or plan are 

observed that are important to the researcher. Eye 

movement tracking can help HCI researchers 

understand visual and display-based data 

processing, factors and factors that may affect the 

usability of system interfaces [70]. The recorded 

data can be used later to improve the design and 

interface. Recently, several articles and 

experiments in the AEC sector have examined 

design evaluation through eye tracking [71]. 

 

Methods and tools for measuring self-report 

interventions 

Self-report interventions include a report of 

individuals' mentality and are in accordance with 

cognitive, emotional and behavioral dimensions 

[72]. Self-report questionnaires provide new 

opportunities for empirical studies on the nature of 

the mind and its relationships with other 

psychological structures [73]. The Self-

Assessment Manikin (SAM) is a non-verbal visual 

assessment technique that directly measures 

pleasure, arousal, and mastery associated with an 

individual's emotional response to a wide range of 

stimuli [74]. The Geneva Emotion Wheel is 

another method of self-report of emotions that 

includes discrete emotional terms related to 

emotional families that are systematically aligned 

in a circle [75-76]. In general, the methods for 

measuring emotion changes in humans are 

presented in the following diagram. 
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Diagram 1: Methods and tools of design evaluation by biometric data     Source: Authors 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
Picture 1: Continuous model of emotion 

 

 

2.2. Emotion 

Emotion is the translation of the word "Emotion" 

from the Latin root “Motere” meaning to move 

and the addition of the prefix e gives it the implicit 

meaning of "moving away" [77] and literally 

refers to any stimulus or disturbance in the mind, 

feeling and state of strong mind or aroused are 

included [78]. Emotions include the physiological 

states of feelings, different human thoughts, and 

behaviors. Emotions have an important place in 

human daily life and their correct recognition is 

important in many areas [79].  

Due to the importance of this field, in 

psychological studies, emotional calculations, 

artificial intelligence, computer vision and 

medical treatment, etc. have been studied 

extensively [80-81-82]. 

 Psychologists believe that emotions are a mental 

attitude and produced by people's experience of 

external conditions [81]. Emotions are a constant 

process of mental emotions [83]. Emotions are 

usually associated with personality, mood and 

desire [84-85]. Emotions are an instinctive 

response by the body that may include the 

common effects of language, behavior, and spirit 

[86]. 

 

 

Self-report interventions 

 

SAM / GEW 

Methods and tools of design evaluation by biometric data 

 

Measuring changes in the 

human brain 

 

fMRI / fNIRS / EEG / 

MEG 

 

Measuring changes in the 

human body 

 

GSR / EDA / HRV / 

ECG / PPG  

 

Measuring of 

Psychophysiology 

 

fEMG / fACS / AFC/ ET 

Emotion Model 

The emotion recognition model plays a key role in 

research and includes discrete and continuous 

models.  Discrete model theory states that people's 

emotions are composed of the basic emotions 

[87]. Platchik (2001) categorizes emotions into 

eight basic states: love, anger, sadness, joy, 

expectation, hostility, fear, and surprise. All 

human emotions can be formed through a 

combination of one or more of these basic 

emotions [87].  Ekman et al. (1987) divide basic 

emotions into fear, anger, sadness, and interest 

[88]. Continuous model theory is a dimensional 

theory proposed by Lang et al. [89-90]. This 

theory classifies emotions based on dimensional 

space. Dimensional theory states that emotion is 

constantly changing, such as the two-dimensional 

emotion model of capacity and arousal and the 

three-dimensional emotion model of capacity, 

arousal, and mastery. Different emotions can be 

represented by different coordinate positions in 

the figure. Continuous model theory can divide 

states that are more emotional and can 

differentiate different emotions more intuitively. 

Researchers are able to correctly judge 

participants' true feelings based on physiological 

signals. In the field of research based on 

physiological signals, 

physiological signals, EEG is a spontaneous and 

non-mental physiological signal that can 

objectively reflect human emotional states [91].  

Thus, the d 
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Diagram 2: Emotion Induction     Source: Authors 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Thus, the diagnosis of EEG-based emotions has 

become an important research topic. EEG also 

plays a key role in the study of emotions and 

shows that the activity of different areas of the 

brain is closely related to some emotional moods 

[92]. 

 

Emotion Induction 

In the detection of emotions, we must obtain the 

corresponding emotional mood EEG signals, 

which are several common methods of detection, 

such as visual induction, video induction and 

music induction. In visual induction, different 

images are used to inspire emotional moods that 

must have some notable emotional characteristics 

or create strong stimuli such as the International 

mmm 

affective picture   System (IAPS) [93]. In video 

induction, different types of videos are used to 

induce emotions.  Compared to visual induction, 

video induction takes less time to obtain different 

emotions and has clearer effects [94-95-96-97]. 

Music induction requires a calm environment, and 

subjects are required to listen to different types of 

music. Music is then associated with related 

emotional moods that are acquired while listening, 

such as joy, peace, sadness, and so on. However, 

music induction is not suitable for everyone. This 

requires the subjects to experience the rhythm of 

the music carefully. For people who have little to 

do with music, induction of music cannot yield 

consistent results [98-99]. 

Emotion Induction 

Picture induction Video induction Music induction 

Recently, virtual reality (VR) has been used to 

arouse induction. VR has grown a lot in recent 

years in scientific and commercial fields [100].  

VR has many applications from education to 

health, and its new generation consists of head-

mounted displays (HMDs) [101]. The scientific 

interest in VR is due to the fact that it provides a 

simulated space that creates a sense of presence in 

the real world [102] and allows researchers to 

analyze reactions to the concepts studied [103]. 

 

2.3. Virtual Reality 

human behavior in fully controlled designs in vitro 

[104-405]. Many researchers are currently 

studying in this field and have created a strong and 

interdisciplinary society [106].  Participants will 

perceive a higher presence if they are emotionally 

aroused. In previous studies, a strong correlation 

has been found between arousal and presence 

[105]. Therefore, the user experience in virtual 

environments is measured by the concept of 

presence, which is understood as the mental 

feeling of "being- there" [107] and the high degree 

of presence makes the user feel in the real world 

[108], therefore a powerful tool. This has been 

suggested to evoke emotions [109]. In recent 

years, VR has been used in architecture as a 

framework for testing the overall validity of 

proposals, generating alternatives, and 

conceptualizing learning, teaching, and the design 

process [110]. 

 

 

3. Method and material 

This research uses three methods: systematic 

review of existing literature, classification of 

architectural design evaluations in the field, 

experimented VEs and biometric feedback in the 

literature. Therefore, first, the basics are extracted 

from the systematic review method, and finally, 

using descriptive-analytical method, analyzed the 

data and the help of logical reasoning of the 

process of evaluation the architecture based on 

human emotions, by using biometrics data will be 

provided. 

The literature review focuses on integrating a 

comprehensive visual system with the biometrics 

data set used to evaluate architectural design for 

pre- or post- occupancy. The study focused on the 

past five years, when research accelerated and 

significant development occurred. This period can 

be described as the new era of VR [111], where 

virtual reality technologies have been widely 

available since 2015. 

The literature review focused specifically on 

empirical studies and was based on the following 

objectives: 1) Evaluating architectural design, the 

interior of which examines human experience, 

emotions, cognition. 2) Measuring biometric data 

using sensors. 3) Understanding human visual 

perception through which people are exposed to 

the virtual environment. 

First, studies are extracted using a systematic 

review method. The process and criteria for 

defining studies have been defined as described 

below: 
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Table 2: Results research    

    Source: Authors 

Monitoring 

technology 
Measurement 

Experiment 

Methodology/ 

Case-study 

Architectural 

Context 

Author(s), 

Year 
 

EEG, 64 channels,MoBI 

setup and 

EEG amplifier ANT 

eegoSports 

with Zotac gaming 

computer 

Early sensory  brain 

activity Subjective 

and behavioural data 

Virtual 

Designed 

Interior 

Environment 

Architectural 

Affordances 

Djebbara et al. 

(2019) 
1 

defining studies have been defined as described 

below: 

 

Inclusion criteria: 

1) Keywords: In this regard, the keywords Virtual 

reality AND EEG / Biometric AND Architecture, 

EEG AND Virtual Reality AND Perception, 

Virtual reality AND EEG AND architecture / 

Design, Virtual reality AND EEG / Biometric 

AND Architecture, have been used for the search. 

2) Measurement tool (using biometric data): An 

EEG device should be used to measure brain 

activity. 

3) Year of publication: Due to the novelty of the 

subject, studies between 2015 and 2020 can be 

included in the study, and studies before these 

years were removed from the study process. 

 

Locating studies: 

First, two electronic databases (ProQuest and 

Scopus) were selected as valid directories for 

publishing experimental studies. In addition, these 

two databases have advanced search with the 

ability to modify the entry and exit criteria, which 

help the researcher to identify studies. Three 

Elsevier databases, including EMBASE, Science 

Direct, and Scopus, were then used for 

identification. Searches were examined with a set 

of keywords in the title, abstract, keyword, 

questions and hypotheses. Also, systematic review 

database; MEDLINE; PsycINFO and Web of 

Science were also examined. 

 

Selecting studies: 

Article search restrictions were set in three groups 

which were defined as follows: (1) Keywords 

related to experiments, stimuli, and design 

variables that are useful for finding architectural 

and environmental studies. (2) keywords related to  

 

"methods" for studying human emotional and 

neuro-physiological responses to those stimuli; 

and (3) keywords related to scientific terms for 

human response to external stimuli and various 

methods of revealing human conscious and 

unconscious processes. In each group, the "OR" 

function is used to expand the search result. 

Between groups, the "AND" function was used to 

limit the number of search results, and it was 

ensured that each search result provided at least 

one keyword. 

 

Assessing study quality: 

In order to evaluate the quality of work, the 

sources extracted by two browsers were studied 

independently and the reasons for their acceptance 

and rejection were presented. Since there were no 

theoretical differences between the browsers, the 

degree of agreement between the two browsers 

was determined using the Kappa (K) test and was 

finally approved by the expert, and ultimately all 

articles were approved by the authors. 

After extracting the final studies, using 

descriptive-analytical method, they were analyzed 

and  logical reasoning of the process of evaluating 

the architecture based on human emotions using 

biometric data  was utilized. 

 

4. Results 

The results of the first step of the research, i.e., 

systematic review, were extracted, which are 

shown in the table below. All studies used the 

EEG device to measure human responses 

according to the inclusion criteria, but the type of 

EEg device and the number of device outputs in 

each study were different, as shown in the table 

below. In addition, the component under study 

also includes different species, each of which is 

described in the table. 
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EEG, 14 channels. 
GSR 

PPG (HRV) 
fEMG 

Eye-tracking 

Sense of stress and 
anxiety through BSN 

 

Virtual 
Designed 
Interior 

Environment 

Human 
experience 

in 
Architectural 

space 

Ergan et al. 
(2019) 

2 

EEG, five-channel, 
EMOTIV 
Insight. 

Stress, engagement, 
interest, 

excitement, focus and 
relaxation. 

Virtual BIM 
Model 

Emotion 
Evaluation 
during the 

architectural 
experience 

Hermund, 
Jensen, 

and Klint 
(2019) 

3 

EEG, ten channels, b-Alert 
x10. 

EDA (Shimmer 3GSR+ 
device) 

HRV (b-Alert x10 device) 

levels of presence in 
CESS 

from the SUS 
questionnaire 

stress psychological 
metrics 

and their 
relationships in 

CESS 

Virtual hospital 
waiting 

room Interior 

Stress 
Evaluation 
in Virtual 

Environment 

Higuera-
Trujillo et al. 

(2019) 
4 

EEG, five channels, 
EMOTIV Insight 

a data-driven 
approach for design 

evaluation 
users’ preference and 

emotional 
state: engagement, 

focus, interest, 
stress, or relaxation. 

Virtual 
Designed 
Interior 

Perception 
and 

Emotion 
response to 

design in the 
early 

design phase 

Simon and Hu 
(2019) 

5 

EEG, 14 channels 
Eye-tracking 

Working motivation 
due to the 

influence of the 
presence of colour 

coding, the texture of 
surfaces, 

proportional space 
layout, and 

logical connection 
between 

sequenced space 

Virtual 
Experimental 
Office Design 

Architectural 
Design 

futures impact 
on 

human 
performance 

using machine 
learning 

Zou, Yu, and 
Ergan (2019) 

6 

EEG, one channel, 
NeuroSky 
MindWave 

effect of educational 
status, 

gender, age, and 
ceiling 

height in way finding 

Virtual 
Experimental 

Design 

Wayfinding 
Behaviour in 
Architectural 

Space 

Erkan (2018) 7 

EEG, 57 electrodes, EOG, 
four electrodes, 

EKG, 2 Electrodes 
GSR Accelerometer 

Performance 
assessment in 

cognitive tasks 

Physical vs 
Virtual 

comparison of 
the 

environment 

Stress 
Evaluation 

in Educational 
setting 

Kalantari et al. 
(2018) 

8 

EEG, 128 electrodes. 
Mobile 

Brain/Body Imaging 
(MoBI) 
setup. 

impact of interior 
forms on 
the brain 

Stroop test for 
attention 

and involvement with 
the 

tasks 

Virtual 
Designed 
Interior 

Environment 

Architectural 
Interior forms 

Banaei et al. 
(2017) 

9 

EEG, 64 channel, 
ANT Neuro 

Behavioural 
measurements for 

solving 
the maze 

Virtual 
Experimental 

Design 

Landmark in 
wayfinding 

Sharma et al. 
(2017) 

10 

EEG, 14 channel, 
EMOTIV 

measure human 
reactions to the 

examined spaces 

Virtual designed 
Hall 

Human 
reaction to 

Architecture 

Shemesh et al. 
(2016) 

11 

EEG, 57 electrodes. 
colour and luminance 

change of 
target place 

Virtual 
Designed 
Interior 

Architectural 
Wayfinding 
with event-

related 

Tommaso et 
al. (2016) 

12 



Creative city design / Vol. 5, No. 2, 2022/ Kheirollahi et al., Evaluating the Impact of …       73 

age-related cognitive 
changes 

response 

EEG, 24 channel, 
19 disposed of, 

EBneuro. 
EDA (SCL), NeXus-4. 

HR 

Familiarity, Novelty, 
Comfort, 

Pleasantness, 
Arousal, and 

Presence 

Virtual 
Experimental 

Design 

Architectural 
Perception 

Vecchiato et 
al. (2015) 

13 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Diagram 3: Classification of studies       Source: Authors 

 

 

 

 

 

 
Table 3: Evaluation of architectural space     Source: Authors 

evaluation Author, year Study component 

Evaluation of human 

cognition and perception 

in the architectural space 

by measuring emotion 

Djebbara et al., 

2019 

Assessed the perception of the constructed space under the 

influence of cost and the brain prediction process 

Higuera-Trujillo et 

al., 2019 

Combined multisensory study of a measurable synergistic 

effect at the level of neurophysiology with design strategies for 

stress reduction 

Ergan et al., 2019 Investigated the relationship between two architectural spaces 

with numerical stress reduction in different situations 

Simon and Hu, 

2019 

Investigated the relationship of a positive emotional state of 

brain waves compared to a higher design score 

Vecchiato et al., 

2015 

Investigated how pleasant perceptions of VEs are in areas of 

the brain dedicated to spatial-spatial processing 

Evaluation of formal and 

visual features of 

architectural space by 

measuring emotion 

Banaei et al., 2017 Investigated the effect of right corner space and architectural 

space curve on emotions 

Shemesh et al., 

2016 

Investigated  human arousal in curved and right-angled spaces 

with different heights 

Kalantari et al., 

2018 

Investigated human responses to physical and virtual 

repetitions and feedback to change VE characteristics 

Zou et al., 2019 Investigated work motivation in relation to the effect of color 

coding, surface texture and space arrangement as well as 

independent component analysis for classifying EEG signals 

Evaluation of Spatial 

navigation in 

Erkan’s, 2018 Investigated the effect of gender, age and level of education on 

cognitive processing, the relationship between form perception 

(height of space) and spatial perception (object matching) 

From the evaluation point of view, studies include 

different types, which can be divided into three 

categories. The first category is related to user 

behavior related to spatial aspects such as 

geometry, area and visual features. The second 

category of human behavior is in buildings with  

special functions such as educational, office, 

residential, health care and sports. The final 

category is the study of human navigation and 

perception during the navigation of the 

architectural space. The following diagram 

categorizes the studies. 

Evaluation of human cognition 

and perception in the architectural 

space by measuring emotion 

Evaluation of formal and visual 

features of architectural space by 

measuring emotion 

Evaluation of Spatial navigation 

in architectural space by 

measuring emotion 

Djebbara et al., 2019   / Higuera-

Trujillo et al., 2019   / Ergan et al., 

2019 / Simon and Hu, 2019 / 

Simon and Hu, 2019 / Vecchiato et 

al., 2015 

Banaei et al., 2017 / Shemesh et al., 

2016 / Kalantari et al., 2018 / Zou 

et al., 2019 

Erkan’s, 2018 / Sharma et al., 2017 

/ Tommaso et al., 2016 

3.1. Components studied  

Research in this field has studied various 

components of architecture, each study using the 

EEG tool as the most powerful device to detect. 

 

brain activity to evaluate the architectural space. 

The following table presents the components of 

each study based on the three categories. 
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architectural space by 

measuring emotion 

Sharma et al., 2017 Explained the responsibility of areas of the brain that are 

exposed to sights during routing in mazes 

Tommaso et al., 

2016 

Assessed the reliability of event-related potentials (ERPs) 

obtained in VR to test age-related cognitive changes 

 

 

 

 

 

 
Table 4: Qualitative research methods in studies     Source: Authors 

Studies Type of qualitative research method 

Djebbara et al., 2019 / Banaei et al., 2017 SAM test 
Vecchiato et al., 2015 / Kalantari et al., 2018 / Erkan’s, 2018 / Ergan et 

al., 2019 / Higuera-Trujillo et al., 2019 
questionnaires 

 

 

 

 

 

 

 

 
Table 5: Participant Total in studies     Source: Authors 

evaluation Author, year 
Participant 

Total 
Male Female Average Age 

Evaluation of human 

cognition and perception in 

the architectural space by 

measuring emotion 

Djebbara et al., 2019 20 11 9 28.1 

Higuera-Trujillo et al., 

2019 
24 13 11 37 

Ergan et al., 2019 40 22 11 NA 

Simon and Hu, 2019 8 6 2 NA 

Vecchiato et al., 2015 12 7 5 26.8 

Evaluation of formal and 

visual features of architectural 

space by measuring emotion 

Banaei et al., 2017 15 8 7 28.6 

Shemesh et al., 2016 NA NA NA NA 

Kalantari et al., 2018 NA NA NA NA 

Zou et al., 2019 34 NA NA NA 

Evaluation of Spatial 

navigation in architectural 

space by measuring emotion 

Erkan’s, 2018 343 NA NA 35.85 

Sharma et al., 2017 35 30 5 24.75 

Tommaso et al., 2016 22 13 9 25 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Studies in addition to the EEG device for 

evaluation have used other methods to supplement 

and confirm the extracted information. These 

methods, which are usually qualitative ones, have. 

been used to assess the self-awareness of the 

audience, to confirm the reliability of the data of 

biometric devices. 

In evaluating the design of architectural space, the 

number of study populations is not the same. 

Because a clear framework for this type of 

evaluation has not yet been defined, many 

differences in the selection of the statistical. 

mmmm 

population of the study are evident. Also, the 

statistical population of men and women did not 

have a specific proportion. In the table below, the 

statistical population of each study is specified 

separately. 

5. Discussion 

Studies in this field are of great value and 

importance. This is because they have provided a 

new way to evaluate the design of architectural 

space, and their results can be used for design to 

be the best response to human emotions. The 

results of each study are presented below. 

 

Evaluation of human cognition and perception 

in the architectural space by measuring 

emotion 

In different functions of architectural space, 

structural features and elements such as color, 

light, texture, layout and sound affect emotions 

and evoke different feedbacks. In sports space 

research, considering the three important spaces of 

the foyer, the dressing room and the fitness room, 

it is found that no brainwave pattern explicitly 

corresponds 

corresponds to the characteristics of the similar 

action space, i.e., passing through the foyer and 

through the small corridor to the dressing room. 

This means that understanding architecture is a 

completely individual experience [112]. 

In office spaces, color, texture and layout affect 

human performance. The use of wood texture in 

the office space reduces work-related fatigue 

[113-114]. The use of vegetation, images and 

music and soothing scents in therapeutic spaces, 

reduces stress and anxiety. This means that the 

perception of space is related to the senses of sight, 

hearing and smell [115]. Details such as the type 

and number of windows, colors and materials used 

in the educational space affect the level of learning 

[116]. Also, changing architectural features can 

reduce human stress in the educational 

environment [114]. The type of arrangement of 

the 
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Diagram 4: Architectural space evaluation process        Source: Authors 

educational space also has an effect on reducing 

stress [117]. 

 

Evaluation of formal and visual features of 

architectural space by measuring emotion 

The rectangular geometries of the architectural 

space evoke less satisfaction and excitement in 

architectural experiments, while the more curved 

spaces report more comfort and convenience 

[118]. There is also a tendency for non-designers 

to have a curved space, while humans with a 

design background are more interested in sharp 

and angled spaces [119]. Being in a space with a 

modern and advanced empty design causes a sense 

of familiarity, freshness, comfort, pleasantness, 

arousal and presence, and modern furniture in a 

larger room creates a sense of comfort in humans 

[120]. 

 

Evaluation of Spatial navigation in 

architectural space by measuring emotion 

Spatial navigation is guided by cues that affect 

spatial-visual features. Signs help architects and 

designers in spatial navigation. The results show 

that navigation behaviors are related not only to 

the personal and social characteristics of users but 

 

also, to the design characteristics of a space. In 

addition, the results of the study show that age, 

gender and education also directly affect routing 

behaviors. In addition to design features, signs can 

also affect users' perception of a built-in space as 

they move through it. The left hemisphere regions 

of the brain play an important role in connecting 

object location memory to self-centered and 

allocentric spatial interactions [121]. Color in 

architectural space is also a characteristic goal that 

differentiates old and young people in navigation 

[122]. 

 

Evaluation model of architectural space design 

based on biometric data 

Biometric measurement mainly provides 

quantitative data, which allows architects to make 

decisions based on human emotions in design. 

Advances in technology and the use of EEG 

devices play an important role in the provision of 

biometric data. In the meantime, there are other 

devices for recording human responses that 

measure changes in other parts of the body. These 

devices also help architects to evaluate the design 

of architectural space. And all of them can be used. 

 

 

 

 

 

 

 
Human senses 

Sight / Hearing / 
Touch / Smell / Taste 

Race and Ethnicity 

Age / Gender / 
Ethnicity / 

Socioeconomic / 
Culture / Religion / 

Education 

Architectural Design 

Lighting / Colours / Forms / Geometries / 
Enclosure / Lay-out / Views / Sound / 

Temperature / Humidity / Texture 

Electroencephalogram (EEG) 

Eye-Tracking (ET) 

Electrocardiography (ECG) 

Electro dermal activity (EDA) 

Heart rate variability (HRV) 

functional magnetic resonance imaging (fMRI) 

Photoplethysmogram (PPG) 

Human Monitoring Virtual/Built environment 

Experimental 

Response 
Cognitive Response 

Physiological 

Response 

Data Processing 

Analyze 

biometric 

data 

Design 

Evaluation 

Magnetoencephalography (MEG) 

functional Near InfraRed Spectroscopic (fNIRS) 

Galvanic skin Response (GSR) 

Spatial navigation 
in architectural 

space by 
measuring emotion 

human cognition and 
perception in the 

architectural space 
by measuring 

emotion 

formal and visual 
features of 

architectural space by 
measuring emotion 
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As mentioned before, the evaluation of emotional 

effects can be divided into three general 

categories: cognition and perception, visual 

architectural features, and space navigation.  

Therefore, architects must first determine the field 

of study to evaluate the space. Architecture also 

has various features such as form, geometry, area, 

design, color, facade, sound, light, temperature, 

humidity, materials, texture, etc., each of which is 

first received by one of the senses and then 

perceived. Therefore, the type of architectural 

feature and the recipient's senses must be 

specified. In any study, the statistical population 

should be identified in terms of age, gender, 

nationality, culture, etc. because they are very 

important and affect the results of the study. After 

testing and extracting biometric data, the architect 

can analyze the architectural space by analyzing 

them. The process of evaluating the design of 

architectural space based on biometric data is 

presented in the diagram 4. 

  

6. Conclusion 

The application of cognitive and behavioral 

sciences in architecture is increasing as they 

examine the impact of architectural space on 

humans. One of the important issues in this field 

is the study and measurement of emotion. In the 

past, the impact of space on humans was done 

through qualitative methods such as observation, 

interview and questionnaire. But today, with the 

advancement of technology, tools have emerged 

that can measure human emotional and mental 

reactions in the architectural space. These tools 

can be divided into two or three categories of tools 

for measuring changes in the brain, body and 

physiological changes, as well as the new self-

reporting tools. With the advent of these new 

sciences and tools, human responses, especially 

excitement, can be converted to biometric and 

quantitative data, in order to obtain more accurate 

results from these effects.  

In evaluating the architectural space in the field of 

cognitive and behavioral sciences, these tools can 

be used to obtain biometric data. Research in this 

field shows the effect of architectural space on 

emotions in terms of human cognition and 

perception, formal and visual characteristics and 

navigation in space. 

The results of studies indicate that research in this 

area is limited. Also, the articles did not have a 

common and structured methodology, which is 

due to the complexity of the research process, the 

adoption of multidisciplinary approaches and 

technological dependencies. In addition, due to 

mm 

limitations in real space, simulated space in VR 

virtual reality glasses has been used in studies 

which necessitates  more cooperation of architects 

with technology experts to bring the tested virtual 

space closer to the real space. In the process of 

studies, it has been necessary to use new medical 

tools to record biometric data from a protected 

space so that no sound, light or foreign object will 

distort the study. 

Despite all these limitations and complexities of 

this method, it is necessary to understand that 

biometric data show more accurate and objective 

results of human emotions in space. This paper 

presented a model for the process of evaluating the 

design of architectural space based on biometric 

data and clarified the importance of using this 

method. Although research in this field is limited 

and is considered a nascent science, the 

knowledge produced by this research helps to 

meet the cognitive-emotional needs of users. The 

successful architects of the future are those who 

can make good use of these tools and methods. 
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