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ABSTRACT 

So far, distress prediction models have been based on balanced, such sampling is not 

consistent with the reality of the statistical community of companies. If the data are 

balanced, the bias in sample selection may lead to an underestimation of typeI error and 

an overestimation of the typeII error of models. Although imbalanced data-based 

models are compatible with reality, they have a higher typeI error compared to balanced 

data-based models. The cost of  typeI error is more important to Beneficiaries than the 

cost of typeII error.  In this study, for reducing typeI error of imbalanced data-based 

models, random and clustering-based undersampling were used. Tested data included 

760 companies since 2007-2017 with 4 different degrees and the results of the H1 to 

H3 test represented them. In all cases of the typeI error, typeII error of balanced data-

based models were lower and more, respectively, compared to imbalanced data-based 

models; also, in most cases, the geometric mean of balanced data-based models was 

higher compared to imbalanced data-based models, respectively. The results of testing 

H4 to H6 show that in most cases, typeI error, typeII error and the geometric mean 

criterion of models based on modified imbalanced data were less, more, and more, 

respectiively compared to the models based on imbalanced data, in other words, 

applying Undersampling methods on imbalanced training data led to a decrease in typeI 

error and an increase in type II error and geometric mean criteria. As a result  using 

models based on modified imbalanced data is suggested to Beneficiaries 

 

 

1 Introduction 

Financial distress is a serious issue for the economic life of countries. The individual and social costs of 

financial distress have raised the issue of financial distress prediction for many managers, banks, investors, 

policymakers, and auditors. Financial distress prediction is of great importance to the three groups, including 

managers, creditors, and auditors. As the representatives of shareholders,  managers pursue activities that seek 

continuity and profitability of the company. To assess the ability of a company to repay its obligations, lenders 

are willing to assess the continuity of business units. Auditors, as another of these groups, must comment on 

the financial statements, the continuity of the clients, and the fairness of the information in the financial 
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statements. Therefore, they are interested in predicting financial distress or the continuation of companies[23]. 

So far, financial distress prediction models have been proposed with different variables and prediction methods 

[4]. Most of the proposed financial distress prediction models are designed using the traditional paradigm or 

pairwise sampling ([11];[32]), meaning that the data include an equal number of healthy and financially 

distressed firms. But, such sampling does not correspond to the reality of the statistical community of 

companies. In cases where the number of financially distressed companies is low and the number of healthy 

companies is very high, researchers will encounter imbalanced data [2]. Zmijewski [42] showed that if the 

ratio or number of healthy firms to the proportion or number of financially distressed firms does not correspond 

to reality or the balanced data, sample bias may lead to underestimation of type I error and overestimation of 

type II error in financial distress prediction models. Financial distress prediction models based on imbalanced 

data will face the problem of higher type I error compared to balanced data. The cost of  type I  error is higher 

for investors, creditors, and other stakeholders than the cost of type II error in financial distress prediction 

models. Since type I error is more costly for investors and creditors than type II error, it is necessary to reduce 

type I error of financial distress prediction models based on imbalanced data. Given the mentioned points, not 

enough attention has been paid to the comparison of performance evaluation criteria (type I error, type II error, 

geometric mean): A: Financial distress prediction models based on imbalanced data (with different degrees of 

data imbalance) compared to balanced data-based models and B: Financial distress prediction models based 

on modified imbalanced data (with different degrees of data imbalance) compared to the models based on 

imbalanced data; so, research innovation compares performance evaluation criteria (type I error, type II error, 

geometric mean): A: Financial distress prediction models based on balanced data in comparison with models 

based on imbalanced data with 4 degrees, including 60% to 40%, 70% to 30%, 80% to 20% and 90% to 10%, 

B: Financial distress prediction models based on imbalanced data modified by undersampling, random 

undersampling and clustering-based methods in comparison with imbalanced data-based models with 4 

degrees of 60% to 40%, 70% to 30%, 80% to 20% and 90% to 10% for solving the problem of imbalanced 

data in financial distress prediction (reducing  type I error of financial distress prediction models). In this study, 

random undersampling and clustering-based undersampling  were suggested to reduce type I error of financial 

distress prediction model based on imbalanced data with 4 different degrees [41]. The mentioned sampling 

methods lead to reducing the number of healthy companies in the training data sample and equalizing the 

number of healthy companies with the number of financially distressed companies in the training data. In such 

conditions, financial distress prediction models will be equally inclined to healthy companies and financially 

distressed companies, and type I error of financial distress prediction models is expected to be reduced, but the 

test data of the financial distress prediction models will be imbalanced according to reality.  The development 

of financial distress prediction models based on imbalanced data is necessary because the type I error and type 

II error of financial distress prediction models based on balanced data are less and more than the models based 

on imbalanced data-models in reality, respectively. So, models of financial distress prediction based on 

balanced data are not very suitable for decision-making of investors, creditors and other stakeholders in real 

conditions. type I error of financial distress prediction models based on imbalanced data is higher than the 

model based on balanced data[42] and the cost of type I error is higher than the cost of type II error for 

investors[15]. So, it is essential to reduce type I error of financial distress prediction models based on 

imbalanced data by using sampling and balanced training data . It is recommended to all stakeholders to use 

financial distress prediction models based on modified imbalanced data in comparison with the financial 

distress prediction models based on balanced and imbalanced data; because, type I error is the measure of the 

geometric mean of the financial distress prediction models based on modified imbalanced data compared to 

models based on real balanced data and the models based on imbalanced data. Therefore, financial distress 

prediction models based on modified imbalanced data are expected to impose lower costs on stakeholders 

compared to imbalanced data. In addition, it is expected that by modifying the training process, the type I error 

and the geometric mean of the modified imbalanced data-based models will be less and more, respectively 
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compared to theimbalanceddata-based models. Therefore, modified imbalanced data-based models are 

expected to impose lower costs on stakeholders compared to imbalanced data. 

 

2 Theoretical Foundation 

2.1 Definition and Criteria for Measuring Financial Distress 

The term "early warning" is derived from the military field and is now used in other fields, such as 

macroeconomics, business management, environmental monitoring, finance, and others. Early warning about 

financial distress and bankruptcy is the subject of important research for corporate financing, the core of which 

is financial distress prediction. In general, financial distress prediction models through mathematical models, 

statistical models, and artificial intelligence models predict whether the company will suffer financial distress 

in the future based on financial data or not? Predicting distress plays an important role in management decisions 

for companies, investment decisions for investors, credit decisions for creditors, and credit ratings of banks,. 

Financial distress refers to a situation in which the company does not have enough cash flow to meet its 

financial obligations, and in such conditions, there will be serious consequences for the stakeholders. In such 

circumstances, managers make their decisions based on leaving the stage of financial distress faster and 

preventing the aggravation of financial distress and the occurrence of bankruptcy conditions [18]. Newton [31] 

divided the stages of a firm's unfavorable financial situation into a period of latency, deficit, inability to pay 

financial or commercial debts, inability to pay full debt and ultimately bankruptcy. Although most bankruptcies 

follow these steps, some companies may go bankrupt without going through all the steps. In times of financial 

distress, companies face two main problems: Lack of liquidity in the balance sheet and the existence of many 

obligations. In other words, in times of financial distress, cash flows do not provide the necessary coverage to 

meet obligations and the company suffers a temporary inability to pay its debts. In this case, companies sell 

assets and receive loans, which results in reduced production capacity and performance and increased leverage. 

For this reason, predicting financial distress of companies is essential and provides the possibility of offering 

possible solutions before any crisis occurs [28]. 

 

2.2 Imbalanced  Data 

Imbalanced data exists if at least one of the values of a dependent variable significantly has a smaller sample 

than other values of the dependent variable [38]. When data are highly imbalanced ,the performance of 

prediction models is affected [21]; [8]; [3]). In the area of financial distress prediction, the imbalanced data   

scenario is due to limited samples in the minority class (financially distressed companies). Since the number 

of financially distressed companies is less than the number of healthy companies, financially distressed 

companies represent the minority class and healthy companies represent the majority class in imbalanced data. 

Imbalanced  datasets generally increase the geometric Mean of model predictions. However, maximizing the 

geometric Meanmay not be the best approach for imbalanced data; maximizing the overall Geometric Meanof 

the model is due to the geometric Meanof the majority class (healthy companies); because, they have more 

weight in the selected sample. As a result of prediction models, they have a low error rate for the majority class 

(healthy companies) and a high error rate for the minority class (financially distressed companies), mainly type 

I  error is more important than type II error. Because, the cost of the type I error is much higher than the cost 

of type II error. In the field of machine learning, the prediction model is more desirable to minimize the amount 

of type I error and the amount of type II error and maximize the geometric mean of the prediction model [21]. 

The main assumption of prediction models is balance or equality of the majority class(healthy companies) with 

the minority class (financially distressed companies). The weakness of  prediction models based on imbalanced 

data is due to the learning phase of prediction models. That is, during the learning phase, prediction models 

tend to the geometric Mean of the majority class (healthy companies) and the Geometric Meanof the minority 

class (financially distressed companies) are ignored because the design of prediction models is such as to 

maximize the overall geometric Mean of prediction models [22]. Accordingly, it can be concluded that the 
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prediction models in the training phase are inclined to the majority class (healthy companies); so, the models 

in the test phase accurately predict the majority class (healthy companies); as a result, type II error rate of 

imbalanced data-based prediction models is lower than that of balanced data-based models; but, the models 

often incorrectly predict the minority class (financially distressed companies); so, the rate of type I error 

prediction models based on imbalanced data is more than the models based on balanced data. Thus, type I error 

of prediction models based onimbalanceddata originates from the learning stage of predictive models, where 

due to data imbalance, the performance of prediction models is disrupted.  Prediction models are designed to 

optimize geometric Mean and do not take into account the relative distribution of each class [26]. 

 

2.3Financial Prediction Models Based Imbalanced Data 
Since the time of Beaver [5] and Altman [1], who first examined the prediction of financial distress, the 

traditional paradigm for financial distress prediction models is based on selected balanced data samples with 

available financial information in which the ratio of financially distressed firms equals the proportion of 

healthy firms; balanced samples can be created using sampling techniques known as pairwise samples [16]. 

This sample selection strategy has clear advantages as it prevents class errors in the learning phase. Classifiers 

maximize the geometric Mean of the prediction model regardless of the class distribution. However, this 

strategy has a serious problem that does not reflect the statistical population distribution of healthy and 

financially distressed companies in reality. Zmijewski [42] showed that if the ratio of healthy companies to 

financially distressed companies does not reflect the statistical population of companies in reality, an error or 

bias occurs in the selecting the sample of companies, which leads to underestimation of the type I error and 

overestimation of type II error. In addition, Ooghe and Joos [33]argued that the sample of healthy and 

financially distressed firms should represent the statistical population of firms in order to use financial distress 

prediction models. Mostly researchers have used balanced data samples with equal numbers of healthy 

companies and financially distressed companies to predict financial distress; however, according to Zmijewski 

[42], if the ratio of financially distressed firms to healthy companies is different from reality, the prediction 

power of the models will be impaired and in particular, there will be a negative relationship between the 

number or ratio of financially distressed companies with  type I error rate in the sense that by reducing the 

number or ratio of financially distressed companies, the type I error rate increases (type I error means that  the 

model classifies a financially distressed company as a healthy company); also, there is a positive relationship 

between the number or ratio of financially distressed companies with type II error rate. This means that by 

reducing the number or proportion of financially distressed companies, type II error rate decreases (type II 

error means that the model of a healthy company is misclassified as a financially distressed company). 

Therefore, if the number or ratio of financially distressed companies is greater than the reality (balanced data), 

this will lead to underestimation of type I error and overestimation of type II error and vice versa. Another 

issue to consider is that the ratio of healthy firms to financially distressed firms varies in reality. So, evaluating 

the performance of financial distress prediction models based on a range of imbalanced data with varying 

degrees is necessary. 

 

2.4 Modified imbalanced data-based financial prediction models 

If the ratio of financially distressed to healthy companies differs from reality, the prediction power of the 

models will be impaired [42]; in other words, type I error of financial distress prediction models based on 

imbalanced data is more than balanced data; since type I error imposes more costs on investors, creditors, and 

other stakeholders than the type II error, it is necessary to reduce type I error of models based on imbalanced 

data to reduce the costs imposed on stakeholders. Literally, the way to reduce type I error of financial distress 

prediction models based on imbalanced data is called solving the problem of imbalanced data in financial 

distress prediction. In previous studies, in order to reduce type I error of financial distress prediction models 

based on imbalanced data (problem solving of imbalanced data), 3 approaches at the data level, at the algorithm 
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level and cost-sensitive learning were used. Data level solution includes open sampling methods, the most 

important of which is undersampling, oversampling, and combined method; another solution at the algorithm 

level includes modified algorithm and one-tier learning [9]. Data-level sampling methods are performed 

independently of the prediction models. Sampling methods can be combined with other prediction models. 

Sampling methods, including undersampling, oversampling and combined method lead to converting primary 

imbalanced data to balanced data. Balanced data by sampling techniques improve the performance of 

prediction models [13]. Undersampling in general is a method to exclude samples from the majority class, and 

in particular in the area of  financial distress prediction is a method to exclude healthy companies from the 

selected sample in order to create balance and equality with the minority class or companies. The advantage 

of the oversampling method is the preservation of the natural distribution of the minority class (financially 

distressed companies) without omitting the initial data. But, the disadvantage is that it artificially increases the 

data of the minority class (financially distressed companies) and can lead to performance disruption and 

reduction of the prediction models. Undersampling is an efficient method in sampling as it uses relatively less 

data but the risk is to remove useful data from the machine learning process. 

 

2.5 Empirical Background 

   McKee and Greenstein [29] examined the ability of 3 models to predict financial distress for 5 sets of highly 

imbalanced training data and test data. The ratio of financially distressed companies to healthy companies 

reflected the reality of the statistical population of companies. Results showed that the imbalanced distribution 

of samples in the learning process has led to poor performance of classification models, especially for 

financially distressed companies. Raei and Fallahpour(2004)[34] predicted the financial distress of 

manufacturing companies using artificial neural networks. Results showed that the artificial neural network 

model is significantly more accurate in financial distress prediction than the multiple discrimination analysis 

model.  Saruei [37] examined the revenue of Springit, Zimsky, and Olsen models in the pharmaceutical and 

textile industries. Their results showed that in all three years, the used models in the textile industry 

outperformed the others. Veganzones and Severin(2018) [40]conducted a combined study on the performance 

reduction of financial distress prediction models based on imbalanced data with varying degrees and 

performance improvement methods (i.e. solving imbalanced data problem) of corporate financial distress 

prediction models. Given that the performance of financial distress prediction models based on imbalanced 

data is lower compared to balanced data, determining the ability of imbalanced data problem-solving methods 

and the improvement rate of performance of financial distress prediction models based on modified imbalanced 

data are important. Results of this study showed that an imbalanced distribution in which the minority class is 

20% of the total number of selected companies significantly disrupts the performance of imbalanced data-

based financial distress prediction models. In addition, support vector machine model is less sensitive than 

other models of financial distress prediction based on imbalanced data, and sampling methods can improve the 

performance of financial distress prediction models based on imbalanced data.Ghasemi and Sarlak [14] 

examined the impact of the financial crisis on the financial transparency and conservatism in the banking 

industry. To this end, they collected data from 18 banks since 2011-2015. The results of a linear regression 

analysis showed the correlation and the impact of the financial crisis on the financial transparency and 

conservatism. Zoricak et [43] predicted the bankruptcy of small and medium-sized enterprises with imbalanced 

data (with varying degrees). The data showed that the real ratio between healthy companies and financially 

distressed companies is highly imbalanced . The solution of the mentioned research to overcome the problem 

of imbalanced data (imbalanced  learning) is to use one-tier prediction models. In the mentioned research, 

isolated forest technique and one-tier support vector machine were used. Results showed the best score of 

geometric mean to be 91%. Rezaei and Javaheri [36] compared the neural network's predictability with the 

combined method of the genetic algorithm and artificial neural network. For this purpose, they selected a 

sample of 58 healthy companies and 49 financially distressed companies. In order to compare these methods, 
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determination coefficient, MSE and RMSE were used. The results showed 97.7% accuracy of the artificial 

neural network and 100% accuracy of the combined method of the artificial neural network and genetic 

algorithm in predicting healthy and financially distressed companies. Therefore, the combined method of 

artificial neural network and genetic algorithm was the best way to predict the financial crisis of the 

companies.Haghparast et al [17] predicted the bankruptcy of companies using convolutional neural network 

and visual financial ratios. The research period was from 2009 to 2018 and the sample companies were listed 

on the Tehran Stock Exchange in two groups, including 66 healthy companies and 66 bankrupt companies. 

The analysis results showed that the convolution neural network model  had the ability to predict with 50% 

accuracy .  Razavi et al [35] compared the performance of financial distress prediction models based on 

imbalanced data with varying degrees from 2007 to 2017. For this purpose, logistic regression models, multiple 

discrimination analysis, support vector machine with sigmoid kernels, random forest, nearest neighbor 

algorithm, and artificial neural network were used. To determine the optimal parameters, the combined method 

of grid search and cross-sectional validation was used. The results showed that the best performance for 

balanced and imbalanced data with lower degrees was related to the random forest model while for imbalanced 

data with higher degrees, it was related to the support vector machine model with sigmoid, radial, and linear 

kernel functions. Also, the performance of the nearest neighbor algorithm was not significantly different from 

other models; besides, the performance of linear models, such as linear discrimination analysis and logistic 

regression were weaker than nonlinear models 

 

2.6 Hypotheses 

H1. Type I error (misidentification of a financially distressed company as a healthy company) in the models 

of financial distress prediction based on balanced data is significantly less than the models based on imbalanced 

data . 

H2.  Type II error (misidentification of a healthy company as a financially distressed company) of financial 

distress prediction models based on balanced data is significantly more than models based on imbalanced data . 

H3  .The geometric mean of financial distress prediction models based on balanced data is significantly higher 

than models based on imbalanced data . 

H4  .Type I error (misidentification of a financially distressed company as a healthy company) in models of 

financial distress prediction based on modified imbalanced data is significantly less than models based on 

imbalanced data . 

H5  .Type II error (misidentification of a healthy company as a financially distressed company) in models of  

financial distress prediction based on modified imbalanced data is significantly more than the models based 

on imbalanced data . 

H6. The geometric mean of financial distress prediction models based on modified imbalanced data is 

significantly higher than the models based on imbalanced data . 

 

3 Methodology 

This research was applied. The research design was quasi-experimental, using post-event approach. In order 

to test the hypotheses, 4 data sets, including 760 companies with different degrees of 60% to 40%, 70% to 

30%, 80% to 20% and 90% to 10% were used. In order to createimbalanceddata with the mentioned degrees, 

the method of Brown and Mues [7] was used. For each selected company, 64 financial ratios were collected 

as a predictor variable of financial distress using the information in the audited financial statements of the 

company. To test the research hypotheses, two financial distress prediction models, including support vector 

machine with radial function and random forest were used. Since parameter adjustment plays a vital role in the 

performance of financial distress prediction models, network search optimization method was used to optimize 

the parameters. Also, cross-validation with number 5 was used to increase the reliability of financial distress 

prediction models. In this way, in each implementation of the financial distress prediction model, 80% of the 
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data were selected as training data and the remaining 20% were selected as test data. This operation was 

performed 5 times for each set of data so that all data were tested. In order to compare the differences between 

the performance evaluation criteria significantly, Mann-Whitney test [27] was used at 90% and 95%confidence 

levels.The statistical population of the study included all companies listed in Tehran Stock Exchange. 

Companies with the following 3 conditions were selected as a sample: 

1.Selected companies in all research periods should be in the list of companies listed in Tehran Stock 

Exchange. 

2.The end of the fiscal year of the selected companies in all research periods should be unchanged and during 

the research period, the information required by the selected companies should be available . 

3.The selected companies are not in the list of investment companies, banks and financial intermediation 

institutions; this group was excluded from the sample due to different financial structure (high use of financial 

leverage). Selected sample data were collected from the financial statements of companies listed in the Tehran 

Stock Exchange since 2007-2017. In this research, for testing the hypotheses, 4 data sets including 760 

companies with different degrees of 60% to 40%, 70% to 30%, 80% to 20%, 90% to 10% were used. In order 

to create imbalanced data with the mentioned degrees, the method of Brown and Mues [7] was used; first, 380 

healthy companies and 380 financially distressed companies were randomly selected and then, 380 primary 

financially distressed companies were randomly removed and in the same number, new healthy companies 

were randomly added so that the total number of companies for five sets of balanced and imbalanced data gets 

always equal to 760 companies. Table 1 shows the sample distribution of balanced and imbalanced data by 

healthy and financially distressed companies. 

 

Table 1: Distribution of Balanced and Imbalanced Data Samples Based on Healthy and Financially Distressed  Companies 

3.1 Dependent Variable 

The dependent variable of the research was determined according to Article 141 of the Commercial Code; so 

that if the accumulated loss of the company was more than 50% of the company's capital, the company would 

be financially distressed and dependent variable took the value of 1; otherwise, the company would be healthy 

and the dependent variable took the value of 0. 

 

3.2 Independent or Predictive Variables 

After reviewing the literature on the predictor variables of companies' financial distress, 64 prediction variables 

were selected. Table 2 shows the list and how to calculate the 64 predictive variables. It shows the financial 

ratios used to predict financial distress. 

Where, CA is current assets, NI is net profit, Ca is cash income, OI is operating income, CL is current liquidity, 

QA is current assets, PIC is paid capital, R is receivables, EBIT is earnings before interest and taxes, RE is 

return on equity, FA is fixed assets, S is revenues, GP  is gross profit, SC is stock capital, IE is income expenses, 

SE  is stock equity, INV is inventory, STI  is short term investment, TA is total assets, LTD is long term debts, 

TL is total liquidity, MVE is market value equity, WC is working capital, OCF is operating cash flow, D is 

dividend, TIBL is Total interest on debt. 

 

Ratio of healthy to 

financially distressed 

companies 

Total No of 

companies 

Number of 

healthy 

companies 

Number of  financially 

distressed  companies 

Size of 

training set 

 

Test set size 

%50 VS %50 760 380 380 608 152 

%60 VS %40 760 456 304 608 152 

%70 VS %30 760 532 228 608 152 

%80 VS %20 760 608 152 608 152 

%90 VS %10 760 684 76 608 152 
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Table 2: The Financial Ratios Used to Predict Financial Distress 

 

 

3.3 Experimental framework for imbalanced data undersampling 

Undersampling will reduce the number of samples in the majority of imbalanced data and balanced data. In 

this study, in financial distress prediction based on imbalanced data, healthy companies represent the majority 

of imbalanced data and financially distressed companies represent the minority of imbalanced data. Then, 

undersampling methods were used to reduce the number of healthy companies in imbalanced training data. 

Reducing the number of healthy companies inimbalanced training data led to balancing the number of healthy 

companies and the number of financially distressed companies in training data. Figure1 shows how to 

implement data undersampling methods for training data as input to financial distress prediction models: 

 

 

 

 

 

 

 

 

 

 
 

 

Fig 1. Experimental Framework for Undersampling Training Data 

 

3.4 Random undersampling method 

Random undersampling is a method to randomly reduce the samples in the majority class (healthy companies) 

ofimbalanceddata to balance the number of samples in the majority class (healthy companies) with the number 

of samples in the minority class (financially distressed companies). In this study, for applying the 

undersampling method, first, the input training data set of financial distress prediction models was divided into 

two majority (healthy companies) and minority classes (financially distressed companies); then, using random 

undersampling method , a number of majority class samples (healthy companies) was randomly selected and 

Variable Row Variable Row Variable Row Variable Row 

RE/Inv 57 CL/TL 39 S/FA 20 NI/SE 1 

RE/SC 58 D/NI 40 S/SE 21 NI/TA 2 

RE/TA 59 EPS 41 S/TA 22 OCF 3 

S/Ca 60 EBIT/IE 42 SE/TA 23 OCF/SE 4 

CA/S 61 EBIT/S 43 SE/TL 24 OCF/CL 5 

CA/TA 62 EBIT/TA 44 Size(log TA) 25 OCF/IE 6 

CL/SE 63 FA/(SE+LTD) 45 TIBL/TL 26 OCF/S 7 

CL/TA 64 FA/TA 46 TL/TA 27 OCF/TA 8 

  GP/S 47 WC/S 28 OCF/TL 9 

  IE/GP 48 WC/TA 29 OCF/NI 10 

  IE/S 49 (Ca+STI)/CL 30 OCF/OI 11 

  Inv/WC 50 R+Inv)/TA 31 NI/GP 12 

  Inv/S 51 P/S 32 OI/S 13 

  LTD/SE 52 R/S 33 OI/TA 14 

  LTD/TA 53 Ca/CL 34 PIC/SE 15 

  MVE/TA 54 Ca/TA 35 QA/CL 16 

  MVE/TL 55 NI/S 36 QA/Inv 17 

  MVE/SE 56 CA/CL 37 QA/TA 18 

Training 

data 

Healthy companies 

Financially distressed 

companies  

 Applying 

undersampling  

Balanced training 

data 
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deleted so that the number of majority class samples (healthy companies) equalized with the number of 

minority class samples (financially distressed companies). In the next step, the samples of the minority class 

(financially distressed companies) were combined with the samples of the majority class (healthy companies) 

and balanced training data were created as inputs to financial distress prediction models. 

 

3.5 Clustering-Based Undersampling Method 

Clustering-based undersampling method is used to reduce the number of samples in the majority class (healthy 

companies) using machine learning and is among the non-supervisory learning methods. In this study, for 

applying undersampling methods, first, as inputs of financial distress prediction models, training data was 

divided into majority class (healthy companies) and minority class (financially distressed companies); then, 

using  clustering-based undersampling method, the number of majority class samples (healthy companies) was 

reduced so that the number of majority class samples (healthy companies) got equal to the number of minority 

class samples (financially distressed companies); in the next stage, minority class samples (financially 

distressed companies) were combined with majority class samples (healthy companies) and balanced training 

data were generated as input to financial distress prediction models. Although there are various clustering-

based algorithms, in this research, K-Medoids clustering algorithm was used to reduce the number of majority 

class samples (healthy companies); since, K-Medoids clustering algorithm has been widely used in other 

studies [41]. In this method, the number of cluster centers is set equal to the number of minority class samples 

(financially distressed companies) (K = N). Therefore, the clustering algorithm includes K cluster centers of 

all majority class samples (healthy companies), cluster centers are examples of the same cluster (healthy 

companies) and will replace the majority class samples (healthy companies); finally, the number of majority 

class samples (healthy companies) will be equal to the number of minority class samples (financially distressed 

companies)[41]. In this study, the Euclidean distance criterion was used to implement the K-Medoids 

clustering algorithm . 

 

3.6 Financial Distress Prediction Models 

3.6.1 Random Forest 

   Random forest is a collective decision tree in which each classifier is created using a random vector 

independent of the input vector [6]. In the random forest prediction model, each tree is created from a bootstrap 

sample of the decomposed data. At the end, the classification is determined by a majority of votes for each 

item by aggregating the classification tree. When creating a tree, the random forest searches for a random 

subset of input features in the decomposition of each node, and the tree is allowed to grow completely without 

pruning, because only part of the input features are used and pruning is not performed. Random forest has 

quick and simple calculations and good performance . 

 

3.6.2 Least Squares Support Vector Machine 

      Support vector machine is one of the supervisory learning techniques used in classification and regression. 

Its basic principles are the construction of a separator with a maximum margin in the feature space; instead of 

an exact conversion, the principle of substituting the kernel function was used to convert it to a nonlinear 

model. Vapnik [39] proposed the least squares support vector machine (LS-SVM) in order to further adapt to 

the original support machine equation, which led to the solution of linear system of the Karush, Cohen, Tucker 

(instead of the problem of more complex second order planning): 

MIN w .b. e =
1

2
 𝑤𝑡𝑤 + 𝑐 ∑ 𝑒𝑖𝑁

𝑖=1  

Subject to yi (w Ω(xi)+b)+ei-1≥0   ei≥0 

 

 

(1) 

 
𝑓(𝑦) = 𝑠𝑖𝑔𝑛(∑ 𝑦𝑖𝑝𝑖𝑘(𝑥, 𝑥𝑖) + 𝑏

𝑁

𝑖=1

 



Developing Financial Distress Prediction Models Based onImbalanced Dataset:Random Undersampling and Clustering Based Undersampling… 

 

   
 

[746] 

 

Vol. 9, Issue 3 , (2024) 

 

Advances in Mathematical Finance and Applications  

 

3.7 Criteria for Evaluating the Performance of Financial Distress Prediction Models 

In this study, for comparing the performance of financial distress prediction models based on balanced data, 

imbalanced data and modified imbalanced data, the performance evaluation criteria of type I error, type II 

error, and geometric mean were used. 

3.8 Criteria for Type I Error and Type II Error 
  For calculating type I error and type II error rate, the confusion matrix was used (Hesam et al., 2020). 

Table 3: The confusion matrix 

Confusion matrix Predicted positive Predicted negative 

True positive True positive (TP) False negative (FN) 

True negative False positive (FP) True negative (TN) 

 

Where, TPR  is percentage of positively classified samples, also known as sensitivity; in the area of financial 

distress prediction, it means the percentage of financially distressed companies that are correctly classified as 

financially distressed companies [40]. So, the method to calculate the sensitivity and type I error was described 

in Equation 2 and 3 : 

𝑇𝑃𝑅 = 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(2) 

𝐸𝑟𝑜𝑟𝑟 𝑇𝑦𝑝𝑒 I = 1 −  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(3) 

 

Where, TNR is percentage of negatively classified samples, also referred to as specificity. In the field of 

predicting financial distress, it refers to the percentage of healthy companies that are correctly classified as 

healthy companies [40]; so, the method to calculate the specificity and type II error is described in Equation 4 

and 5. 

𝑇𝑁𝑅 = 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 

(4) 

𝐸𝑟𝑜𝑟𝑟 𝑇𝑦𝑝𝑒 II = 1 − 
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

(5) 

3.9 Geometric mean 
    Geometric mean is a reliable criterion in assessing the predictability of financial distress prediction models 

based onimbalanceddata; because, in calculating it, the majority class (healthy companies) and the minority 

class (financially distressed companies) are considered, respectively. Based on Equation.6, the geometric mean 

includes the Geometric Mean of predicting financially distresssed companies (sensitivity) and the correct 

prediction Geometric Meanof healthy companies (specificity). Financial distress prediction model is capable 

to predict or classify high percentage of healthy and financially  distressed companies at the same time and 

thus has a high geometric mean. A higher geometric mean indicates better performance of the prediction model 

for two classes and no bias of the prediction model towards one class. In Equation 6, TPR is the percentage of 

financially distressed companies that the model is correctly placed in the category of financially distressed 

companies and TNR is the percentage of healthy companies. So, the model is properly placed in the healthy 

class [23]. The method to calculate general Geometric Mean by geometric mean is described in Equation 6: 

 

𝐺 − 𝑚𝑒𝑎𝑛 = √𝑇𝑃𝑅 ∗ 𝑇𝑁𝑅 (6) 

3.10 Parameter Optimization with a Combined Method of Grid Search and Cross-Validation 
Grid search is a representation of search based on a defined set of optimal parameter space (hyperparameters) 

[24]. The reasons for using grid search optimization method are as follows: There may not be enough certainty 
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about meta-heuristic optimization methods since approximate and meta-heuristic optimization methods 

prevent the complete search of parameters. Another reason is lower computational time in finding the values 

of optimal parameters compared to other more advanced methods [25]. In the grid search optimization method, 

the optimal parameters are determined using the minimum value (lower limit), the maximum value (upper 

limit), and the number of steps. 

 

2.11Tuning Parameters 
 

In this paper, the radial function of the least squares support vector machine was used, which included two 

parameters of c and gamma. The gamma and c parameters have a vital role in the performance of the least 

squares support vector machine model [19]. Therefore, improper selection of them can lead to overestimation 

and underestimation problems. However, there are few practical guidelines in determining the optimal 

parameters. Hsu et al [19] suggested a practical guide for tuning parameters of least squares support vector 

machine using combined method of grid search and cross-validation. The purpose of adjusting c and gamma 

parameters is to maximize the Geometric Mean of the prediction model for unseen data. Exponential growth 

of c and gamma parameters is a practical method in tuning parameters. In this study, the values of 2- 5 , 2- 3, 2-1 

, 2, 23, 25, 27, 29, 211 , 213, 215 for the parameter c and the values of 2-15, 2-13, 2-11, 2-9, 2- 5, 2-7,2-3 ,2 , 23, and 25 

have been used for the gamma parameter; so, a total of 121 combinations of parameters have been selected 

and for determining the optimal parameter of the random forest prediction model with the criterion of Gain_ 

Ratio, 28 values of the number of trees parameter were tuned in the range of 10 to 1000. 

 

2.12 Experimental Framework for Testing Hypotheses 
 

In this research, according to Figure 2, in order to calculate the performance evaluation criteria of financial 

distress prediction models based on balanced data, imbalanced data, and testing H1 to H3, the following steps 

were followed. First, the data were divided into two training and test categories.  80% of the data were selected 

as training data and 20% as test data. Financial distress prediction models were trained separately with balanced 

training data and imbalanced training data with 4 different degrees. In step 2, the optimal parameters of 

financial distress prediction models were determined. In stage 3, the financial distress prediction models 

trained in stage 2 were evaluated with balanced test data and imbalanced data with 4 different degrees. In the 

last step, the performance evaluation criteria of financial distress prediction models, including type I error, 

type II error, and the geometric mean of the general Geometric Mean criterion were calculated. In stage 3, the 

financial distress prediction models trained in stage 2 were evaluated with balanced test data and imbalanced 

data with 4 different degrees. In the last step, the performance evaluation criteria of the financial distress 

prediction models including type I error, type II error and the geometric mean of the geometric mean criterion 

were calculated. 

 

 

 

 

 

 

 
Fig 2. Experimental Framework for Testing H1- H3 
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According to Figure 3, in order to test the H4-H6 and calculate the performance evaluation criteria of financial 

distress prediction models based on modified imbalanced data, the following steps were performed: 

1. Initially, the data were divided into training data and test data. 

2. Training data on financial distress prediction models were divided into majority class (healthy companies) 

and minority class (financially distressed companies). 

3. At this stage, using undersampling methods, the number of healthy companies in training data was reduced 

and equalized to the number of financially distressed companies in training data. 

4. After applying undersampling in step 3, healthy companies were combined with financially distressed 

companies and balanced training data were obtained. 

5. At this stage, financial distress prediction models were trained with balanced training data; in order to 

determine the optimal parameters, the combined grid search optimization method with cross-validation with 

the number 5 was used. 

6.  Finally, the performance evaluation criterion of financial distress prediction models based on modified 

imbalanced test data were calculated . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                         
Fig 3. Experimental Framework for Testing H4 to H6 

 

4 Results 
 

H1 test result: Type  I error (misidentification of a financially distressed company as a healthy company) in 

financial distress prediction models based on balanced data are less significant than the models based on 

imbalanced data. According to Table 4 and Figure 4 and 5, type  I error of financial distress prediction models 

based on balanced data is lower compared to imbalanced data-based models with 4 different degrees, including 

60% to 40%, 70% to 30% ,80% to %20 and 90% to 10%. As expected, with the imbalanced data (increase in 

the number of healthy companies and decrease in the number of financially distressed companies), type I error 

of financial distress prediction models had an upward trend. Type I error of support vector machine based on 

balanced data was significantly lower in comparison with imbalanced data with degrees of 70% to 30% and 

90% to 10% at 95% confidence level and imbalanced data with degrees of 60% to 40%, 70% to 30% and 90% 

to 10% at the 90% confidence level. Type I error of random forest model based on balanced data is significantly 
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lower than imbalanced data with degrees of 70% to 30%, 80% to 20% and 90% to 10% at 95% and 90% 

confidence levels. 

 

Table 4: Type I Error Comparison of Financial Distress Prediction Models Based on Balanced Data with Imbalanced Data 

  

 
Fig 4: Type I Error of Svm Based on Balanced Data and Imbalanced Data 

 
Fig 5: Type I Error of Random Forest Based on Balanced Data and Imbalanced Data 

 

   H2 test result: According to Table 5 and Figure 6 and 7, type II error of financial distress prediction models 

based on balanced data was higher compared to the imbalanced data-based models with 4 different degrees 

including 60% to 40%, 70% to 30%, %80 to 20% and 90% to 10%. As expected, with the imbalanced data 

(increased number of healthy companies and decreased number of financially distressed companies), type II 

error of financial distress prediction models had a downward trend. Besides, by increasing intensity of 

imbalanced data, type II error of financial distress prediction models based on balanced data had an upward 

trend compared to imbalanced data. According to H2, the type II error of support vector machine model based 

on balanced data is significantly higher than the imbalanced data with 4 different degrees at 95% and 90% 

confidence levels, and the type II error of the random forest model based on balanced data is significantly 
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level 
Balanced 

data 

Imbalanced  

data 

Confirmed Rejected 0.095 %10.66 %15.79 %60 VS %40 SVM 

Confirmed Confirmed 0.008 %10.66 %22.84 %70 VS %30 SVM 

Rejected Rejected 0.144 %10.66 %30.05 %80 VS %20 SVM 

Confirmed Confirmed 0.008 %10.66 %38.32 %90 VS %10 SVM 

Rejected Rejected 0.403 %15.16 %17.71 %60 VS %40 Random forest 

Confirmed Confirmed 0.008 %15.16 %28.48 %70 VS %30 Random forest 

Confirmed Confirmed 0.008 %15.16 %45.26 %80 VS %20 Random forest 

Confirmed Confirmed 0.008 %15.16 %53.79 %90 VS %10 Random forest 
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higher than imbalanced data in A and B. Imbalanced data A:Imbalanced data with degrees of 70% to 30%, 

80% to 20% and 90% to 10% at 95% confidence level and imbalanced data B:imbalanced data with degrees 

of 60% to 40%, 70% to 30%, 80% to 20% and 90% to 10% at 90% confidence level. 

 
 Table 5: Comparison of Type Ii Error of Financial Distress Prediction Models Based on Balanced Data with Imbalanced Data 

 

 

 
Fig 6: Type II Error of  Svm Based on Balanced and Imbalanced Data 

 

 
Fig 7: Type II Error of Random Forest Based on Balanced and Imbalanced Data 

 

   H3 test result: Although H3 test results indicated that the geometric mean of the support vector machine 

model based on balanced data is higher compared to imbalanced data with degrees of 70% to 30%, 80% to 

20% and 90% to 10%. The results of Mann-Whitney [26] test indicated that the geometric mean of the support 

vector machine model based on balanced data is significantly higher than the 90% to 10% imbalanced data at 

the 90% confidence level. Also, H3 implying that the random forest model based on balanced data is more 

accurate compared to imbalanced data with degrees of 70% to 30%, 80% to 20% and 90% to 10% at 95% and 

90% confidence levels was confirmed. 
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Confirmed Confirmed 0.008 %14.76 %6.56 %60 VS %40 SVM 

Confirmed Confirmed 0.008 %14.76 %6.83 %70 VS %30 SVM 

Confirmed Confirmed 0.012 %14.76 %4.10 %80 VS %20 SVM 

Confirmed Confirmed 0.008 %14.76 %1.6 %90 VS %10 SVM 

Confirmed Rejected 0.06 %7.88 %4.39 %60 VS %40 Random forest 

Confirmed Confirmed 0.022 %7.88 %1.88 %70 VS %30 Random forest 

Confirmed Confirmed 0.011 %7.88 %0.33 %80 VS %20 Random forest 

Confirmed Confirmed 0.010 %7.88 %0.44 %90 VS %10 Random forest 
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Table 6: Comparison of Geometric Mean of Financial Distress Prediction Models Based on Balanced With Imbalanced Data 

 

 

Fig 8: Geometric Mean of Support Vector Machine Based on Balanced and Imbalanced Data 

 

 

 
Fig 9: Geometric Mean of Random Forest Based on Balanced and Imbalanced Data 

  

  H4 test result: According to Table 7, type I error (misidentification of a financially distressed company as a 

healthy company) in financial distress prediction models based on modified imbalanced data was lower 

compared to models based on imbalanced data. As seen in Figures 10- 13, as the data become more imbalanced, 

the blue line has an upward trend in all graphs. In other words, as the data become more imbalanced , type I 

error of financial distress prediction models based on imbalanced data has an upward trend. 

According to Table 7 and Figures 10 -11, type I error of the support vector machine model based on modified 

imbalanced data by clustering-based undersampling method and random undersampling was lower compared 
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Rejected Rejected 0.403 %87.26 %88.67 %60 VS %40 SVM 

Rejected Rejected 0.296 %87.26 %84.66 %70 VS %30 SVM 

Rejected Rejected 0.144 %87.26 %81.51 %80 VS %20 SVM 

Confirmed Rejected 0.095 %87.26 %76.26 %90 VS %10 SVM 

Rejected Rejected 0.835 %88.34 %88.68 %60 VS %40 Random forest 

Confirmed Confirmed 0.037 %88.34 %83.73 %70 VS %30 Random forest 

Confirmed Confirmed 0.008 %88.34 %73.57 %80 VS %20 Random forest 

Confirmed Confirmed 0.008 %88.34 %67.12 %90 VS %10 Random forest 
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to imbalanced data with 4 different degrees. Type I error of the support vector machine model based on 

modified imbalanced data (by clustering-based undersampling method) was significantly lower compared to 

imbalanced data with degrees of 70% to 30% and 90% to 10% at 95% confidence level and imbalanced data 

with 4 different degrees at the 90% confidence level. Type I error of the support vector machine based on 

modified imbalanced data by random undersampling method were significantly lower compared to imbalanced 

data with degrees 70% to 30% and 90% to 10% at 95% and 90% confidence levels. Therefore, in all cases, 

applying clustering-based undersampling and random undersampling on training imbalanced data led to 

reducing type I error of support vector model, which in most cases, reduced type I error of support vector 

machine model based on modified imbalanced data compared to models based on imbalanced data at 90% 

confidence level.   According to Table 7 and figures 12 to 13, type I error of random forest model based on 

modified imbalanced data by clustering-based undersampling and random undersampling was lower compared 

to imbalanced data with 4 different degrees. Type I error of random forest model based on modified imbalanced 

data by clustering-based undersampling method was significantly lower compared to imbalanced data with 

degrees of 70% to 30%, 80% to 20% and 90% to 10% at 95% confidence level  andimbalanced data with 4 

different degrees at 90% confidence level. Also, type I error of random forest model based on modified 

imbalanced data by random undersampling method was significantly lower compared to imbalanced data with 

70% to 30%, 80% to 20% and 90% to 10% degrees at 95% and 90% confidence levels. Therefore, in all cases, 

applying clustering-based undersampling and random undersampling on training imbalanced data led to a 

reduction in type I error of random forest model. In all cases except for imbalanced data with 60% to 40, the 

reduction of type I error of the random forest model based on the modified imbalanced data was more 

significant in comparison with the models based on the imbalanced data at the 95% confidence level. 

Table 7: Comparison of Type I Error of Models Based on Balanced Data in Comparison with Modified Imbalanced Data 

 

 

 
 

Fig 10: Comparison of type I error of  SVM based on modified imbalanced and imbalanced data 
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method) random clustering 

SVM %60 VS %40 %11.46 %9.88 %15.79 0.095* 0.296 

SVM %70 VS %30 %12.13 %13.87 %22.84 0.012** 0.008** 

SVM %80 VS %20 %13.37 %11.08 %30.05 0.095* 0.144 

SVM %90 VS %10 %11.24 %13.66 %38.32 0.037** 0.022** 

Random forest %60 VS %40 %12.09 %12.83 %17.71 0.095* 0.403 

Random forest %70 VS %30 %11.55 %11.61 %28.48 0.008** 0.008** 

Random forest %80 VS %20 %12.77 %12.83 %45.26 0.008** 0.008** 

Random forest %90 VS %10 %8.36 %11.12 %15.79 0.008** 0.012** 
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Fig 11: Comparison of type I  error of SVM based on modified imbalanced and imbalanced data 

 
 

Fig 12: Comparison of type I error of Random Forest based on modified and imbalanced data 

    Fig 13: Comparison of type I error of Random Forest based on modified imbalanced and imbalanced data 
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H5 test result: According to Table 8, type II error (misidentification of a healthy company as a financially 

distressed company) of financial distress prediction model based on modified imbalanced data was higher 

compared to the models based on imbalanced data. As seen in Figure 14-17, as the data become more 

imbalanced , the blue line of the charts gained a downward trend. In other words, as the data became more 

imbalanced , type II error of financial distress prediction models based on imbalanced data got downward. 

According to Table 8 and Figure 14 and 15, type II error of the support vector machine model based on 

modified imbalanced data by clustering-based undersampling method was significantly higher in comparison 

with imbalanced data with 4 different degrees at confidence levels 95% and 90%. Also, type II error of support 

vector machine model based on imbalanced data modified by random undersampling method was significantly 

higher compared to imbalanced data with degrees of 80% to 20% and 90% to 10%  at 95% and 90% confidence 

levels. Therefore, applying the clustering-based method on training imbalanced data with 4 different degrees 

led to a significant increase in support vector machine model at 90% and 95% confidence levels and applying 

a random method on imbalanced training data with 80% degrees to 20% and 90% to 10% led to a significant 

increase in type II error of support vector machine model at 90% and 95% confidence levels. 

According to Table 8 and figures 16 and 17, type II error of random forest model based on modified imbalanced 

data by clustering-based undersampling method was significantly higher compared to imbalanced data with 4 

different degrees in 90% and 95% confidence levels. Also, type II error of random forest model based on 

modified imbalanced data by random undersampling method was significantly higher compared to imbalanced 

data with degrees of 70% to 30%, 80% to 20% and 90% to 10% at 95% and 90% confidence levels; so, applying 

the clustering-based method on imbalanced training data with 4 different degrees led to a significant increase 

in  type II error of random forest model at 90% and 95% confidence levels. Applying random method on 

imbalanced training data with degrees of 70% to 30%, 80% to 20% and 90% to 10% led to a significant increase 

in type II error of random forest model at 90% and 95% confidence levels . 

Table 8: Comparison of Type Ii Error Based on Balanced Data Models Compared to Modified Imbalanced Data 

Fig 14: Comparison of type II error of SVM based on modified and imbalanced data 

Financial 

distress 

prediction model 

Ratio of 

imbalanced 

data 

Type II error of modified 

imbalanced data 

Type II error of 

imbalanced data 

P-value 

(clustering 

method) 

P-value 

(random 

method) random clustering 

SVM %60 VS %40 %9.2 %10.86 %6.56 **0.022 0.463 

SVM %70 VS %30 %8.86 %10.87 %6.83 **0.036 0.346 

SVM %80 VS %20 %12.06 %12.78 %4.10 **0.021 0.008** 

SVM %90 VS %10 %12.18 %11.27 %1.6 **0.008 0.012** 

Random forest %60 VS %40 %7.91 %9.49 %4.39 **0.008 0.144 

Random forest %70 VS %30 %9.61 %7.94 %1.88 **0.008 0.008** 

Random forest %80 VS %20 %9.16 %9.49 %0.33 **0.011 0.011** 

Random forest %90 VS %10 %8.92 %7.47 %0.044 **0.010 0.010** 
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Fig 15: Comparison of type II error of SVM based on modified and imbalanced data 

 

 
 

Fig 16: Comparison of type II error of Random Forest based on modified imbalanced and imbalanced data 

   

Fig 17: Comparison of type II error of Random Forest based on modified imbalanced and imbalanced data 
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H6 test result: According to Table 9, the geometric mean of financial distress prediction models based on 

modified imbalanced data was higher than the models based on imbalanced data. As seen in Figures 18 to 21, 

as the data become more imbalanced , the blue line of the graphs gets a downward trend. In other words, as 

the data becomes more imbalanced, the geometric mean of financial distress prediction models based on 

imbalanced data gets a downward trend. According to Tables 9 and Figure 18 and 19, the geometric mean of 

the support vector machine model based on modified imbalanced data by clustering-based undersampling 

method was higher compared to imbalanced data with 4 different degrees; but, this advantage was not 

significant in 90% and 95% confidence levels; also, the geometric mean of the support vector machine model 

based on modified imbalanced data by random undersampling method was higher compared to imbalanced 

data; but, this advantage for imbalanced data with degrees 70% to 30% and 90% to 10% was significant at 

90% and 95% confidence levels. Therefore, applying the random method to imbalanced training data with 

degrees 70% to 30% and 90% to 10% led to a significant increase in the geometric mean of the support vector 

machine model at 90% and 95% confidence levels. 

According to Tables 9 and Figure 20 and 21, the geometric mean of the random forest model based on modified 

imbalanced data by clustering-based undersampling method and random undersampling method was higher 

than imbalanced data with 4 different degrees and this superiority is important for imbalanced data with 

degrees of 70% to 30%, 80% to 20% and 90% to 10% at 90% and 95% confidence levels; so, applying the 

clustering-based method and random method to imbalanced training data with 3 different degrees of 70% to 

30%, 80% to 20% and 90% to 10% increased the geometric mean of the random forest model at 90% and 95% 

confidence levels. 

Table 9: Comparing type geometric mean of models based on balanced data with modified imbalanced data 

 

Fig 18: Comparison of geometric mean of SVM based on modified and imbalanced data 

Financial 

distress 

prediction 

model 

Ratio of 

imbalanced 

data 

Geometric mean of  

modified imbalanced data 

Geometric 

mean of 

imbalanced data 

P-value 

(clustering 

method) 

P-value 

(random 

method) random clustering 

SVM %60 VS %40 %89.59 %89.62 %88.67 0.531 0.835 

SVM %70 VS %30 %89.47 %87.61 %84.66 0.209 0.022** 

SVM %80 VS %20 %87.13 %87.98 %81.51 0.144 0.144 

SVM %90 VS %10 %88.18 %87.42 %76.26 0.144 0.037** 

Random forest %60 VS %40 %89.85 %90.30 88.68% 0.676 0.835 

Random forest %70 VS %30 %89.39 %90.19 %83.73 0.008** 0.008** 

Random forest %80 VS %20 %88.97 %88.78 %73.57 0.008** 0.008** 

Random forest %90 VS %10 %91.27 %90.61 %67.12 0.008** 0.008** 
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  Fig 19: Comparison of Geometric Mean of SVM based on modified and imbalanced data 

     

  Fig 20: Comparison of geometric mean in Random Forest based on modified and imbalanced data 

 

 Fig 21: Comparing geometric mean in Random Forest based on modified and imbalanced data 
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5 Conclusion 
H1 test results indicated that in all cases, type I error of financial distress prediction models based on balanced 

data is lower compared toimbalanceddata with 4 different degrees and in most cases, models 6 and 5 out of 8 

financial distress prediction models at 90% and 95% confidence levels, respectively, type I error of balanced 

data-based models was less significant than imbalanced data at 90% and 95% confidence levels. H1 test result 

is consistent with those of Zmijewski [42] and Veganzones and Severin [40]. Zmijewski [42] showed that there 

is a negative relationship between the number (ratio) of financially distressed companies and the type I error. 

H2 test results indicated that in all cases, type II error of financial distress prediction models based on balanced 

data is more than imbalanced data with 4 different degrees and in most cases (models 8 and 7 out of 8 models 

of financial distress prediction at 90% and 95% confidence levels, respectively), type II error of financial 

distress prediction models based on balanced data is more significant than imbalanced data at 90% and 95% 

confidence levels. H2 test results are consistent with the results of Zmijewski [42] and Veganzones and Severin 

[40]. Zmijewski [42] showed a positive relationship between the number or proportion of financially distressed 

companies and type II error.H3 test results indicated that in most cases, the geometric mean of financial distress 

prediction models based on balanced data was higher than imbalanced data, and in models 4 and 3 out of 8 

financial distress prediction models, respectively, the geometric Mean criterion of models based on balanced 

data was significantly higher in comparision with imbalanced data at at 90% and 95% confidence levels at 

90% and 95% confidence levels. These results consist with Veganzones and Severin [40] and Brown and Mues 

[7]. 

In interpreting H1to H3, it can be stated that lower type I error and higher type II error and the overall accuracy 

criterion of financial distress prediction models based on balanced data compared to imbalanced data with 4 

degrees of 60% 40%, 70% to 30%, 80% to 20%, and 90% to 10% originate from the design of financial distress 

prediction models because financial distress prediction models are designed in such a way that the overall 

accuracy of the model is maximal. For this reason, in the training phase, the inclination is to the data of the 

majority class (healthy companies) and  not much attention is paid to the data of the minority class (financially 

distressed companies) because the weight of the majority class (healthy companies) is higher and with 

maxizing the accuracy of the majority class (healthy companies) the overall accuracy of financial distress 

prediction models will be maximal[21]. In this study, the negative relationship between the number or ratio of 

financially distressed companies with the type of error and the positive relationship between the number or 

ratio of financially distressed companies with the type II error was confirmed[42]. In other words, the test 

results of the H1-H3 showed that with increasing data imbalance (decreasing the number of financially 

distressed companies in the selected sample), type I error has an upward trend and type II error has a downward 

trend, since the type I error and the type II error in financial distress prediction models based on balanced data 

compared to imbalanced data is lower and more than real, respectively; as mentioned, with the increase of data 

imbalance, I error has an upward trend and the type II error has a downward trend, but does the overall accuracy 

of financial distress prediction models increase or decrease? The results of testing the H3 show that in most 

cases except for 2 geometric means, the overall accuracy of financial distress prediction models based on 

balanced data is higher compared to imbalanced data and with increasing data imbalance (decrease in number 

of financially distressed companies), the geometric mean of the overall accuracy is declining and the geometric 

mean of the overall accuracy of the financial distress prediction models based on balanced data is higher than 

reality, especially for imbalanced data with higher degrees. Therefore, the use of imbalanced data-based 

prediction models is recommended to investors, creditors and other stakeholders because the type I error 

(identifying a financially distressed company as a healthy company) of the financial distress prediction model 

based on balanced data may be small, but the type I error of the same financial distress prediction model based 

on imbalanced data (reality) is high. 

H4 test results showed that type I error of the support vector machine based on modified imbalanced data by 

clustering-based and random method is lower compared to imbalanced data which in most cases (models 6 
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and 4 of 8 financial distress prediction models respectively), are significantly lower at 90% and 95% 

confidence levels. Also, type I error of random forest model based on modified imbalanced data by clustering-

based and random methods was lower compared to imbalanced data, which in most cases (models 6 and 7 out 

of 8 financial distress prediction models are significantly lower in 90% and 95% confidence levels. This result 

is consistent with the results of Veganzones and Severin [40]. H5 test results indicated that type II error of the 

support vector machine model based on the modified imbalanced data by clustering-based and random method 

was more than theimbalanceddata which in most cases (6 models of 8 support vector machine models), it was 

significantly higher at 90% and 95% confidence levels. Also, type II error of random forest model based on 

imbalanced data modified by clustering-based and random methods was more than imbalanced data which in 

most cases (7 and 6 models out of 8 random forest models) was significantly higher. This result is consistent 

with those of Veganzones and Severin [40]. H6 test results indicated that in all cases, geometric mean of the 

support vector machine model based on imbalanced data modified by clustering-based and random method 

was higher than imbalanced data and in some cases (6 models out of 8 financial distress prediction models), it 

was significantly higher at 90% and 90% confidence levels. This result is consistent with the results of 

Veganzones and Severin [40]. 

In interpreting H4 to H6, it can be stated that according to the result of Zmijewski [42], if the ratio or number 

of healthy companies to the ratio or number of financially distressed companies does not correspond to reality 

or the data are balanced, sample selection bias may lead to underestimation of type I error and overestimation 

of the type II error of financial distress prediction models. Financial distress prediction models based on 

imbalanced data compared to balanced data will face the problem of higher type I error error (identifying a 

financially distressed company as a healthy company). The cost of the type I error is higher for investors, 

creditors and other stakeholders than the cost of the type II error of the financial distress prediction models. 

Therefore, type I error of financial distress prediction models based on imbalanced data should be reduced. In 

the present study, in order to reduce type I error (solving the problem of imbalanced data in predicting financial 

distress), random undersampling and clustering-based sampling have been used. Those sampling methods will 

lead to a reduction in the number (ratio) of healthy companies in training data (balancing training data), to   

financial distress prediction models in the training phase (learning model) to pay equal attention to both classes 

of healthy companies (majority class) and financially distressed companies (minority class). Therefore, H4 to 

H6 were formulated and tested. Their results indicated that by modifying the training process and balancing 

the data in the learning phase of the models (reducing the number of healthy companies in the training data) 

type I error, type II error and overall accuracy (by geometric mean) of the financial distress prediction models 

based on modified imbalanced data compared to the models based on imbalanced data have become lower, 

more and more, respectively based on expectations. Therefore, the use of financial distress prediction models 

based on modified unbalanced data is recommended; because the type I error, type II error and the geometric 

mean criterion of the overall accuracy of financial distress prediction models based on modified imbalanced 

data are based on reality. Then, type I error based on modified imbalanced data models is lower than 

imbalanced data; so, lower cost is imposed on investors, creditors and other stakeholders. 

 

5.1 Practical Suggestion 
    1. Since the ratio of healthy companies to financially distressed companies (data imbalance) varies over time 

and the type of industry varies, and because performance (performance evaluation criteria) models of 

imbalanced financial distress prediction models depend on the degrees of data imbalance, investors and 

creditors are advised to choose financial distress prediction models according to the degree of data imbalance 

in the relevant time period or industry  

  2. Although the type I error and type II error of prediction models based on imbalanced data are suitable for 

real conditions, type I error of financial distress prediction models based on imbalanced data is higher than the 

models based on balanced data. The type I error imposes more costs on investors, creditors and other 
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stakeholders compared to the second type of error; so, it is more important. Using undersampling method of 

training data, the learning process of imbalanced data-based models can be corrected and as a result, type I 

error and the geometric mean decreased and increased the overall accuracy of the financial distress prediction 

models, respectively; so, the use of financial distress prediction models based on the modified imbalanced data 

is recommended to investors, banks, credit financial institutions and other stakeholders because from one hand, 

type I error and type II error of the financial distress prediction models are compatible with reality because the 

test data of the models are imbalanced and on the other hand, the training data have been balanced and learning 

process of the model has been modified therefore the type I error has been reduced. The reduction of type I 

error will lead to a reduction in the cost of doubtful receivables of banks and credit financial institutions and 

a reduction in the cost will induce devaluation of investment.  

 

5.2 Suggestions for Further Studies 

1. In order to reduce type I error (misidentifying the financially distressed company as a healthy company) in 

this study, random undersampling and clustering-based sampling methods were used. For reducing type I error, 

oversampling and hybridization are suggested to be used. The use of sampling methods can reduce type I error 

and increase overall accuracy, leading to optimal decisions for investors, creditors, and other stakeholders. 

2. The issue of imbalanced data in financial distress prediction is due to the unequal distribution of healthy and 

financially distressed companies. It is suggested that in future research, performance evaluation criteria of 

fraud detection models be compared based on balanced data, imbalanced data, and modified imbalanced data; 

also, in order to reduce type I error (misidentification of a fraudulent company as a non-fraudulent company) 

oversampling, undersampling, and combined methods are suggested to be used. 

3. As mentioned earlier, type I error and type II error of financial distress prediction models based on 

imbalanced data are more and less, respectively compared to balanced data-based models. The type I error of 

the financial distress prediction models has a higher cost for investors and creditors compared to type II error. 

In the present study, for reducing type I error, undersampling methods of training data models were used. 

Further studies are suggested to use cost-sensitive learning method  to reduce the type I error and increase the 

geometric mean criterion . 
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