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Abstract: In this paper, an eye-in-hand stereo image-based visual serving controller for 
industrial 6 degrees of freedom manipulator robots is presented. The visual control algorithms 
mostly use the relationship between camera speed and changes in image features, to determine 
the end-effector movement path.  One of the main problems of the classical IBVS method is 
the inability to estimate the distance of the object related to the camera, which requires 
peripheral equipment such as a laser rangefinder to estimate the depth. In this study, two 
cameras were mounted on the end-effector of a 6 DOF manipulator robot. The distance of the 
object to the camera is estimated by the equations associated with the epipolar plane, and the 
interaction matrix is updated at any time. For increasing response speed, the image interaction 
matrix was divided into two separate parts related to translational and rotational motion, and it 
was found that only the translational motion part is affected by distance. The control method 
separates the camera motion into three-stage based on pure rotation, pure translation, and 
hybrid motion, which has a better time response compared to the classical IBVS control 
methods. Additionally, a method for position prediction and trajectory estimation of the 
moving target in order to use in a real-time grasping task is proposed and developed using 
Recursive Least Square as the trajectory estimators in the image plane.  The simulation results 
show that the proposed method increases the system response speed and improves the tracking 
performance. 
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1 INTRODUCTION 

In recent years, a wide variety of applications regarding 

autonomous robot behavior in unstructured and 

unknown environment have been developed. There is a 

part of vision-based robotic research area called visual 

servo [1]. Visual servoing guide robots using the vision 

information. The visual servo is a framework to 

formalize the vision-based feedback control as a 

dynamical system. This framework provides rigorous 

evaluation for developing vision-based control systems, 

for example, controllability, and asymptotic stability, 

region of stability, robustness and sensitivity. Since 

these terms are familiar for control engineers visual 

servoing became a powerful tool for designing vision-

based robotic systems. Visual servoing (VS) is a mature 

robotic technique having wide applications such as 

target/feature tracking, manipulator robot grasping [2]. 

The task in visual servoing, is to control the pose of the 

robot’s end-effector, relative to the target, using visual 

features extracted from an image of the goal object. 

Existing VS schemes can be classified as image-based 

VS (IBVS), position-based VS (PBVS), and hybrid 

approaches [3]. These two methods are classified based 

on how the image is used to guide the robot. In PBVS, 

using image data the position of the end effector relative 

to the object is estimated and this estimated position is 

used to generate the robot control signal. In, IBVS image 

features are used directly to guide the robot. A control 

signal is generated to guide the robot so that the current 

features move towards the desired features. Visual 

servoing system can be single camera or stereo. The 

camera is usually positioned in either eye-to-hand or 

eye-in-hand mode. It is called the eye-in-hand where the 

camera is mounted on the end effector of the robot, but 

it is called the eye-to-hand when the camera is in a fixed 

position. This paper presents the eye-in-hand stereo 

IBVS method to control the end effector of 6 DOF 

manipulator PILZ robot.  In IBVS and PBVS, the 

tracking error is defined in the image and the Cartesian 

space respectively, while in hybrid approaches, the error 

is defined in both spaces [4]. Particular interest in this 

paper is object pose estimation in IBVS using Recursive 

Least Square method. The visual control algorithms 

mostly use the relationship between camera speed and 

changes in image features (the image interaction matrix), 

to determine the robot end-effector path.  One of the 

disadvantages of the classic IBVS method is the inability 

to estimate the depth of the target relative to the camera, 

which causes the robot to be ineffective in some 

situations or reduce system response speed. In this study, 

two cameras were mounted on the end-effector of a 6 

DOF manipulator robot. The distance of the object to the 

camera is estimated by the equations associated with the 

epipolar plane, and the interaction matrix is updated at 

any time. For increasing response speed, the image 

interaction matrix was divided into two separate parts 

related to translational and rotational motion, and it was 

found that only the translational motion part is affected 

by distance. The control method separates the camera 

motion to three stages based on pure rotation, pure 

translation, and hybrid motion, which has a better time 

response compared to the classical IBVS control 

methods. In this research, it is assumed that two cameras 

are installed on the robot end-effector. Using the 

epipolar plane, the depth of the object relative to the 

camera is estimated at all times. The proposed method 

can be used for moving and stationary purposes. In some 

cases, due to the high speed of the moving target, the 

robot is not able to track and capture it. Therefore, using 

prediction methods, future positions of features in the 

image space can be estimated. In this paper, the position 

of the moving target in the image space was estimated 

using RLS, and the use of this method could improve the 

response speed of the system. Another problem with 

classical IBVS methods is the lack of detection of 

placement in regular shapes. Using a stereo system 

solves this problem. The proposed controller also solves 

the inherent problem of the classic IBVS method, which 

rotates 180 degrees around the camera axis. The paper 

is organized as follows. The main contributions are 

explicitly stated in Section 2. A traditional Image Based 

Visual Servoing and stereo image based visual servoing 

scheme are stated in Section 3. In this section the 

mathematical theory of monocular IBVS is presented 

and developed. Then, by extending the equations for the 

stereo approach, the image interaction matrix is 

calculated, while the description of the Recursive Least 

square is presented in Section 4. So, position prediction 

and trajectory estimation of the moving target are added 

to the proposed stereo-IBVS and make the process faster 

in a real-time grasping task a method. In Section 5, an 

intelligent hybrid visual control scheme incorporating 

developed controllers is explained in details. The 

proposed approach is evaluated in various simulation 

scenarios provided. Followed by Section 6 which 

summarizes findings and the contributions of this study. 

1.1. Review of Previous Work 

Many studies and methods have been proposed to 

improve the classical IBVS method. In this method, the 

control goal is to match the current properties with the 

desired properties on the image plane. Most studies have 

reported long convergence times that are not acceptable 

in industrial applications. In industrial applications, the 

IBVS method is effective and usable when the system 

response time is fast and stable. It is possible to reduce 

the system response time in the IBVS method by 

increasing the control law gain, but this method has 

limitations because increasing the gain causes robot 

instability and unwanted shakings [5]. In addition, 

traditional IBVS systems are stable only in a limited area 

around the desired position, and also when the desired 
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features are far away from the initial features state, the 

convergence time is long and the singularity points of 

the image may cause the robot motion to be failed [6]. 

Xie et al. proposed the idea of using the switching 

control method in IBVS [7]. In this method, the 

controller switches in two modes of rotation and 

translation. By considering the fact that the image 

interaction matrix is strongly influenced by depth, they 

used a laser system to determine the depth of the 

features. In this study, it was shown that switching 

schemes can solve some of the inherent problems of the 

IBVS method, such as the inability to rotate 180 degrees 

around the center of the camera or get stuck in local 

minima, etc. Also, in this research, all camera 

parameters are assumed to be known and certain, and the 

condition for changing between different modes is based 

on the norm of the features error, which is predefined. 

This criterion is not directly related to motion separation. 

In fact, a switch-based control method is required that 

ensures stability and has a more effective criterion for 

switching between rotation and translation modes to 

meet the needs of industrial applications [7]. Another 

issue with the IBVS method is the dependence of the 

control system performance on the accuracy of the 

camera calibration. Although many studies have 

improved the tracking performance of the IBVS method 

by using image moments as features or trajectory 

optimization, none of them considered the camera 

parameters uncertain and assumed that the camera was 

well calibrated. In addition, path optimization methods 

take relatively considerable time to solve the 

optimization problem in each movement step, which is 

not suitable for industrial environments [8]. Camera 

parameters can be obtained by the calibration process. 

However, in some cases, especially in industrial 

applications, this is not possible and these parameters 

may change during an operation [9]. However, most 

studies in this field are based on the design of the 

kinematics-based controllers. In other words, they 

consider the robot as a precise positioning system that 

has negligible dynamics. Kinematic-based controllers 

ignore system dynamics and implement a simpler 

control process. Using a kinematics-based visual servo 

system is easier than using a dynamics-based control 

system. However, dynamic-based methods use the robot 

dynamic model to design the controller, and therefore 

can provide better control performance in terms of 

convergence time and guarantee stability compared to 

the kinematic-based control method. Ghasemi et al. 

Proposed an adaptive switch control method based on 

the robot dynamic model for the IBVS system. In this 

study, three states of pure rotation, pure translation, and 

hybrid movement were selected as control modes. A 

different control gain was considered for each control 

stage. The results showed that the adaptive switch 

control method has a faster time response and better 

stability than the two switch methods IBVS and 

traditional IBVS. However, in this study, the depth of 

the features is considered as a predefined parameter and 

the monocular IBVS approach was used for the Vision 

system, which is unsuitable in industrial environments 

with uncertain variables [10]. Undoubtedly, one of the 

most effective human tools in understanding the world 

and recognizing it is the sense of sight. Understanding 

the three-dimensional properties of a landscape and 

finding the geometric information of the objects in it, is 

one of the most important areas of research in machine 

vision [11]. By the growth of control systems, in the 

future we will see smart devices that, while being able to 

detect objects, route, estimate and maintain distance 

from passers-by or other devices, and can themselves 

implement the corresponding route operations [12]. 

With the increasing use of 3D images for different 

locations, different sensors are used to simulate high 

quality visual information [13]. Stereo vision is one of 

the visual sensors that extracts depth by having at least 

two images of a scene and based on the adaptation of the 

stereo [14]. Stereo vision is an emerging method that is 

inspired by the human visual system and calculates the 

three-dimensional coordinates of objects using images 

from left and right cameras and the corresponding stereo 

equations and algorithms [15]. In robotic applications, 

the use of stereo vision allows the robot to obtain 

information about the structure and geometric shape of 

objects and their location, both relative to the robot and 

to other objects [16]. The stereo vision model consists of 

an object and two cameras with a parallel or intersecting 

optical axis or other layouts that are used to achieve a 

three-dimensional position of the surrounding 

environment [17]. Payeur proposed a method based on 

neural network to predict the trajectory in a robotic 

environment in real time. His method used the six most 

recent measurements of the object coordinates as inputs 

[18]. Hideki Hashimoto describes a control scheme for a 

robotic manipulator system that uses visual information 

to position and orientate the end-effector. The control 

system directly integrates visual data into the servoing 

process without subdividing the process into 

determination of the position and orientation of the work 

piece and inverse kinematic calculation. The feature of 

the control scheme is the use of neural networks for the 

determination of the change in joint angles required in 

order to achieve the desired position and orientation. The 

proposed system is able to control the robot so that it can 

approach the desired position and orientation from 

arbitrary initial ones [19]. It should be noted that the first 

three columns of the image interaction matrix are related 

to the translation motion of the end effector and the next 

three columns are related to its rotational motion. If the 

motion is divided into translation and rotation parts, the 

rotational motion is independent of the depth parameter, 

while the translation motion is dependent on the depth, 
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which is calculated using the stereo technique at any 

time and placed in the interaction matrix. This technique 

gives the chance of overcoming the nonlinearity created 

by the depth parameter and allows us to use adaptive 

methods to estimate the camera parameters in stereo eye 

in hand mode. Therefore, in this paper, the idea of 

switching between different modes of motion of the 

robot will be used in such a way that the three modes of 

pure rotation, pure translation and a hybrid motion for 

fine tuning will be used. The remaining paper is 

organized as follows: in section 2, a methodology is 

presented. In section 3, the adaptive switch controller for 

stereo IBVS considering the three movement states is 

designed. In section 4, simulation results are presented 

and finally, conclusion remarks are given and the 

advantage of the presented method is explained in 

section 5. 

2 CONTRIBUTIONS OF PAPER 

 An image-based visual servoing (IBVS) approach 

based on stereo vision has been presented and 

mathematically discussed and compared to the case of 

Monocular IBVS. 

 The method for stacking the proper image interaction 

matrices for the case of image based stereo visual 

servoing has been developed for two cases of parallel 

and non-parallel cameras and the exact depth 

information has been extracted from the geometry of the 

vision system and used in image interaction matrices. 

 A method for trajectory estimation of a moving 

object has been proposed to predict the position of the 

object which is used in a stereo image-based visual 

servoing for a real-time grasping procedure. The system 

dynamics of the object has been modeled in both linear 

and nonlinear description in image plane instead of 3- D 

space. object pose estimation in S_IBVS using 

Recursive Least Square method. 

 For increasing response speed, the image interaction 

matrix was divided into two separate parts related to 

translational and rotational motion, and it was found that 

only the translational motion part is affected by distance. 

The control method separates the camera motion to three 

stages based on pure rotation, pure translation, and 

hybrid motion, which has a better time response 

compared to the classical IBVS control methods. 

3 PROPOSED METHODOLOGIES  

The task in visual servoing is to control the pose of the 

robot’s end-effector, relative to the goal, using visual 

features extracted from an image of the goal object. In 

this paper, the goal is to optimize the assembly of robotic 

parts without the need for an operator.  

To increase the accuracy of assembling, the two cameras 

are mounted on the robot's end-effector to detect the 

position and direction of the parts. The processed 

information is sent to the robot controller for decision. 

Object trajectory in image planes is predicted by RLS 

filter to increase convergence velocity. Proposed 

methodology is shown in “Fig. 1”. 

 

 
Fig. 1 Using estimation of object positions in stereo 

image-plane for an image-based servoing approach to grasp a 

moving target by 6 Dof PILZ robot. 

 

As shown in “Fig .1”, the object in the 3-D world viewed 

by stereo cams and recursive least square filter estimates 

the trajectory of object in both image planes. Because 

the cameras are mounted to the robot end-effector, so the 

output of the images is a motion gradient and the image 

interaction matrix must be obtained. Using the inverse 

of the image interaction matrix as well as the difference 

between the observed points and the desired point and 

multiplying these two by the system gain, the desired 

output speed can be obtained at any time. By multiplying 

the desired output speed by the inverse of the robot 

Jacobean and integrating the response, the desired angles 

for the joints can be calculated. 

3.1. Dynamical Model of The Stereo-IBVS 

Imagine a camera mounted on the end effector and move 

with a body velocity 𝜗 = (𝑣, 𝜔) in the world frame and 

observe a world point P with camera relative 

coordinates  𝑃 = (𝑋, 𝑌, 𝑍) . The velocity of the point 

relative to the camera frame is 

 

�̇� = −𝝎 × 𝑷 − 𝒗 (1) 

Which can write in scalar form as: 

 

�̇� = 𝒀𝝎𝒙 − 𝒁𝝎𝒚 − 𝒗𝒙  

�̇� = 𝑿𝝎𝒛 − 𝒁𝝎𝒙
̇ − 𝒗𝒚 (2) 

𝒁 = 𝑿𝝎𝒚 − 𝒀𝝎𝒙 − 𝒗𝒛̇   
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The perspective projection for normalized image-plane 

coordinates could write as: 

 

𝒙 =
𝑿

𝒁
  , 𝒚 =

𝒀

𝒁
 (3) 

 

Using the quotient rule drive the temporal derivative as: 

 

�̇� =
�̇�𝒁−𝑿�̇�

𝒁𝟐
  , �̇� =

�̇�𝒁−𝒀�̇�

𝒁𝟐
  (4) 

 

With placement 𝑋 = 𝑥𝑍  and 𝑌 = 𝑦𝑍 in “Eq. (2)” then 

write in matrix form as: 

 

(
�̇�
�̇�
) =

[
−
𝟏

𝐙
𝟎

𝟎 −
𝟏

𝐙

𝐱

𝐙
𝐱𝐲

𝐲

𝐙
𝟏 + 𝐲𝟐

−(𝟏 + 𝐱𝟐) 𝐲
−𝐱𝐲 −𝐱

]

[
 
 
 
 
 
𝐯𝐱
𝐯𝐲
𝐯𝐳
𝛚𝐱
𝛚𝐲

𝛚𝐳]
 
 
 
 
 

  

(5

) 

 

Which maps camera spatial velocity to feature velocity 

in normalized image coordinates. If normalized image-

plane coordinates change to the pixel coordinates: 

 

𝒖 =
𝒇

𝝆𝒖
𝒙 + 𝒖𝟎  , 𝒗 =

𝒇

𝝆𝒗
𝒚 + 𝒗𝟎 (6) 

 

In Eq. (6), 𝑓 describes the focus length and(𝑢0, 𝑣0) is 

principal point. By definition �̅� = 𝑢 − 𝑢0 and  �̅� = 𝑣 −

𝑣0 , Eq. (6) could be rearranged as 𝑥 =
𝜌𝑢

𝑓
�̅�, 𝑦 =

𝜌𝑣

𝑓
�̅� by 

considering 𝜌𝑢 , 𝜌𝑣and 𝑓is constant parameters, so the 

temporal derivative related to the pixel coordinates is: 

  

𝒙 =
𝝆𝒖

𝒇
�̅̇� , 𝒚 =

𝝆𝒗

𝒇
�̅̇� (7) 

 

And substituting “Eq. (7) and Eq. (5)” into Eq. leads to: 

 

(�̇̅�
𝒗 ̅̇
) = 

[
 
 
 
 −

𝒇

𝝆𝒖𝒁
𝟎

𝟎 −
𝒇

𝝆𝒗𝒁

�̅�

𝒁

𝝆𝒗𝒖𝒗̅̅ ̅̅

𝒇

�̅�

𝒁

𝒇𝟐 + 𝝆𝒗
𝟐�̅�𝟐

𝝆𝒗𝒇

−
𝒇𝟐 + 𝝆𝒖

𝟐�̅�𝟐

𝝆𝒖𝒇

𝝆𝒗�̅�

𝝆𝒖

−
𝝆𝒗𝒖𝒗̅̅ ̅̅

𝒇
−
𝝆𝒖�̅�

𝝆𝒗 ]
 
 
 
 

[
 
 
 
 
 
𝒗𝒙
𝒗𝒚
𝒗𝒛
𝝎𝒙
𝝎𝒚
𝝎𝒛]
 
 
 
 
 

 

                                                                                   (8) 

To simplify assume 𝜌 = 𝜌𝑢 = 𝜌𝑣  and 𝑓̅ =
𝑓
𝜌⁄ . The 

Jacobian matrix could be simplified as: 

  

𝑱𝒑(𝒑, 𝒁) =

[
−
�̅�

𝒁
𝟎

�̅�

𝒁

𝟎 −
�̅�

𝒁

�̅�

𝒁

�̅��̅�

�̅�
−
�̅�𝟐+�̅�𝟐

𝒇
�̅�

�̅�𝟐+�̅�𝟐

𝒇

�̅��̅�

�̅�
−�̅�
]  

(9) 

 

“Eq. (7)” can write concise matrix form as: 

 

�̇� = 𝑱𝒑(𝒑, 𝒁)𝝑  (10) 

 

Where,  𝐽𝑝, is the 2 × 6 image Jacobian matrix for a point 

feature at coordinate 𝑝 and camera distance𝑍. Jacobean 

matrix 𝐽𝑝(𝑝, 𝑍) could be divided in two parts of 

translation and angular: 

 

𝑱𝒑(𝒑, 𝒁) =

[
 
 
 
 −

�̅�

𝒁
𝟎

�̅�

𝒁

𝟎 −
�̅�

𝒁

�̅�

𝒁⏟        
𝟏

𝒁
𝑱𝒕

�̅��̅�

�̅�
−
�̅�𝟐+�̅�𝟐

𝒇
�̅�

�̅�𝟐+�̅�𝟐

𝒇

�̅��̅�

�̅�
−�̅�

⏟            
𝑱𝝎 ]

 
 
 
 

  

(11) 

 

 

The “Eq. (11)” can write in brevity as: 

 

�̇� = (
𝟏

𝒁
𝑱𝒕(𝒑, 𝒁)  ⋮ 𝑱𝝎(𝒑, 𝒁)) 𝝑  (12) 

 

Substitute “Eq. (12)” into “Eq. (8)”: 

 

(�̇̅�
𝒗 ̅̇
) =  

𝟏

𝒁
𝑱𝒕𝒗 + 𝑱𝝎𝝎  (13) 

 

Rearranging Eq. (13) in linear form: 

  
𝟏

𝒁
𝑱𝒕𝒗 =  (

�̇̅�
𝒗 ̅̇
) − 𝑱𝝎𝝎  (14) 

 

Writing “Eq. (12)” in compact form 𝐴𝜃 = 𝐵, we have a 

simple linear equation. Computing the image Jacobian 

requires knowledge of the camera intrinsic, the principal 

point, and focal length, but in practice, it is quite tolerant 

of errors in these. 

3.2. Interaction Matrix for Stereo Vision 

Consider the pair of cameras are look at an arbitrary 

point in the world. The projected point in each image 

plane is showed by {𝑝𝑖(𝑥𝑖 , 𝑦𝑖) , 𝑖 = 𝑙, 𝑟} so relative 

equation for projecting observed points in the left and 

right image planes could be written as: 

 

𝒙𝒍 =
𝑿+

𝒃

𝟐

𝒁
      , 𝒚𝒍 =

𝒀

𝒁
  

 

𝒙𝒓 =
𝑿−

𝒃

𝟐

𝒁
      , 𝒚𝒓 =

𝒀

𝒁
  

(15-a) 

 

(15-b) 
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Normalize the coordinates and describe “Eq. 15” in pixel 

dimensions: 

  

𝒙𝒍 =
𝒖𝒍 − 𝒖𝟎
𝒇∗𝜶

      , 𝒚𝒍 =
𝒗𝒍 − 𝒗𝟎
𝒇∗

 

 

𝒙𝒓 =
𝒖𝒓 − 𝒖𝟎
𝒇∗𝜶

      , 𝒚𝒍 =
𝒗𝒓 − 𝒗𝟎
𝒇∗

 

(16-a) 

 

 

(16-b) 

 

In “Eq. (16)”, 𝑢0  and 𝑣0  are the coordinates of the 

camera principal point, 𝑓 is the focal length, 𝛼 is the 

ratio of the pixel dimensions where 
𝑑𝑦

𝑑𝑥
= 𝛼 and  𝑓∗ is 

focal length described in pixel dimensions. Taking the 

time derivative of the perspective projection Equations: 

 

𝒙𝒍 =
�̇�+𝒙𝒍�̇�

𝒁
      , 𝒚𝒍 =

�̇�+𝒚𝒍�̇�

𝒁
  

 

𝒙𝒓 =
�̇�−𝒙𝒓�̇�

𝒁
      , 𝒚𝒍 =

�̇�−𝒚𝒓�̇�

𝒁
  

(17-a) 

 

(17-b) 

 

The velocity of a feature point in an image 𝑝𝐼  can be 

written related to the velocity of a feature point in a 

camera frame 𝑃𝑐 as: 

 

�̇� = 𝑱𝒄
𝑰�̇�𝒄 (18) 

 

Where of 𝑝𝐼 = [𝑝𝑙 , 𝑝𝑟] and: 

 

𝑱𝑪
𝑰 = 

[
 
 
 
 
𝝏𝒙𝒍

𝝏𝑿

𝝏𝒚𝒍

𝝏𝑿
𝝏𝒙𝒍

𝝏𝒀

𝝏𝒚𝒍

𝝏𝒀

𝝏𝒙𝒓

𝝏𝑿

𝝏𝒚𝒓

𝝏𝑿
𝝏𝒙𝒓

𝝏𝒀

𝝏𝒚𝒓

𝝏𝒀
𝝏𝒙𝒍

𝝏𝒁

𝝏𝒚𝒍

𝝏𝒁

𝝏𝒙𝒓

𝝏𝒁

𝝏𝒚𝒓

𝝏𝒁 ]
 
 
 
 
𝑻

= 

             

[
 
 
 
 

𝟏

𝒁

𝟎

−
𝑿+

𝒃

𝟐

𝒁𝟐

    

𝟎
𝟏

𝒁

−
𝒀

𝒁𝟐

    

𝟏

𝒁

𝟎

−
𝑿−

𝒃

𝟐

𝒁𝟐

   

𝟏

𝒁
𝟏

𝒁

−
𝒀

𝒁𝟐]
 
 
 
 
𝑻

  

(19) 

 

The velocity of 𝑃𝑐 related to spatial camera velocity can 

be written as: 

 

�̇�𝒄 = −𝝎𝒄 × 𝑷
𝒄 − 𝒗𝒄 (20) 

Solve “Eq. 20”: 
 

�̇�𝒄 = [
�̇�
�̇�
�̇�

] = [

−𝝎𝒚𝒁 + 𝝎𝒙𝒀 − 𝒗𝒙
−𝝎𝒛𝑿 + 𝝎𝒙𝒁 − 𝒗𝒙
−𝝎𝒙𝒀 + 𝝎𝒚𝑿 − 𝒗𝒁

] = 𝚲𝒖𝒄 (21) 

 

Substituting Eq. 18 in Eq.21 can be written: 
 

�̇�𝑰 = 𝑱𝒄
𝑰�̇�𝒄    ↦  �̇�𝑰 = 𝑱𝒄

𝑰𝚲𝒖𝒄 = 𝑱𝒔𝒕𝒖𝒄  (22) 
 

Where,  𝐽𝑠𝑡 is the stereo-vision image interaction which 

expresses the relation between a velocity of a feature 

point in an image  �̇�𝐼 , and a moving velocity of a 

camera 𝑢𝑐 . Considering𝑋 =
𝑏(𝑥𝑙+𝑥𝑟)

2(𝑥𝑙−𝑥𝑟)
, 𝑌 = 𝑦𝑙

𝑏

(𝑥𝑙−𝑥𝑟)
and 

𝑍 =
𝑏

(𝑥𝑙−𝑥𝑟)
 rewrite the stereo-vision image interaction 

matrix as: 
 

𝑱𝒔𝒕 =

[
 
 
 
 
 
 −

𝒂

𝒃
𝟎 𝒙𝒍

𝒂

𝒃
       𝒙𝒍𝒚 −(𝟏 +

𝒙𝒍(𝒙𝒍+𝒙𝒓)

𝟐
) 𝒚

𝟎 −
𝒂

𝒃
𝒚
𝒂

𝒃
   𝟏 + 𝒚𝟐 −𝒚

(𝒙𝒍+𝒙𝒓)

𝟐
−
(𝒙𝒍+𝒙𝒓)

𝟐

−
𝒂

𝒃
𝟎 𝒙𝒓

𝒂

𝒃
   𝒙𝒓𝒚 − (𝟏 +

𝒙𝒍(𝒙𝒍+𝒙𝒓)

𝟐
) 𝒚

𝟎 −
𝒂

𝒃
𝒚
𝒂

𝒃
 𝟏 + 𝒚𝟐 −𝒚

(𝒙𝒍+𝒙𝒓)

𝟐
−
(𝒙𝒍+𝒙𝒓)

𝟐 ]
 
 
 
 
 
 

  

                                                                                  (23) 
 

Where,  𝑎 = 𝑥𝑙 + 𝑥𝑟  is called feature point disparity 

and𝑦 = 𝑦𝑙 = 𝑦𝑟 . Eventually, the stereo-vision image 

interaction matrix could be obtained with the velocities 

expressed in the camera frame and then transformed into 

the sensor frame [20]. 

 

𝒑𝑰̇ = [
𝑱𝒍𝑴𝒄

𝒍

𝑱𝒓𝑴𝒄
𝒓] 𝒖𝒄 = 𝑱𝒔𝒕𝒖𝒄  (24) 

 

Assume a camera spatial velocity be unit 

magnitude 𝑣𝑇𝑣 = 1, Due to “Eq. (24)”, write the camera 

velocity in terms of the pseudo-inverse 𝑣 = 𝐽+�̇� where 

𝐽+ ∈ 𝑅2𝑛×6 the Jacobian stack and �̇� ∈ 𝑅2𝑛is the point 

velocities. Substitution this Eq’s yields the equation of 

an ellipsoid in the point velocity space.  

 

𝒑 ̇𝑻𝑱+
𝑻
𝑱+�̇� = 𝟏  ↦   𝒑 ̇𝑻(𝑱𝑱𝑻)−𝟏�̇� = 𝟏    (25) 

 

The eigenvectors of 𝐽𝐽𝑇 define the principal axes of the 

ellipsoid and the singular values of 𝐽 are the radii. The 

ratio of the maximum to minimum radius is given by the 

condition number of 𝐽𝐽𝑇 and indicates the anisotropy of 

the feature motion. A high value indicates that some of 

the points have low velocity in response to some camera 

motions. Next section explained how to design a proper 

controller via selecting features.  

3.3. Design Controller 

In general, the relationship between changes in image 

features and camera speed can be written as follows: 

 

�̇�(𝐭) = 𝑱𝒔𝒕(𝒕)𝑽𝒄(𝒕)  (26) 

 

On the other hand, using the Jacobin robot matrix, the 

camera speed can be achieved: 
 

𝑽𝒄(𝒕)= 𝑱𝑹(𝐭)�̇�(𝒕) = [
𝑽𝒄𝒕(𝒕)
𝑽𝒄𝒓(𝒕)

]=[
𝑱𝑹𝒕(𝒕)�̇�(𝒕)

𝑱𝑹𝒓(𝒕)�̇�(𝒕)
] (27) 

 

Where, 𝐽𝑅(t) =  [𝐽𝑅𝑡(𝑡) 𝐽𝑅𝑟(𝑡)]
𝑻 ∈ ℝ6∗1  is 

decomposed to the translational and rotational part, by 
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considering “Eq. (26) and (27)” for the ith features 

�̇�𝑖(t)ϵℝ
2∗1 as: 

 

�̇�𝒊(𝒕) = [𝑱𝒕(𝒕) 𝑱𝒓(𝒕)] [
𝑽𝒄𝒕(𝒕)
𝑽𝒄𝒓(𝒕)

] = 𝑱𝒕(𝒕)𝑽𝒄𝒕(𝒕) +

𝑱𝒓(𝒕)𝑽𝒄𝒓(𝒕) 
(28) 

 

By expanding the “Eq. (28)” and placing the relation 

(27) in this equation, the relation between the features 

and the speed of the camera is obtained as follows: 
 

�̇�𝒊(𝒕) = 𝑱𝒕(𝒕)𝑱𝑹𝒕(𝒒(𝒕))�̇�(𝒕) +
𝑱𝒓(𝒕)𝑱𝑹𝒓(𝒒(𝒕))�̇�(𝒕) 

(29) 

 

Due to the three different stage of camera motion, the 

adaptive controller is designed based on the switch 

method. The first stage is only rotational, so the 

translational command is turned off. In the second stage, 

the translational movement is active and the rotational 

command is off. The third stage is the hybrid motion of 

rotation and translation.  

In the first stage, the rotation command is off and 

controller decides just based on translational motion: 
 

�̇�𝒊(𝒕)= 
𝟏

𝒁
𝑱′𝒕(𝒕)𝑱𝑹𝒕(𝒒(𝒕))�̇�(𝒕) 

(30) 

 

In “Eq. (30)” 𝐽′𝑡(𝑡) = 𝑍𝐽𝑡(𝑡) . In the second stage, the 

camera is in pure rotation, so just the rotational part is 

turned on: 
 

�̇�𝒊(𝒕)= 𝑱𝒓(𝒕)𝑱𝑹𝒓(𝒒(𝒕))�̇�(𝒕) (31) 

 

Finally, in the third stage the camera motion is due to 

both translation and rotation movement, so the rotation 

and translation command in this stage switched on: 
  

�̇�𝒊(𝒕) = 
𝟏

𝒁
𝑱′𝒕(𝒕)𝑱𝑹𝒕(𝒒(𝒕))�̇�(𝒕) +

𝑱𝒓(𝒕)𝑱𝑹𝒓(𝒒(𝒕))�̇�(𝒕) 
(32) 

 

Depending on the position of the features relative to the 

desired position in the image space, the controller 

adjusts the movement of the cameras (and consequently 

the movement of the robot) and commands one of the 

mentioned positions. 
If the current points of the corners of the quadrilateral 

are out of square shape, it is clear that the camera is 

farther away from the target object, so the translational 

mode is activated first. (See “Fig. 2”). 

 

 
Fig. 2 Pure translation of camera movement. 

 
If the target points differ from the desired points only in 

terms of orientation and positioning, only the rotation 

command is issued. (See “Fig. 3”). 

 

 
Fig. 3 Pure rotation of camera movement. 

 
If they are slightly different in terms of position and 

rotation, then both rotation and translation commands 
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are activated by the controller and this is called fine-

tuning. (See “Fig. 4”). 

 

 
Fig. 4 hybrid movement of camera motion. 

 

3.4. Moving Object Modeling 

In order to provide essential position information for an 

image-based stereo visual servoing approach to grasp a 

moving object, it is possible to model the motion of the 

target in image-planes and to predict the trajectory and 

positions in a near future sequence. Based on the 

estimated velocity and acceleration of the moving object 

in right and left image planes and knowing the current 

position parameters, the estimated position of the object 

or the feature points in next instance, (�̂�𝑘 , �̂�𝑘) could be 

predicted as: 

 

𝒙𝒌 = 𝒙𝒌−𝟏 + �̂�𝒌−𝟏. ∆𝑻 +
𝟏

𝟐
�̂�𝒌−𝟏. ∆𝑻

𝟐 (35) 

 

∆T is the sampling period. In order to model the moving 

object in a recursive procedure, “Eq. (35)” should be 

expressed in form of the discrete time state transition and 

its observation models are as follows: 

 

𝑋𝑘 = ∅𝑘,𝑘−1𝑋𝑘−1 +𝑊𝑘−1 (36) 

  

𝑍𝑘 = 𝐻𝑘𝑋𝑘 + 𝑣𝑘 (37) 

 

Where, 𝑋𝑘 = [𝑥𝑘 , 𝑦𝑘 , 𝑑𝑥𝑘 , 𝑑𝑦𝑘]
𝑇  is the state 

vector,  𝑍𝑘 = [𝑥𝑘 , 𝑦𝑘]
𝑇  is the measurement vector, 

∅𝒌,𝒌−𝟏 is the state transition matrix which represents the 

transition from one state vector 𝑋𝑘 − 1  to the next 

vector 𝑋𝑘, 𝑊𝑘  represents the process noises and are the 

measurement noises in both 𝑥  and 𝑦  direction. 𝐻𝑘  is 

called observation matrix and represents the relationship 

between the measurement and the state vector. Now we 

are able to obtain the observation models as follows: 

The measurement vector 𝑍𝑘 = [𝑥𝑘 , 𝑦𝑘]
𝑇  is the actual 

position of an object or a feature point in x-y image 

planes in right and left cameras which could be obtained 

using the vision system. 

 

[
𝒙𝒌
𝒚𝒌
] = [

𝟏 𝟎 𝟎 𝟎
𝟎 𝟏 𝟎 𝟎

] [

𝒙𝒌
𝒚𝒌
𝒅𝒙𝒌
𝒅𝒚𝒌

] + [
𝜸𝒙 
𝜸𝒚 
] (38) 

 

[

𝒙𝒌
𝒚𝒌
𝒅𝒙𝒌
𝒅𝒚𝒌

] = [

𝟏 𝟎 𝚫𝒕 𝟎
𝟎 𝟏 𝟎 𝚫𝒕
𝟎 𝟎 𝟏 𝟎
𝟎 𝟎 𝟎 𝟏

] [

𝒙𝒌−𝟏
𝒚𝒌−𝟏
𝒅𝒙𝒌−𝟏
𝒅𝒚𝒌−𝟏

]

+

[
 
 
 
 
𝟎. 𝟓 ∗ 𝒅𝟐(𝒙𝒌−𝟏) ∗ 𝚫𝒕

𝟐

𝟎. 𝟓 ∗ 𝒅𝟐(𝒚𝒌−𝟏) ∗ 𝚫𝒕
𝟐

𝒅𝟐(𝒙𝒌−𝟏) ∗ 𝚫𝒕

𝒅𝟐(𝒚𝒌−𝟏) ∗ 𝚫𝒕 ]
 
 
 
 

 

 

(39) 

4 TRAJECTORY ESTIMATION USING RECURSIVE 

LEAST SQUARE METHOD 

Enough number of feature points projected in the camera 

plane are selected, a Recursive Least Squares method 

can be used to find the best estimation of the state 

variables of the object e.g., 𝑋𝑘 = [𝑥𝑘 , 𝑦𝑘 , 𝑑𝑥𝑘 , 𝑑𝑦𝑘]
𝑇 

from the previous states data. The best estimation for 

time interval k can be computed as: 

 

𝒙𝒌 = 𝒙𝒌−𝟏 + 𝑮𝒌. [𝒁𝒌 −𝑯𝒌�̂�𝒌−𝟏] (40) 

 

Where, 𝐺𝑘  is the optimal gain matrix and 𝐻𝑘  is the 

observation matrix. The gain matrix can be computed by 

𝐺𝑘 = 𝐿𝑘𝐻′𝑘 . 𝐿𝑘  is the error covariance matrix for the 

estimation of the state of time interval k and can be 

expressed as: 

 

𝑳𝒌 = (∅𝒌,𝒌−𝟏
−𝑻 𝑳𝒌−𝟏

−𝟏 ∅𝒌,𝒌−𝟏
𝑻 +𝑯𝒌

𝑻𝑯𝒌)
−𝟏 (41) 

5 SIMULATION RESULTS 

In this section the robotic stereo visual servoing system 

for PILZ robot is modeled. The effectiveness of the 

image-based stereo visual servoing system compared to 

the monocular system is validated. Then the system 

performance in a task of tracking and grasping a moving 

object is examined and the results for utilizing recursive 

least square method for predicting the position and 

trajectory of the moving target are presented and 

discussed. The object assumes to be a square cube and 
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the corners of this cube are the object image features 

extracted in both cameras. 

The stereo system consists of two parallel cameras 

which are located at a distance of b/2 with respect to the 

origin of the sensor frame. In order to keep at least 3 

selected feature points on the object in both cameras’ 

fields of views, during the approaching phase, the 

distance b is selected to be equal to 10 cm. The 

simulation results for 6 Dof PILZ robot and object points 

are shown in Fig. 5.  

 

 
Fig. 5 6 Dof PILZ Robot and object simulation. 

 
For the presented algorithm, a grasping algorithm with 

an object in a sinusoidal motion with a linear velocity of 

4 cm/sec would be tested. As it was mentioned 

previously, the tracking and grasping task is performed 

by pre-defining desired positions for the object image 

features such that the robot moves and aligns the end-

effector with the object and reaches towards it. (See 

“Fig. 6”). 

 

 
Fig. 6 The trajectory of end- effector in 3-D world for 

tracking the object. 

 
Figure 7 illustrates the feature trajectory of the stereo 

image based visual servoing system with an RLS 

estimator for tracking and grasping a moving object in 

linear trajectory.  
 

 
Fig. 7 Stereo IBVS system with parallel cameras behavior 

in a procedure of grasping a moving object using RLS 

method: (a): Image feature trajectories in right images, and 

(b): Image feature trajectories in left images. 
 

From the simulation results shown in “Fig. 8 a and b”, 

for a tracking and grasping task, the pixel error due to 

the measurement noise could be considerably reduced in 

both image plane by using Recursive Least Square 

(RLS) algorithms based on the moving object model. 
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Fig. 8 Stereo IBVS system with parallel cameras behavior 

in a procedure of grasping a moving object using RLS 

method: (a): Image feature errors for right cameras, and (b): 

Image feature errors for left cameras. 

 

The camera velocity components in the system with RLS 

prediction compared to the system without prediction, 

started with relatively low speeds. From the simulations 

shown in “Fig. 9”, it is quite considerable that in 

comparison with the monocular system, the trajectories 

of the points in both images plane are smoother in the 

case of using the RLS estimator and the camera velocity 

components do not include large oscillations which lead 

to fewer energy consumptions. 

 

 
Fig. 9 Stereo IBVS system with parallel cameras behavior 

in a procedure of grasping a moving object using RLS 

method: (a): Norm of features errors in stereo IBVS, and (b): 

Camera frame velocity components. 
 

In MATLAB software, the vision control system based 

on a single camera and stereo was simulated and the 

moving object was predicted by using the Recursive 

least squares. As mentioned in the previous sections, the 

image interaction matrix was divided into two parts, 

rotational and translational, according to the movement 

of the camera and the object. The rotational part is 

independent of the distance from the object to the 

camera, but to calculate the translation part, the distance 

from the object to the camera is required. The distance 

from the object to the camera is estimated at any given 

time by the epipolar plane. Separating the rotation and 

translation sections helped to reduce computations and 

speed up the system's time response. The simulation 

results are shown in “Table 1”. 
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Table 1 Comparison results for all the IBVS cases for 

tracking and grasping of a moving object 

Vision 

system 

Convergence 

time(s) 

Maximum 

tracking 

error 

(pixel) 

Maximum 

joint 

velocity 

(deg /sec) 

Mono-IBVS 12.4 650 8.1 

Stereo-IBVS 7.8 780 9.2 

Mono-

IBVS+ RLS 
8.1 700 8.7 

Stereo-

IBVS+RLS 
6.9 680 10.6 

 

“Table 1” show that the convergence time is reduced 

using the stereo image based visual servoing and 

tracking and grasping task, the pixel error due to the 

measurement noise could be considerably reduced in 

both image plane by using Recursive Least Square 

(RLS) algorithms based on the moving object model.  

6 CONCLUSIONS 

This article presents a novel eye‐ in‐ hand image-based 

stereo visual servoing system for a real-time task of 

tracking and grasping a moving object in an uncalibrated 

environment. An image-based visual servoing (IBVS) 

approach based on stereo vision has been presented and 

mathematically discussed and compared to the case of 

Monocular IBVS. The monocular and stereo visual 

servoing system are simulated on 6 Dof PILZ robot. 

From the results, it can be inferred that in the single-

camera based vision system, the system is slow in 

convergence and the overshoot is too high. Conversely, 

in the stereo control system, stereo-based convergence is 

faster and less response is observed than in single-

camera mode. This is because in stereo vision, the 

Jacobean image matrices can be updated at any time 

using the calculated depth information. Therefore, it is 

possible to create the correct feedback command that 

leads to the stability of the vision-based control system. 

For increasing response speed, the image interaction 

matrix was divided into two separate parts related to 

translational and rotational motion, and it was found that 

only the translational motion part is affected by distance. 

The control method separates the camera motion to three 

stages based on pure rotation, pure translation, and 

hybrid motion, which has a better time response 

compared to the classical IBVS control methods. 

It can be also inferred from the results that the case with 

the RLS estimator shows better tracking and 

convergence performance and has better behavior in 

end-effector 3-D trajectories. 
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