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Abstract

In this paper, we present an efficient iterative procedure based on optimal fuzzy quadrature formula
to solve fuzzy integral equations. Error estimation and the numerical stability analysis with respect
to the choice of the first iteration are given. Some illustrative and comparative numerical experiments
confirm the optimization of the successive method.
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1 Introduction

F
uzzy differential and integral equations are
extremely important for studying and solv-

ing the wide variaty of problems in many topics
in applied mathematics, particulary in relation to
physics, medicine, biology, geography, economic,
social sciences etc. Many practical problems in
science and engineering can be transformed into
fuzzy integral equations especially, the second
kind of Fredholm type. The study of fuzzy
integral equations have been started by Kaleva
[16] and Siekkala [20] for the fuzzy Volterra
integral equations. The Banach’s fixed point
principle is the powerful tool to investigate of
the existence and uniqueness of the solution of
the fuzzy integral equations. In [14, 18] sufficient
conditions are given, under those conditions,
solution of fuzzy integral equations are bounded.
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So far, fuzzy integral equations are solved using
numerical, analytical and numeric-analytic meth-
ods. Many researchers such as [3, 15, 17, 21, 22]
have proposed various methods including itera-
tive and direct methods for the numerical solution
of these equations. As we know, iterative meth-
ods are an advantageous tool to solve these equa-
tions, in particular, methods based on quadra-
ture formulas. There are many papers concern-
ing the numerical computation of fuzzy integrals
using various fuzzy quadrature formulas. In [3]
author presented some quadrature rules for inte-
grals of fuzzy-number-valued functions, in [10, 19]
two numerical scheme for solution of nonlinear
fuzzy Fredholm inegral equations using iterative
method in one and two-dimensional case are pro-
posed. Bica [4] proved the convergence of the
method of successive approximations used to ap-
proximate the solution of nonlinear Hammerstein
fuzzy integral equations, also in [6] he investi-
gated the error estimation in the approximation
of the solution of nonlinear fuzzy Fredholm inte-
gral equations. The authors of [7] introduced a
successive iterative approach for two-dimensional
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nonlinear Volterra-Fredholm integral equations.
In this paper, we apply an optimal fuzzy quadra-
ture formula to solve fuzzy integral equations.
The rest of the paper is organized as follows: In
Section 2, we review some elementary concepts of
the fuzzy set theory such as continuity, integra-
bility and boundedness of fuzzy-number-valued
functions. In Section 3, we first introduce the
optimal fuzzy quadrature formula and the error
bound of this quadrature rule, then our numer-
ical iterative method for approximating the so-
lution of fuzzy integral equations based on opti-
mal fuzzy quadrature formula for classes of Lip-
schitzian functions is presented. In addition, the
convergence of this numerical methods and its
numerical stability analysis with respect to the
choice of the first iteration are proved in this sec-
tion. Section 4 includes some numerical exper-
iments that confirm the theoretical results and
illustrate the accuracy of the numerical method.

2 Preliminaries

In this section, we briefly state some defini-
tion and results related to fuzzy numbers and
fuzzy-number-valued functions from the litera-
ture, which will be referred to throughout this
paper.

Definition 2.1 ([15]) A fuzzy number is a func-
tion u : R → [0, 1] satisfying the following prop-
erties:
u is upper semicontinuous on R, u(x) = 0 outside
of someinterval [c, d], there are the real numbers a
and b with c ≤ a ≤ b ≤ d, such that u is increas-
ing on [c, a], decreasing on [b, d] and u(x) = 1 for
each x ∈ [a, b] and u is fuzzy convex set (that is
u(λx+(1−λ)y) ≥ min{u(x), u(y)},∀x, y ∈ R, λ ∈
[0, 1]). The set of all fuzzy numbers denoted by
R𝟋. Any real number α ∈ R can be interpreted as
a fuzzy number α̃ = χ{α} and therefore R ⊂ R𝟋.
Also, the neutral element respect to ⊕ in R𝟋 de-
noted by 0̃ = χ{0}.

According to [11, 22] for any 0 < r ≤ 1 an arbi-
trary fuzzy number is represented, in parametric
form, by an ordered pair of functions (ur−, u

r
+),

which satisfies the following properties:
ur− is bounded left continuous non-decreasing
function over [0, 1], ur+ is bounded left continuous
non-increasing function over [0, 1] and ur− ≤ ur+.

Definition 2.2 ([12]) For any u ∈ R𝟋 the r-
level set of u is denoted by [u]r and defined by
[u]r = {x ∈ R | u(x) ≥ r}, where 0 < r ≤ 1.
Also, [u]0 = {x ∈ R : u(x) > 0} is the closure of
the support of u u and is a compact set, where A
denotes the closure of A. It follows that the level
sets of u are closed and bounded intervals in R.

It is well-known that the addition and multiplica-
tion operations of real numbers can be extended
to R𝟋. In other words, for any u, v ∈ R𝟋 and
λ ∈ R, we define uniquely the sum u⊕ v and the
product λ⊙u by [u⊕ v]r = [u]r + [v]r, [λ⊙u]r =
λ[u]r, for all r ∈ [0, 1], where [u]r ⊕ [v]r means
the usual addition of two intervals (as subset of
R) and λ[u]r means the usual product between a
scalar and a subset of R. We use the same sym-
bol

∑
both for the sum of real numbers and for

the sum ⊕ (when the terms are fuzzy numbers).
Also, according to [1, 22], the following algebraic
properties for any u, v, w ∈ R𝟋 hold:

(1) u⊕ (v ⊕ w) = (u⊕ v)⊕ w,

(2) u⊕ 0̃ = 0̃⊕ u = u,

(3) with respect to 0̃, none u ∈ (R𝟋 −R), u ̸= 0̃
has opposite in (R𝟋,⊕),

(4) (a ⊕ b) ⊙ u = a ⊙ u ⊕ b ⊙ u,∀a, b ∈ R with
ab ≥ 0,

(5) a⊙ (u⊕ v) = a⊙ u⊕ a⊙ v, ∀a ∈ R,

(6) a⊙(b⊙u) = (ab)⊙u,∀a, b ∈ R and 1⊙u = u.

Definition 2.3 ([13, 22]) For arbitrary fuzzy
numbers u = (ur−, u

r
+) , v = (vr−, v

r
+) the quantity

D(u, v) = sup
r∈[0,1]

max{|ur− − vr−|, |ur+ − vr+|} is the

distance between u and v. It is demonstrated that
(R𝟋, D) is a complete metric space and following
properties hold:

(1) D(u⊕ w, v ⊕ w) = D(u, v) ∀ u, v, w ∈ R𝟋,

(2) D(k ⊙ u, k ⊙ v) = |k|D(u, v) ∀ u, v ∈
R𝟋, ∀ k ∈ R,

(3) D(u ⊕ v, w ⊕ e) ≤ D(u,w) +
D(v, e) ∀ u, v, w, e ∈ R𝟋.

(4) D(k1 ⊙ u, k2 ⊙ u) = |k1 −
k2|D(u, 0̃) ∀k1, k2 ∈ R with k1k2 ≥ 0 and
∀u ∈ R𝟋,
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Throughout this paper D(., 0̃) is denoted
by ∥.∥𝟋. Also, according to [2, 3], the pair
(R𝟋, D) is a commutative semigroup with 0̃ = χ0

zero element, but cannot be a group for pure
fuzzy numbers. ∥.∥𝟋 has the properties of a
usual norm on R𝟋, i.e. ∥.∥𝟋= 0 iff u = 0̃ ,
∥λ ⊙ u∥𝟋= |λ|∥u∥𝟋 and ∥u ⊕ v∥𝟋≤ ∥u∥𝟋+∥v∥𝟋.
Moreover, |∥u∥𝟋−∥v∥𝟋|≤ D(u, v) and
D(u, v) ≤ ∥u∥𝟋+∥v∥𝟋 for any u, v ∈ R𝟋.

According to [5] and with our notation, if
u = (ur−, u

r
+) , v = (vr−, v

r
+) are fuzzy num-

bers, then u ⊕ v = ((ur−, u
r
+) ⊕ (vr−, v

r
+)) =

(ur− + vr−, u
r
+ + vr+) = ((u+ v)r−, (u+ v)r+). Also,

u⊙v = ((ur−, u
r
+)⊙ (vr−, v

r
+)) = (ur−.v

r
−, u

r
+.v

r
+) =

((u.v)r−, (u.v)
r
+), for all u, v with positive sup-

ports. In addition, for all strictly increasing
and positive real function ψ, we have ψ(u) =
ψ(ur−, u

r
+) = (ψ(ur−), ψ(u

r
+)).

Definition 2.4 A fuzzy-number-valued function
f : A = [a, b] → R𝟋 is said to be continuous at
s0 ∈ A if for each ε > 0 there is δ > 0 such that
D(f(s), f(s0)) < ε whenever |s − s0|< δ. If f
continuous for each s ∈ A then we say that f is
continuous on A.

A fuzzy number v ∈ R𝟋 is an upper bound for
a fuzzy-number-valued function f : A → R𝟋 if
f(s)r− ≤ vr− and f(s)r+ ≤ vr+ for all s ∈ A, r ∈
[0, 1]. Similarly, A fuzzy number u ∈ R𝟋 is a
lower bound for a fuzzy-number-valued function
f : A→ R𝟋 if ur− ≤ f(s)r− and ur+ ≤ f(s)r+ for all
s ∈ A, r ∈ [0, 1]. A fuzzy-number-valued function
f : A = [a, b] → R𝟋 is said to be bounded if it
has a lower bound and upper bound.

Lemma 2.1 ([1]) If f, g : A = [a, b] ⊆ R → R𝟋
are fuzzy continuous functions, then the function
F : A → R+ defined by F (x) = D(f(x), g(x)) is
continuous on A.

Also, D(f(x), 0̃) ≤M , ∀x ∈ A,M > 0, that is f
is bounded. Equivalently we get χ−M ≤ f(x) ≤
χM , ∀x ∈ [a, b].
On the set C(A,R𝟋) = {f : A →
R𝟋 : f is continuous}, we define

D∗(f, g) = supD(f(t), g(t)), ∀f, g ∈ C(A,R𝟋).

It is obvious that (C(A,R𝟋), D
∗) is a complete

metric space.

Definition 2.5 In [13, 15, 21] the fuzzy Rie-
mann integral for a fuzzy-number-valued function
f on [a, b] was introduced. For ∆n : a = x0 <
x1 < ... < xn−1 < xn = b, a partition of the in-
terval [a, b], we define the modulus of the partition
∆n by ∥∆n∥= sup1≤i≤n|xi − xi−1|. The func-
tion called fuzzy Riemann integrable on [a, b] to
I ∈ R𝟋 if for every ε > 0 there is a number δ > 0
such that for any ∆n satisfying ∥∆n∥< δ and any
intermediate points ξi ∈ [xi−1, xi], i = 1, ..., n, we
have

D

( n∑
i=1

(xi − xi−1)⊙ f(ξi), I

)
< ε.

Then I is called the fuzzy Riemann integral of
f on [a, b] and denoted by (FR)

∫ b
a f(t)dt. If f

is fuzzy Riemann integrable to I ∈ R𝟋, then for
each r ∈ [0, 1], the crisp functions f r−(x), f

r
+(x)

are Riemann integrable on [a, b] to Ir−, I
r
+, respec-

tively. If f is continuous on [a, b], then for each
r ∈ [0, 1], f r−(x), f

r
+(x) are continuous on [a, b],

and hence, f is fuzzy Riemann integrable on [a, b].

Lemma 2.2 ([22, 13]) If f ∈ C([a, b], R𝟋),
its definite integral exists, and also,
((FR)

∫ b
a f(t)dt)

r
− =

∫ b
a f

r
−(t)dt and

((FR)
∫ b
a f(t)dt)

r
+ =

∫ b
a f

r
+(t)dt, for all r ∈ [0, 1].

Lemma 2.3 ([3]) If f : [a, b] → R𝟋 is an inte-
grable bounded function, then for any fixed u ∈
[a, b] , the function ηu : [a, b] → R+, defined by
ηu(x) = D(f(u), f(x)) is Lebesgue integrable on
[a, b].

Lemma 2.4 ([1]) If f and g are (FR)-
integrable functions on [a, b] and D(f(x), g(x))
is Lebesgue integrable, then

D((FR)

∫ b

a
f(x)dx, (FR)

∫ b

a
g(x)dx)

≤ (L)

∫ b

a
D(f(x), g(x))dx. (2.1)

Theorem 2.1 ([4]) If f ∈ C([a, b] × [a, b], R𝟋),
g ∈ C([a, b], R𝟋), and h ∈ C([a, b], R+) then the
functions h.g : [a, b] → R𝟋 and U : [a, b] → R𝟋
given by (h.g)(t) = h(t) ⊙ g(t), ∀t ∈ [a, b] and

U(t) = (FR)
∫ b
a f(t, s)ds are continuous.
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Definition 2.6 For 0 < α ≤ 1, a function f :
[a, b] → R𝟋 is said to be L-Lipschitz of order α if
D(f(x), f(y)) ≤ L|x− y|α for any x, y ∈ [a, b].

Similarly, a function g : [a, b] × [c, d] → R is said
to be L-Lipschitz of order α if |g(x, y)−g(s, t)| ≤
L((x−s)2+(y−t)2)

α
2 for any (x, y), (s, t) ∈ [a, b]×

[c, d]. According to [3, 9], it is clear that any
Lipschitz function with constant L and order α is
continuous.

Remark 2.1 It is easy to see that if F ∈
C([a, b], R𝟋) and K ∈ C([a, b]×[a, b], R+), be Lip-
schitz functions with constants L1, L2 and orders
α1, α2, respectively, then the function V : [a, b]×
[a, b] → R𝟋 given by V (s, t) = K(s, t) ⊙ F (s), is
L-Lipschitz of order α, i.e. there exist L > 0 and
0 < α ≤ 1, such that

D(V (x, y), V (s, t)) ≤ L((x− s)2 + (y − t)2)
α
2 ,

for all (x, y), (s, t) ∈ [a, b]× [a, b].

Corollary 2.1 ([3, 6]) Let f : [a, b] → R𝟋 be an
L-Lipschitz function. Then:

D

(
(FR)∫ b

a
f(t)dt, [(x− a)⊙ f(u)⊕ (b− x)⊙ f(v)]

)
≤ L

[
(b− a)2

4
+ (x− a+ b

2
)2
]
,

for any x ∈ [a, b], u ∈ [a, x] and v ∈ [x, b]. Choos-
ing u = a, v = b and x = (a + b)/2, we obtain
the fuzzy trapezoidal quadrature formula

D

(
(FR)∫ b

a
f(t)dt, [

b− a

2
⊙ f(a)⊕ b− a

2
⊙ f(b)]

)
≤ L

(b− a)2

2
,

which can be extended for uniform partitions, ∆ :
a = t0 < t1 < ... < tn = b with ti = a + ih, h =
(b − a)/n, ∀i = 0, 1, ..., n, it can be seen that
for uniform partitions, the following trapezoidal

inequality holds true:

D

(
(FR)∫ b

a
f(t)dt,

n−1∑
i=1

(ti+1 − ti)

2
⊙ [f(ti)⊕ f(ti+1)]

)
(2.2)

≤ L
(b− a)2

4n
. (2.3)

3 Optimal fuzzy quadrature for-
mula

In [23], author found out the optimal fuzzy
quadrature formula with given knots among all
fuzzy quadrature formulas for classes of fuzzy
number valued functions of Lipschitz type as fol-
lows:

Theorem 3.1 ([23]) Let f : [a, b] → R𝟋 be a
fuzzy Riemann integrable and L-Lipschitz of or-
der α function, then the following fuzzy quadra-
ture formula

Ĩn(f)

=

(
(
ξ1 + ξ2

2
− a)⊙ f(ξ1)

)
⊕

( n−1∑
i=2

ξi+1 − ξi−1

2
⊙ f(ξi)

)
⊕

(
(b− ξn−1 + ξn

2
)⊙ f(ξn)

)
, (3.4)

to approximate (FR)
∫ b
a f(x)dx has the minimal

error among all quadrature formulas that use
given knots a ≤ ξ1 < ... < ξn ≤ b.

Remark 3.1 Note that Ĩn(f) is the fuzzy vari-
ant of classical trapezoidal rule, which is based
on the fuzzy data f(ξi), the assumptions that
f(a) = f(ξ1), f(b) = f(ξn), and the formula

Ĩn(f)

= ((ξ1 − a)⊙ f(ξ1))

⊕
n−1∑
i=2

ξi+1 − ξi
2

⊙ (f(ξi)

⊕ f(ξi+1))⊕ (b− ξn)⊙ f(ξn)).
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Theorem 3.2 ([23]) Let f : [a, b] → R𝟋 be a
fuzzy Riemann integrable function on [a, b] of Lip-
schitz type with constant L and order α, then
the following fuzzy variant of classical trapezoidal
rule

S̃n(f) =
b− a

n
⊙

n∑
i=1

f(a+
(2i− 1)(b− a)

2n
),

(3.5)

is the optimal fuzzy quadrature formula for
(FR)

∫ b
a f(x)dx among all formulas (3.4). Also,

we have

En(S̃n(f), (FR)

∫ b

a
f(x)dx)

= sup
x∈[a,b]

D(S̃n(f), (FR)

∫ b

a
f(x)dx)

≤ L(b− a)α+1

(α+ 1)2αnα
. (3.6)

3.1 Main Results

Now, we apply the fuzzy optimal quadrature for-
mula to obtain numerical solution of the fuzzy
integral equations of Fredholm type

F (t) = f(t)⊕ λ⊙ (FR)

∫ b

a
K(s, t)⊙ F (s)ds,

(3.7)

where λ > 0,K(s, t) is a crisp kernel function on
square [a, b]× [a, b], and f : [a, b] → R𝟋.

Theorem 3.3 ([8]) Let K(s, t) be continuous
for a ≤ s, t ≤ b, λ > 0 and f(t) be a continuous
fuzzy function of t. If Γ = λM(b− a) < 1, where
M = maxa≤s,t≤b |K(s, t)|, then the integral equa-
tion (3.7) has unique solution in C([a, b], R𝟋),
F ∗, and the following sequence of successive ap-
proximations

Fm(t) = f(t)⊕ λ⊙ (FR)

∫ b

a
K(s, t)⊙ Fm−1(s)dt,

∀s ∈ [a, b], (3.8)

where Fm ∈ C([a, b], R𝟋),m ∈ N∗, converges
to F ∗ in C([a, b], R𝟋) for any choice of F0 ∈
C([a, b], R𝟋). Also, the following error estimates
hold true:

D(F ∗(t), Fm(t)) ≤ Γm+1

1− Γ
M0, (3.9)

where M0 = ∥f∥𝟋. In addition, the sequence
of successive approximation (3.8) is uniformly
bounded and solution F ∗ is bounded too.

Here, we introduce a numerical method to solve
(3.7) using optimal fuzzy quadrature formula for
classes of fuzzy-number-valued functions of Lip-
schitz type. For any partition a ≤ ξ1 < ξ2 <
... < ξn ≤ b of interval [a, b], let σ = (b − a)/n.
We apply fuzzy quadrature formula (3.5) in the
computation of the terms of the sequence of suc-
cessive approximations (3.8).

Theorem 3.4 Let K(s, t) be the kernel having
constant sign on [a, b]×[a, b], λ > 0, f is Lipschitz
function with constant L and order α and M =
maxa≤s,t≤b |K(s, t)|.

Let us consider F̃0(t) = f(t) and

F̃m(t) = f(t)

⊕ λσ ⊙
n∑

i=0

K(a+
σ

2
(2i− 1), t)

⊙ F̃m−1(a+
σ

2
(2i− 1)), (3.10)

then the above iterative procedure converges to
the unique solution of (3.7), F ∗, as m,n → ∞,
and the following error estimates hold true:

D∗(F ∗, F̃m) ≤ Γm+1

1− Γ
M0

+
Lσα

(1− Γ)(α+ 1)2α
(b− a), (3.11)

where M0 = ∥f∥𝟋.
Proof. Since

D(F ∗(t), F̃m(t))

≤ D(F ∗(t), Fm(t)) +D(Fm(t), F̃m(t)), (3.12)

and in (3.9) the a priori estimate is

D(F ∗(t), Fm(t)) ≤ Γm+1

1− Γ
M0, (3.13)

it is remain to obtain the estimates for
D(Fm(t), F̃m(t)). From (3.8) for m = 1 and by
(3.10), (3.18) we obtain

D(F1(t), F̃1(t)) ≤ D(R1,n, 0̃)

≤ Lσα

(α+ 1)2α
(b− a). (3.14)
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Table 1: Numerical errors on the level sets for Example 4.1 at t0 = 1.5.

n=10, m=5

r Er
−(opti) Er

−(class) Er
+(opti) Er

+(class)

0.00 0.9e-8 0.7e-7 4.4e-5 2.0e-4
0.25 4.9e-6 2.5e-5 3.9e-5 1.8e-4
0.50 5.3e-6 5.1e-5 2.0e-5 1.5e-4
0.75 7.7e-6 7.6e-5 1.6e-5 1.3e-4
1.00 8.7e-6 1.0e-4 8.7e-6 1.0e-4

Table 2: Numerical errors on the level sets for Example 4.1 at t0 = 1.5

n=100, m=7

r Er
−(opti) Er

−(class) Er
+(opti) Er

+(class)

0.00 0.8e-9 0.5e-8 8.0e-6 6.8e-5
0.25 5.1e-7 0.9e-5 7.1e-6 6.0e-5
0.50 8.8e-7 1.7e-5 5.9e-6 5.1e-5
0.75 1.3e-6 2.6e-5 5.6e-6 4.3e-5
1.00 3.7e-6 3.4e-5 3.7e-6 3.4e-5

Table 3: Numerical errors on the level sets for Example 4.2 at t0 = 0.5.

n=20, m=10

r Er
−(opti) Er

−(class) Er
+(opti) Er

+(class)

0.00 5.21e-5 3.43e-4 7.21e-5 5.62e-4
0.25 5.43e-5 3.76e-4 6.97e-5 5.59e-4
0.50 5.82e-5 4.28e-4 6.89e-5 5.33e-4
0.75 6.01e-5 4.70e-4 6.56e-5 5.11e-4
1.00 6.46e-5 4.95e-4 6.46e-6 4.95e-4

Table 4: Numerical errors on the level sets for Example 4.2 at t0 = 0.5.

n=200, m=30

r Er
−(opti) Er

−(class) Er
+(opti) Er

+(class)

0.00 6.66e-10 8.02e-7 6.54e-9 1.19e-6
0.25 6.87e-10 8.23e-7 4.07e-9 9.92e-7
0.50 7.13e-10 8.39e-7 3.41e-9 9.72e-7
0.75 8.11e-10 8.68e-7 1.52e-9 9.10e-7
1.00 1.31e-9 8.80e-7 1.31e-9 8.80e-7

Considering (3.10) and (3.17) we have

D(Fm(t), F̃m(t)) = D

(
f(t)

⊕ λ⊙ (FR)

∫ b

a
K(s, t)⊙ Fm−1(s)ds,

f(t)⊕ λ⊙ (FR)

∫ b

a
K(s, t)⊙ F̃m−1(s)ds

)
≤ D(Rm,n, 0̃) + λσD

(

n∑
i=0

K(a+
σ

2
(2i− 1), t)⊙ Fm−1(a+

σ

2
(2i− 1)),

n∑
i=0

K(a+
σ

2
(2i− 1), t)⊙ F̃m−1(a+

σ

2
(2i− 1))

)
≤ Lσα

(α+ 1)2α
(b− a)

+ λσM

n∑
i=0

D

(
Fm−1(a+

σ

2
(2i− 1)),
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F̃m−1(a+
σ

2
(2i− 1))

)
.

From above inequality and (3.14) for m = 2, it
follows that

D(F2(t), F̃2(t)) ≤
Lσα

(α+ 1)2α
(b− a) + λσM

n∑
i=0

D

(
F1(a+

σ

2
(2i− 1)), F̃1(a+

σ

2
(2i− 1))

)
≤ Lσα

(α+ 1)2α
(b− a)

+ λσM(
Lσα

(α+ 1)2α
(b− a)).n

≤ Lσα

(α+ 1)2α
(b− a)(1 + λM(b− a)),

therefore

D(F2(t), F̃2(t))

≤ Lσα

(α+ 1)2α
(b− a)(1 + Γ). (3.15)

By induction, for m ≥ 3, we derive that

D(Fm(t), F̃m(t))

≤ Lσα

(α+ 1)2α
(b− a)(1 + Γ + Γ2 + ...+ Γm−1)

=
Lσα

(α+ 1)2α
(b− a)

1− Γm

1− Γ
.

Since Γ < 1, we obtain

D(Fm(t), F̃m(t)) ≤ Lσα

(1− Γ)(α+ 1)2α
(b− a),

(3.16)

hence, from (3.12), (3.13) and (3.16) the required
inequality (3.11) follows. That is

D∗(F ∗, F̃m) ≤ Γm+1

1− Γ
M0

+
Lσα

(1− Γ)(α+ 1)2α
(b− a).

Regarding to Γ < 1 and σ = (b− a)/n, it is easy
to see that

lim
m,n→∞

D∗(F ∗, F̃m) = 0,

that shows the convergence of the method.

Remark 3.2 Throughout the proof of this the-
orem we suppose that the functions f, F, Fm, F̃m

and Rm,n are Lipschitz functions with constant
L and order α such that L,α are the maximum
of all constants and orders of these functions, re-
spectively.

Also, using (3.5), (3.6) we infer that

Fm(t) = f(t)⊕ λσ ⊙
n∑

i=0

K(a+
σ

2
(2i− 1), t)

⊙ F̃m−1(a+
σ

2
(2i− 1)) +Rm,n, (3.17)

and

D(Rm,n, 0̃) ≤
Lσα

(α+ 1)2α
(b− a). (3.18)

3.2 The numerical stability analysis

In order to investigate the numerical stabil-
ity of the computed values with respect to
small perturbations in the first iteration we
consider an another first iteration term G0 ∈
C([a, b], R𝟋) such that there exists ε > 0 for
which D(F0(t), G0(t)) < ε, for all t ∈ [a, b]. It
should be noted that all the symbols and variables
that we use in this subsection is quite similar be-
fore with respect to new first iteration term, and
just for convenience we put a mark bar over the
priori symbols. The new sequence of successive
approximations is:

Gm(t) = f(t)⊕ λ⊙ (FR)

∫ b

a
K(s, t)⊙Gm−1(s)dt,

∀s ∈ [a, b]. (3.19)

Using the same numerical method (3.5) to solve
(3.7) we have G̃0(t) = G0(t) and

G̃m(t) = f(t)⊕ λσ ⊙
n∑

i=0

K(a+
σ

2
(2i− 1), t)

⊙ G̃m−1(a+
σ

2
(2i− 1)). (3.20)

Definition 3.1 we say that the method of suc-
cessive approximations applied to solve (3.7) is
numerically stable with respect to the choice of
the first iteration iff there exist positive numbers
p, q > 0 and constants k1, k2, k3 > 0 which are
independent from σ = (b− a)/n such that

D(F̃m(t), G̃m(t)) < k1ε+ k2σ
p + k3σ

q. (3.21)

To obtain the numerical stability using Theorem
3.4 we observe that

D(Gm(t), G0(t)) ≤
Γ

1− Γ
M̄0,
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D(Gm(t), 0̃) ≤ D(Gm(t), G0(t)) +D(G0(t), 0̃)

≤ Γ

1− Γ
M̄0 + M̄0. (3.22)

Also

D(Gm(t), G̃m(t)) ≤ Lσα

(1− Γ)(α+ 1)2α
(b− a).

(3.23)

From (3.20), (3.22) and (3.23) we obtain

D(F̃m(t), G̃m(t)) ≤ D(F̃m(t), Fm(t))

+D(Fm(t), Gm(t)) +D(Gm(t), G̃m(t))

≤ D(Fm(t), Gm(t))

+
Lσα

(1− Γ)(α+ 1)2α
(b− a)

+
Lσα

(1− Γ)(α+ 1)2α
(b− a),

and

D(F0(t), G0(t)) < ε,

D(F1(t), G1(t)) ≤ D(f(t), f(t))

+ λ

∫ b

a
D(K(s, t)⊙ F0(s),K(s, t)⊙G0(s))ds

≤ λM

∫ b

a
D(F0(s), G0(s)) ≤ λM(b− a)ε.

By induction for m ≥ 2, since Γ = λM(b−a) < 1
we get

D(Fm(t), Gm(t))

≤ λM

∫ b

a
D(Fm−1(s), Gm−1(s))ds

< (λM(b− a))mε = Γmε < ε.

Thus, for all t ∈ [a, b] and m ∈ N∗ we conclude
that

D(F̃m(t), G̃m(t)) ≤ ε

+

[
L(b− a)

(1− Γ)(α+ 1)2α

]
σα

+

[
L(b− a)

(1− Γ)(α+ 1)2α

]
σα. (3.24)

Comparing (3.24) and (3.21) follows

k1 = 1, k2 =
L(b− a)

(1− Γ)(α+ 1)2α
,

k3 =
L(b− a)

(1− Γ)(α+ 1)2α
, p = α and q = α.

So, stability of the numerical method is proved.

4 Numerical experiments

Now, we present two illustrative example to show
the accuracy and the convergence of the method.
Comparing the error between calculated numer-
ical results in introduced optimal method and
classical trapezoidal quadrature rule for Lips-
chitzian functions confirms the correctness of our
claim. The methods were implemented using
Mathematica.

Example 4.1 [[10]] Consider the following lin-
ear fuzzy Fredholm integral equation:

F (t) = f(t)⊕ (FR)

∫ 2

1
K(s, t)⊙ F (s)ds,

f r−(t) = rt− 3

26
rt2 − 3

52
r,

f r+(t) = 2t− rt− 3

13
t2 − 3

26
+

3

26
rt2 +

3

52
r,

and kernel K(s, t) = s2+t2−2
13 where s, t ∈ [1, 2]

and r ∈ [0, 1]. The exact solution in this case
is given by (F r

−(t), F
r
+(t)) = (rt, (2 − r)t). To

compare the errors in optimal and classical rules
with n = 10,m = 5 and n = 100,m = 7, see
Tables 1-2.

Example 4.2 The integral equation

F (t) = (et − 0.2(et+1 − 1)

t+ 1
)⊙ ρ

⊕ 0.2⊙
∫ 1

0
est ⊙ F (s)ds,

where ρ = (r, 2−r), s, t ∈ [0, 1] and 0 ≤ r ≤ 1 has
the exact solution F (t) = et⊙ρ. Applying optimal
and classic trapezoidal fuzzy quadrature rules we
have calculated the error estimate between exact
and approximate solutions at t0 = 0.5. These
results are shown in Tables 3-4.

5 Conclusion

In order to solve fuzzy integral equations us-
ing quadrature formulas hitherto many various
of such formulas have been used. In this paper,
we have applied the optimal fuzzy quadrature for-
mula to approximate fuzzy integrals for classes of
fuzzy-number-valued functions of Lipschitz type.
The proof of convergence of optimal quadrature
formula is discussed in Theorem 18 and the in-
vestigation of numerical stability of the iterative
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algorithm with respect to the choice of the first
iteration is given. To confirm the accuracy of the
optimal method two illustrative and comparative
numerical examples are presented so that the nu-
merical results indicate the validity of our claim.
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