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Abstract

Multi objective quadratic fractional programming (MOQFP) problem involves optimization of several
objective functions in the form of a ratio of numerator and denominator functions which involve both
contains linear and quadratic forms with the assumption that the set of feasible solutions is a convex
polyhedral with a finite number of extreme points and the denominator part of each of the objective
functions is non-zero in the constraint set. In this paper, we extend the procedure as suggested
by Lachhwani (Proc. Nat. Acad. Sci. India, 82(4), 317-322) based on fuzzy goal programming
approach for the solution of multi objective quadratic fractional programming (MOQFP) problem.
The proposed technique is simple, efficient and requires less computational work. In the proposed
FGP model formulation, corresponding objectives of equivalent multi objective programming problem
are transformed into fuzzy goals (membership functions) by means of assigning an aspiration level to
each of them and suitable membership function is defined for each objectives. Then achievement of
the highest membership value of each of fuzzy goals is formulated by minimizing the sum of negative
deviational variables. The proposed methodology is illustrated with numerical example in order to
support the proposed methodology.

Keywords : Multiple objective quadratic fractional programming; Fuzzy Goal programming; member-
ship function; Negative deviational variable.
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1 Introduction

Ultiobjective programming models involve
M optimization of several conflicting objec-
tive functions with constraints. Wallenius [23],
Zimmermann [28, 29], Yager [25], Hanan [9],
Narasimhan [17], Rubin and Narasimhan [20],
Ying-Yung [26], Chanas [5], Rommelfanger [21],
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Gupta and Chakraborty [6, 8] and many re-
searchers used and modified the concept of multi-
objective decision making problems and also dis-
cussed different approaches to tackle the mul-
tiobjective programming problem. Balbas and
Galperin et al. [3] gave a sensitivity analysis
in multi objective optimization. Jain [12] sug-
gested a new form of gauss elimination technique
for inequalities for solving separable non linear
programming problem. Ansari and Zhiani [2] pre-
sented a new method for solving multi-objective
linear bilevel multi follower programming prob-
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lem. Yan and Wei et al. [27] constructed an effi-
cient solution structure of multi objective linear
programming. Jain and Lachhwani [10] consid-
ered multiobjective programming problem with
fuzzy relational equations. Afterwards, Jain and
Lachhwani [11] obtained the solution of multi ob-
jective linear fractional programming problem by
converting it into fuzzy programming problem.

Numerous methods for multi objective opti-

mization problems have been suggested in the lit-
erature. Each method appears to have some ad-
vantages as well as disadvantages. In the context
of each application, some of the methods seem
more appropriate than others. However, the issue
of choosing a proper method in a given context
is still a subject of active research. A number of
researchers have worked for fuzzy mathematical
programming problem using goal programming
approach like Pal and Moitra et al. [18] suggested
a goal programming procedure for fuzzy mul-
tiobjective linear fractional programming prob-
lem. Shahroudi and Soltani [22] proposed use of
goal programming for setting in Irans autoindus-
try. Chao-Fang et al. [7] proposed a generalized
varying domain optimization method using fuzzy
goal programming for multi objective optimiza-
tion problem with priorities. Pramanik and Roy
[19] gave a procedure for solving multi level pro-
gramming problems in a large hierarchical decen-
tralized organization throu- gh linear fuzzy goal
programming approach.
Ibrahim A. Baky [4] presented fuzzy goal pro-
gramming (FGP) algorithm for solving decen-
tralised bi-level multi objective (DBL-MOP)
problems with a single decision maker at the up-
per level and multiple decision makers at the
lower level. Li and Hu [13] proposed a satisfying
optimization method based on goal programming
for fuzzy multi objective optimization problem
with the aim of achieving the higher desirable sat-
isfying degree. But a very few of the researchers
have considered multiobjective quadratic fractio-
nal programming problem specifically. This situ-
ation inspired us to propose FGP approach for
the solution of multi-objective quadratic frac-
tional programming (MOQFP) problem.

A multi objective quadratic fractional pro-
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gramming (MOQFP) problem seeks to optimize
more than one objective function in the form
of a ratio in which denominator and numerator
both contains linear and quadratic forms. We
assume that the set of feasible solutions is a con-
vex polyhedral with a finite number of extreme
points and the denominator of the objective func-
tions is non-zero in the constraint set. How-
ever, Wolfe [24] gave a simplex method to solve
quadratic programming problem with single ob-
jective function with the assumption that the set
of feasible solutions is a convex polyhedral with
a finite number of extreme points. Mishra and
Ghosh [16] proposed an interactive fuzzy pro-
gramming method for obtaining a satisfactory so-
lution to a bi-level quadratic fractional program-
ming problem. Recently, Ammar [1] considered
multiobjective quadratic programming problem
having fuzzy random coefficients matrix in the
objectives and constraints and the decision vec-
tor are fuzzy pseudo random variables. Lachh-
wani [14] suggested fuzzy goal programming ap-
proach to solve multi objective quadratic pro-
gramming problem. The aim of this paper is to
extend FGP approach suggested by Lachhwani
[14] to solve MOQFP problem and present sim-
ple, efficient method which requires less compu-
tational works. In the proposed FGP model for-
mulation, firstly MOQFPP is transformed into
another equivalent multi objective non linear
programming problem and equivalence between
them is established. Secondly the objectives are
transformed into fuzzy goals (membership func-
tions) by means of assigning an aspiration level
to each of them and suitable membership func-
tion is defined for each objectives. Then achieve-
ment of the highest membership value of each
of fuzzy goals is formulated by minimizing the
sum of negative deviational variables. The paper
is organised as follows: In Section 2, we discuss
formulation of MOQFPP and related notations.
Its equivalence with multi objective non linear
programming problem in context of compromise
optimal solution is also established in the same
section. In next Section, we discuss proposed
FGP approach to tackle MOQFPP and formulate
mathematical models related to it. To illustrate
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the proposed methodology, numerical example is
considered in Section 4. Concluding remarks are
given in the last section.

2 Problem Formulation

The general mathematical format of multi objec-
tive quadratic fractional programming (MOQFP)
problem can be stated as:

Mazx{Z,(X), Z2(X), ..., Zr(X)} (2.1)
where
A = (G D s 5
Vi=1,..,k
Subject to,

<

XeS={XeR"|AX | = |,
>

X >0, ,u; >0,b€ Rm,V’i = 1,...,/€}

Here C; and D;(i = 1,..., k) are row vectors with
n-components, «;, Bi, Vi, 0;, are scalars, X and
b are column vectors with n and m components
respectively. It is assumed that D; X + v > 0
and p;D; X +0; >0 (i =1,...,k) for all X € S.
Now we consider another equivalent multiobjec-
tive non linear programming problem as follows:

Mar {Zy(X), Zo(X), . Ze(X)}  (2.2)

where  Z1(X) = (C: X + a;)(MCi X + Bi)V1
Vi=1,..k
Subject to,
<
XeS={XeRr |AX| = |,
>
X >0,be R},

and XN, pu; >0,Y; >0 Vi=1,...,k

ol

Where problem (2.2) is obtained from (2.1) by
the transformation Y; = 1/(D; X + ;) (u;D; X +
0;) with the equality constraints Y;(D;X +
~i)(iD; X + 6;) = 1. Now we prove the equiva-
lence between MOQFPP (2.1) and multiobjective
non-linear programming problem (2.2) in contin-
uation of following related definitions as:

Definition 2.1 An ideal solution (ideal point)
X* is the finite optimal solution to the single ob-
jective programming problem i.e.

MaximizeZ

XeS=<XeR"|AX

VA
=

X>0,be R"},

Definition 2.2 X0 € S is an efficient solution
to problem (2.1) - (2.2) if and only if there ex-
ists no other X € S such that Z; > Zl-0 for all
i1=1,2,....k and Z; > Z? for at least one i. For our
purpose, we define ideal solution (ideal point) of
single objective and compromise efficient solution
for multi objective programming problems.

Definition 2.3 For problem (2.1), a compro-
mise optimal solution [1}] is an efficient solution
selected by the decision maker (DM) as being the
best solution where the selection is based on the
DM’s explicit or implicit criteria.

Zeleny [30] as well as most authors describes
the act of finding a compromise optimal solution
to problem as ”...an effort or emulate the ideal so-
lution as closely as possible”. Our FGP model for
determining compromise optimal (efficient) solu-
tion based on the finding of the totality or subset
of efficient solutions with the DM, then choosing
one best solution on some explicit or implicit al-
gorithm.

Theorem 2.1 If (2.1) reaches at a compromise

optimal solution X :3(*. Then (2.2) also reaches

at same compromise optimal solution X,Y;€ S
and the values of objective functions at these
points are equal.



52

Proof: Let 3(* be a compromise optimal solution
of problem (2.1). It follows that corresponding

values of ifi: 1/(D; 3(* +7i)  (uiD; 3(* +0;) can

— %
be obtained using values of X in new introduced
constraints. This implies that (2.2) also reaches

at some compromise optimal solution (}k,iﬁ)
and the wvalues of the objective functions at
problem (2.1) and (2.2) are equal as:
_* C. W NoWe? 3 .
Zz(X) _ ( % {i"‘az)( ) )f*‘i‘ﬂz)
(Di X +7)(uiDi X +6i)

= (C; X +a)(MCs X +8) Vi

Now, in the field of fuzzy programming, the
fuzzy goals are characterized by their associated
membership functions. The membership function
for the i th fuzzy goal can be defined according
to Gupta and Chakraborty [8] as:

0 if di(X)>p
pi(di(X)) = ¢ =25 i 0 <di(X) <p
1 if di(X)<0
(2.3)
Where the distance function d; with unit weight

as:

This distance depends upon X. At X = X (ideal
point in X-space), d; = 0 and at X = X (nadir
point in X-space), Z;(X) = Z;, we get the maxi-
mum value of d;(X) as:

di=|Z;i — Z; |

Vi=1,...k  (24)

And p=sup {d;} Vi=1,...k (2.5)

Also in the fuzzy decision making environment,
the achievement of the objective goals to their as-
pired levels to the extend possible is actually rep-
resented by the possible achievement of their re-
spective membership values to the highest degree.
Regarding the presently available procedures, a
FGP approach seems to be most appropriate for
multi objective programming problem.
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3 Fuzzy Goal
Formulation

Programming

In fuzzy goal programming approaches, the high-
est degree of each of membership functions is 1.
So, as in Mohamed [15] for the defined member-
ship function in (2.3), the flexible membership
goals with the aspired level 1 can be expressed
as:

1G9 R

ie. —Zi+ Zi(X)+pd; —pd? =0,
Vi=1,..k (3.6)

where d; (> 0) and d; (> 0) with d; d = 0 rep-
resent the under and over deviational variables
respectively from the aspired levels. It can be
easily realized that the membership goals in ex-
pression (3.6) are inherently non linear equation
and this may reduce computational difficulties in
the solution process. The i membership goal
with aspired level 1 can be presented as:

—Zi+ (CiX + i) NG X + B)Y

+pd; — pdf =0, (3.7)

It may be noted that any over deviation from a
fuzzy goal indicate the full achievement of the
membership value. However, for model simpli-
fication the expression (3) can be considered as
a general form of goal expression of the above
stated membership goals. It may be noted that
when a membership goal is fully achieved, and
when its achievement is zero, d;r = 1 are found
in the solution. Now, if the most widely used
and simplest version of GP (i.e. minsum GP)
is introduced to formulate the model of the
problem (2.1) under consideration, then GP
model formulation becomes:

Model I Find X so as to
k
Minimize x = Z wid; (3.8)
i=1

Subject to,

—Z + (CzX + ai)()\iCiX + ,BZ)YZ
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+pd; —pdf =0

XeS=¢(XeR"|AX

VI IA
o

X>0,Y>0,be R"},
(DiX + 'Yi)(NiDiX + (52)16 =1
)\i,,ui > O,d;,d;r > O,VZ = 1, ,k‘

and

where x represents the fuzzy achievement func-
tion consisting of the weighted under deviational
variables where the numerical weights w; >
0,(Vi = 1,...,k) represent the relative impor-
tance of achieving the aspired level of the re-
spective fuzzy goals subject to the constraints
in the decision making situation. To assess the
relative importance of the fuzzy goals properly,
the non zero weighted scheme suggested by Mo-
hamed [15] can be used to assign the values to
wi(> 0),2 = 1,....,k. In the present formulation
w; can be determined as:

1
“Z-z

wW;
The above model can also be rewritten as:

Model II Find X so as to
k
Minimize x = Z d;
i=1
Subject to,
—Zi + (C; X 4 ) NCi X + B)Y;

+pd; —pd =0

XeS={XeR"|AX

AV IR VAN
o

X>0,Y >0,be R},
(DiX +7i) (i DiX +6;)Y; =1
Ny jti > 0,d,d >0,Vi=1,...,k

and . d;

In model II the numerical weights are taken as
unity.
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Model III Find X so as to
k
Minimize x = Z d; (3.10)
i=1
Subject to,
—Zi + (CiX + i) (NCiX + B)Yi + pd; >0

XeS={XeR"|AX

VI A

_|_
)b’
X>0,Y >0,be R"},
(DiX —l—’}/i)(ﬂiDiX + 51)}/2 =1
Xispti > 0,d,dF >0,Vi=1,..,k

and ydi ,d;

However, the above models involve constrains
quadratic in nature but the model I, IT and III
can be easily solved using non linear techniques
or software packages like LINGO, TORA etc. Fol-
lowing the above discussion, we can construct the
proposed FGP algorithm for solution of MOQFP
problem as:

Step 1. Solve each Convert MOQFPP (2.1)
into multiobjective non linear programming prob-
lem (2.2).

Step 2. Solve each objective function individ-
ually with given set of constraints and calculate
maximum and minimum of each objective func-
tion under the given constraints.

Step 3. Calculate the distance

di=|Z - Z|.

Step 4. Calculate p = sup {d;}

Step 5. Formulate the FGP model I, IT or III
according to (3.8), (3.9) and (3.10) respectively.

Step 6. Solve the FGP model.

Step 7. If solution is satisfactory, then STOP.
Otherwise modify the values of weights of nega-
tive deviational variables.

4  Numerical Example

The following example is illustrated to show the
proposed methodology for MOQFPP:
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Table 1: Comaprison between FGP model II and III for Example 4.1

Numerical Example 4.1 Proposed FGP model

(551, $27y1»y2)

pi1(d1 (X)), p2(d2(X))

Model I1

(0.7999, 0.0800,0.0059,0.0029)

(0.82224,0.73334)

Model II1 (0.8000,0.0799,0.0059,0.0029) (0.82217,0.73325)
Example 4.1 dy =| Z1 — Zy |=0.43653
Magzimize {Z1(X),Zs(X)} dy =| Zy — Z |= 0.6548
where Step 4: p = sup {d;} = 0.43653
Step 5: Thus the equivalent FGP model for-
Zy(X) = (2x1 + 20xg + 12)(z1 + 10z + 17) mulations are obtained as:
(=21 — bxg 4+ 15)(2x1 + by + 11 Model II Find X (1, z2,y1,y2) so as to Min-

)
B (2IE1 + 20xz9 + 12)(31’1 + 302 + 51)
(=41 — 1022 + 30)(221 + Sxo + 11)

x1 + 15x9 < 2

Z2(X)

subject to,

3x1 4+ 20zy < 4, and x1,29 >0

Step 1: Its equivalent multiobjective non linear
programming problem can described as:

Maximize {Z1(X,y1), Z2(X,y2)}

where
Z1(X,y1) = (221 + 2022 + 12) (21 + 1022 + 17)11

ZQ(X, yg) = (2:1,‘1 +20zo + 12)(31’1 + 30z + 51)y2

subject to,
(=2z1 — bzg + 15)(2x1 + baxa + 1)y =1

(—4zq — 10z9 + 30)(221 + Sxg + 11)ys = 1
x1 + 15x9 < 2
3x1 + 20z9 < 4

and 1,22 20 y1,y2 >0

Step 2: To formulate fuzzy membership func-
tion (2.3), we calculate the value of each objec-
tive function individually using non linear tech-
nique as: Z; = 1.67289, 21 = 1.23636, Z2 =
2.50934, Z = 1.85454,

Step 3: Calculating:

di=|Z;—Z| Vi=1, ..k

imize x = (dy +d3)
Subject to,

(221 + 20z + 12)(z1 + 1025 + 17)yy

+0.43653d, — 0.43653d] — 1.67289 = 0
(21 + 20z9 4+ 12) (321 + 3022 + 51)yo
+0.43653d, — 0.43653d5 — 2.50934 = 0
(—=2x1 — bxg + 15) (221 + bxg + 11)y; =1
(—4x1 — 1029 + 30) (221 + bze + 11)ys = 1
x1 + 15x9 < 2
3r1+ 20x0 < 4
and ml,mg,dl_,d;,df,d; >0,y1,y2 >0

Solving the above problem using non linear tech-
niques or software package (as shown in Figure
(1) and Figure (2), the compromise optimal solu-
tion obtained as:

21 = 0.7999, 75 = 0.08, y1 = 0.005917,

yo = 0.002958,d; = 0,d; = 0,d{ = 0,d; =0,

with achieved value of membership functions:

11 (d1 (X)) = 0.82224, y15(do(X)) = 0.73334.

Model ITI Find X (z1,22,y1,y2) so as to Mini-
mize x = (d; +d;)
Subject to,

(23:1 + 20x9 + 12)(331 + 10z2 + 17)y1
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min=dl+d3;

(2*x1+20%x2+12) * (x1+10*x2+17) *y1+0,43653*d1-0.43653*d2-1.67289=0;
(2*x1+20%x2+12) * (3*x1+30*x2+51) *y2+0.43659*d3-0.43659*d4-2.50934=0;
(-2*x1-5¥x2+15) * (2*x14+5*x2+11) *y1=1;

(-4*x1-10%x2+30) * (2*x1+5%x2+11) *y2=1;

‘><1+15*x2<:2;

3 x1+20%x2<=4;

x1>=0;x2>=0; d3>=0; d4>=0;d1>=0;d2>=0;y1>0;y2>0;

Bt [ w00 [ ot 3B

Figure 1: Description of FGP model IT (for
Example 4.1) in LINGO 11.0 (trial version)

e Est N0 Vincew He 0D
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o 0.000000
3 0.000000
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1 0.000000 -1.00000
0.000000
3 0.000000
1 0.000000
H 0.000000
6 0.000000
7
0 0.000000
1 0.000000
u 0.000000
5 0.7
u 0.56
5 0.265
fesdy TN M Py T 7

Figure 2: Solution of FGP model II (for
Example 4.1) in LINGO 11.0 (trial version).

+0.43653d; —1.67289 > 0
(221 + 2022 + 12) (321 + 3022 + 51)yo
+0.43653d; — 2.50934 > 0
(=211 — bxo + 15) (271 + Sz + 1)y = 1
(—4zq — 10z9 + 30)(221 + Sxg + 11)ys = 1
x1 + 15xy < 2
3x1 + 20z9 < 4

and $1,$27d1_,d2_ Zoay17y2>0

Solving the above problem using non linear tech-
niques or software package (as shown in Figure

95

(3) and Figure (4)), the compromise optimal so-
lution obtained as:

21 = 0.8, 75 = 0.07999, y1 = 0.005917,

y2 = 0.002958,d; = 0,d; = 0.

with achieved value of membership functions:
w1 (di(X)) = 0.82217, pa(da(X)) = 0.73325.

Here a comparison table (in Table 1) between
proposed FGP models is also given below which
shows that the FGP models are close to one an-
other in terms of achieved values of membership
functions.

Wric et 0G0 otow
Dletals) (el -|°| oslo] SEmE EfaiE oo

min=d1+d2;

(2#x1+20%x2+12) * (x1+10*x2+17) *y140,43653*d1-1.67289>=0;

(2#x1+20%x2+12) * (3*x1+30%x2+51) *y2+0.43659*d2-2.50934=0;
(-2%x1-5%x2+15) * (2*x1+5+x2+11) *yl=1;

(-4*x1-10%x2+30) * (2*x1+5¥x2+11) ¥y2=1;

x1+15%x2<=2;

3 x1+20%x2<=4;

x1>=0;%2>=0; d1>=0;d2>=0;y1>0;y2>0;

Rty W[ (D[ g Gl [3t3pm

Figure 3: Description of FGP model III (for
Example 4.1) in LINGO 11.0 (trial version).

Wrie &t UGD ko 1

el (18] 2| Snlo] S ol ol

0.000000
0.23465956-06
1

ariable Reducer
1
02
X1 0.8000406
1 0.799931E-01
il 0.5917161E-02 00
T2 0.29585808-02 0.000000

Dual Price
-1.000000
0.0

0.5917161E-02 000000
13 0.29585608-02 0.000000

[ WO [ co [

Figure 4: Solution of FGP model IIT (for
Example 4.1) in LINGO 11.0 (trial version).
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5 Conclusion

An effort has been made to extend FGP ap-
proach to solve MOQFP problem. The proposed
methodology yields a compromise optimal solu-
tion of MOQFP problem with a higher degree
of satisfaction. The main advantage of the pro-
posed technique is that it is simple, efficient and
requires less computational work as it finally con-
verts MOQFP problem into non linear program-
ming problem which can be easily solved using
non linear techniques or software packages like
LINGO, CPLEX etc. The proposed methodology
can be further extended to solve multi objective
integer programming problem as future research
work.
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