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Abstract 

 

   A new algorithm for classification of DMUs to efficient and inefficient units in data envelopment 

analysis is presented. This algorithm uses the non-Archimedean Charnes-Cooper-Rhodes1 (CCR) 

model. Also, it applies an assurance value for the non-Archimedean   using only simple computations 

on inputs and outputs of DMUs (see [18]). The convergence and efficiency of the new algorithm show 

the advantage of this algorithm compared to the Thrall’s algorithm (see [23]). 
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1.  Introduction 

 

Data envelopment analysis (DEA) is a mathematical programming technique that evaluates the relative 

efficiency of a group of decision making units (DMUs). This method was originated in 1978 by the 

paper of Charnes, Cooper and Rhodes and the first DEA model was called CCR model. Since the 

seminal paper, a variety of DEA models has appeared in the literature as have numerous studies 

employing the technique. Each of the various models for DEA seeks to determine which of n DMUs 

determine an efficient frontier. Units that lie on the frontier are deemed efficient in DEA terminology. 

Units that do not lie on the frontier are termed inefficient and the analysis provides measure of their 

relative efficiency. 

The classification and characterization of the DMUs plays an important role in DEA. Charnes, Cooper 

and Thrall (where, we will refer to as CCT, see [11, 12]) presented a structure for this characterization 

using two linear program (the envelopment and multiplier) problems. They presented a number of 
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theorems, which not only extended the CCR model theoretically, but also provided a tool in the 

classification and characterization of DMUs. 

In this work, a new algorithm (where, we will refer to as M-algorithm) is presented for classification of 

DMUs by the non-Archimedean CCR models. The new procedure is based on some theoretical results 

of CCT and Arnold et al. ([5]). M-algorithm is compared with Thrall’s algorithm (where, we will refer 

to as T-algorithm) and its advantage is that it needs less computational effort compared to T-algorithm. 

In other words, M-algorithm achieves the same results of the T-algorithm by solving with fewer linear 

program problems. 

This paper is organized as follows. In the next section, we give some basis concepts of the CCR model. 

Section 3 contains slacks and some of concepts for the proposed algorithm. In section 4, we introduce 

M-algorithm. Comparison of two algorithms from a computational point of view on real data domains 

is included in section 5. Finally, section 6 gives some concluding remarks. 

 

 

2.   Fundamental and Concepts 

 

   Consider a collection of n DMUs to be evaluated. Each DMU is a vector 
y s m

x

  
 

 
R , where 

,  ,  ( , ) 0
s m

y x y x  R R  and neither of the vectors y  or x  is zero. The amounts of output r  and 

input i  for DMU
j
 are represented, respectively by 

rj
y  and 

ij
x . 

A DEA data domain D  considers a set of n  decision making units 1
DMU , , DMU

n  and a collection 

of technologies which is characterized by a data matrix 
( )

1
( , , )

s m n

n

Y
P P P

X

  
   

 
R , with 

j
DMU

j
P  , 

1
( , , )

s n

n
Y y y


 R  and 

1
( , , )

m n

n
X x x


 R . A standard assumption for DEA 

is that no two columns of P  are proportional. 

The production possibility set associated to the data matrix P  is defined as: 

 

( ) :  for some 0,   and ( , ) 0
s m n

y
K P p p P y x

x
  

  
        

  
R R . 

 

Consider the linear programming problem associated to DMU
p

 ( 1, ,p n ): 

 

Envelopment Problem:  

min  

s.t.    ,

        ,

p

p

y
S P

x








 
     



0

0

 (1) 

 

where ,  
n  R R  and 

s m
S


R . 
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Problem (1) is the CCR model and is referred to as the envelopment (or primal) program for DMU
p

. 

Let  * * *
, ,

p P p
S   be a solution of (1). The DEA-radial-efficiency for DMU

p
 is defined as the optimal 

value 
*

p
 . 

The DMU
p

 is said to be DEA-radial-efficient if 
*

1
p

   and the DMU
p

 is said to be DEA-radial-

inefficient if 
*

1
p

  . This definition is equivalent to saying that a DMU  is DEA-radial-efficient if it 

lies in the frontier of the production possibility set. 

The definition of efficient used in DEA is based on the idea that to remain in the production possibility 

set, a DMU  is technical efficient if the inputs and outputs, corresponding to the DMU , cannot be, 

respectively, decreased or increased. Therefore, a DMU
p

 can be a boundary point (
*

1
p

  ) and not be 

efficient. For this reason, a given DMU
p

 is called DEA-efficient if 
*

1
p

   and 
*

0
p

S   for all solutions 

 * * *
, ,

p P p
S  of problem (1). 

There is an alternative dual approach to DEA-radial-efficiency for DMU
p

 using the multiplier space 

p
W  defined as: 

 

: ( ) ( ),  1, , ,   and ,  
s m

p p j

u
W w h w h w j n w u v

v


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Here, the functions 
j

h  are defined as ( ) ,  1, , ,

T

j

j T

j

u y
h w j n

v x
   for each 

,  ,  ,  
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u
w u v w

v

 
    
 

R R 0  such that 0
T

j
v x  . 

Let  : 1
m T T

p p p p
W w W v x u y    . The set 

m

p
W  is called the normalized multiplier set for DMU

p

. Observe that 
m

p
W    if and only if 

p
W  . 

Consider the linear programming problem: 

 

Multiplier Problem:  

max  
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        0,  1, ,

        ,

T

p

T

p

T T T

j j j j
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t u y v x w P j n
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 (2) 

 

where ,  
s m

u v R R  and 
n

T R . 

Problem (2) is the dual problem (1) and is referred to as the multiplier (or dual) program for DMU
p

. 
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It is easy to see that 
* *

( ,  )
p p

w t  is a solution of problem (2) if and only if 
* m

p p
w W . Therefore, by duality 

theory, 
p

W    if and only if 
*

1
p

  . Hence, DMU
p

 is DEA-radial-efficient if 
p

W    and is DEA-

radial-inefficient if 
p

W  . 

Let RE  be the set of all DEA-radial-efficient DMU
j
 and N  be the set of all the DEA-radial-

inefficient DMU
j
, for 1, ,j n . 

 

The DEA-radial-efficient can be computed using either of the two linear programs (1) and (2). Hence, 

the solutions of these problems answer the question of DEA-radial-efficient. However, among those 

DMUs that are DEA-radial-efficient (or DEA-radial-inefficient), there are important differences 

depending on their multiplier sets. Thus, the set of DMUs may be partitioned into the following six 

classes (see [11, 12] for more details): 

 

 

 

 

 

 

 

j

j

j

    DMU : dim ,

  DMU : dim  and there exist 0,  ,

    DMU :  every  has at least one zero component ,

 DMU : DMU ,

DMU : DMU

 DMU : DMU

j j

j j j

j j

j

j

j

E W s m

E W s m w w W

F w W

NE E

NE E

NF F

   

      

  

  

    

  

RE

RE

RE

N

N

N

 

 

Here, 
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Note that ( ,  ,  )E E F  and ( ,  ,  )NE NE NF  are partitions of set RE  and the set of N , respectively. 

The elements of ,  E E  and F  are called, respectively, DEA-extreme efficient, DEA-non-extreme 

efficient, and DEA-weak efficient. It can be seen (see [12]) that any given DMU
p

 is DEA-efficient if 

it belongs to E E , or equivalently, if there exist a positive multiplier vector 
j

w W . Figure (1) 

shows classification of DMUs for two inputs and one output. 
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Figure 1: Classification of DMUs with two inputs and one output. 

 

 

3.   Slacks 

 

   The envelopment slacks play an important role in efficiency analysis. Because of the importance of 

slacks, we shall describe how to modify the radial efficiency model in order to identify the existence of 

any positive slacks and calculate radial efficiency. In order to achieve this, we use the non-Archimedean 

CCR model for DMU
k  as follows: 

 

Envelopment Problem:  Multiplier Problem:  
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T
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v
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 (3) 

where   is a small positive non-Archimedean infinitesimal. This non-Archimedean approach ensures 

that the sum of slacks will be maximal without worsening the optimal value of the radial-efficiency. 

The problem ( )
k

E P  can be solved in two phases, first using the problem (1) to determine the optimal 

*

k
  and then solve the following problem to determine 

*
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Definition 1: Suppose that 
* *

( ,  )S  and 
* *

( ,  )T w  are optimal solution of ( )
k

E P  and ( )
k

M P , 

respectively. It is said that the strong complementary slackness conditions (SCSC) holds, if 
* * * *

0,  0
T T
T S w    and 

* * * *
0,  0.T S w      Then 

* *
( ,  )w  is an SCSC solution and we call 

* *
( ,  )w , an SCSC pair for the DMU

k . 

 

Definition 2: Suppose that m
U  N . Then DMU

k m
U , if the optimal basic solution for ( )

k
E P  is 

unique. 

 

 

4.   A New Algorithm for DMUs Classification: M-Algorithm  

 

   In order to determining the efficiency classes of each DMUs, we introduce a new algorithm (M-

algorithm). This algorithm uses the non-Archimedean CCR (3), based on the following theorem (see 

[5]): 

 

Theorem (1): Using the problems first in (1) and then in (4) produces a solution that is optimal for the 

envelopment problem in (3). 

 

This theorem declares 
* *ˆ ˆT T

k k k k
S S     1 1 , where ‘^’ designates an optimal value for the problem 

( )
k

E P  in (3) and ‘*’ designates an optimal value for the problem ( )
k

SE P  in (4) with 
*

k
 , an optimal 

value for the problem (1) In M-algorithm, we calculate an assurance value for   using only simple 

computations on inputs and outputs of DMUs ([18]) . 

 

Suppose  , an assurance value for non-Archimedean, is known. Solving the problem (3) for DMU
k  

with   substituted for   lead us to an optimal solution ( ,  ,  )
k k k

S   to the problem ( )
k

E P  with dual 

solution ( ,  )
k k

T w . 

Assume 1
k

  . If 0
T

k
S 1  then DMU

k  belong to E  or E , according to 
k

k
  is positive or zero. 

Otherwise it belongs to F  (see [23]). 

Now, suppose 1
k

  . If the envelopment and multiplier problems (3) have unique optimal solutions, 

then ( ,  )
k k

w  is an SCSC pair Therefore, DMU
k M

U . The uniqueness of the optimal envelopment 

and multiplier solutions can be obtained, respectively, from equations1 ( ) ( ) 1
k k

ze ze S n     and 

( ) ( ) 1
k k

ze T ze w m s     that is a result of duality theorem in LP. If 0
T

k
S 1 , DMU

k
 NF . 

Otherwise DMU
k  belong to NE  or NE  according to ( 0,  0 for )

k j

k k
j k     be established or 

not. 

If ( ,  )
k k

w  is an SCSC pair ( DMU
k M

U ) and ( 0,  0 for some )
k

k k
k    , then, 

DMU E  (see [23]). This means, we have classified the DMU . 

                                                 
1 ( )ze x  is the number of zeros in vector x  
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Convergence of M-algorithm is guaranteed by introduced theorems in [12, 23]. We outline M-algorithm 

as pseudo code in Table (1). 

 

    

5.   Computational Results and Comparison of M-Algorithm and T-Algorithm 

 

   In this section, we compare two algorithms M and T from a computational point of view. These two 

algorithms have been applied to 25 real data domains. The computational work is carried out using the 

software GAMS for model representation with LP optimizer XA (see [9]). The results are summarized 

in Table (2) and sources of the real data domains are reported in Table (3). 

 

 

Table 1:  

Pseudo code of M-algorithm 

 

Step 0:  

 Input problem data, 1.k   

( ) 1flag j   if DMU
j
 classified, else 0. 

( ) 0,  1, , .flag j j n   

Compute an assurance value ,     . 

Step 1:  

 Solve problem ( )
k

E P . 

case ( 1
k

  ) 

        if ( ( ,  )
k k

w  is an SCSC pair), DMU
k M

U . 

        if ( 0
T

k
S 1 ), 

            if ( 0,  0 for 
k

k j
j k    ), DMU

k
 NE . 

            else, 

                 DMU
k

 NE , 

                  if ( ( ,  ,  ) is unique & ( 0,  0 for some )
k

k k k k k
S k      , 

                    DMU ,  ( ) 1E flag   

            endif 

        else, 

             DMU
k
 NF , 

              if ( ( ,  ,  ) is unique & ( 0,  0 for some )
k

k k k k k
S k      , 

                 DMU ,  ( ) 1E flag  . 

        endif 

case ( 1
k

  ) 

        if ( 0
T

k
S 1 ), 

           if ( 0
k

k
  ), DMU

k
E . 

           else DMU
k

E . 

           endif 
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        else, DMU
k

F . 

        endif 

Step 2:  

 1k k   

if ( k n ), stop. 

else, if ( ( ) 1flag k  ), go to Step 2 

        else, go to Step 1. 
 

 

 

 

Table 2: 

 Computational results of real data 

 

| |
M

U

 

| |NF

 

| |NE

 

| |NE

 
| |N  | |F  | |E  | |E  

M
n  T

n  n  ,  i o  Domains 

7 0 7 0 7 0 0 6 9 13 13 2, 1 R1 

10 1 9 0 10 0 0 3 11 13 13 2, 1 R2 

11 3 8 0 11 0 0 2 11 13 13 2, 1 R3 

5 9 0 0 9 0 0 5 13 14 14 2, 1 R4 

8 8 0 0 8 0 0 7 10 15 15 3, 2 R5 

15 15 0 0 15 0 0 3 15 18 18 2, 3 R6 

12 7 6 0 13 0 0 6 17 19 19 2, 2 R7 

3 11 4 0 15 0 0 8 16 23 23 2, 3 R8 

3 20 0 0 20 0 0 8 26 28 28 3, 3 R9 

8 18 0 0 18 0 0 10 24 28 28 3, 3 R10 

13 13 0 0 13 0 0 17 19 30 30 4, 4 R11 

21 16 5 0 21 0 0 9 22 30 30 4, 2 R12 

11 14 0 0 14 0 0 16 27 30 30 2, 8 R13 

35 35 0 0 35 0 0 2 35 37 37 1, 5 R14 

34 33 1 0 34 0 0 7 36 41 41 3, 1 R15 

23 23 0 0 23 0 0 19 32 42 42 4, 3 R16 

37 37 0 0 37 1 0 6 40 44 44 2, 3 R17 

32 34 3 0 37 0 0 13 42 50 50 3, 3 R18 

37 38 0 0 38 0 0 14 43 52 52 3, 3 R19 

35 34 1 0 35 0 0 20 37 55 55 4, 4 R20 

43 42 6 0 48 0 0 21 51 69 69 4, 2 R21 

52 52 0 0 52 0 0 22 59 74 74 4, 3 R22 

11 70 8 0 78 1 0 19 102 108 108 5, 2 R23 

920 1167 100 0 1267 0 0 15 1267 1289 1282 3, 3 R24 

440 1027 0 0 1027 1 0 254 1119 1282 1282 6, 12 R25 

1826 2727 158 0 2885 3 0 512 3083 3417 3410 Total 

%53.5 %80 %4.6 %0 %84.6 %0.1 %0 %15.0 %90.4 %100 %100 % of Total 

%63.3 %94.5 %5.5 %0 100 | |N  % of 
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These results consist of: 

 

 Cardinality for the sets ,  ,  E E F  and ,  ,  NE NE NF  produced by partitioning each data 

domain in both algorithms. 

 T
n  and M

n , the number of the solved LPs in T and M algorithms, respectively. 

A quick review of these results shows that: 

 

1. As expected, the cardinality of the sets ,  ,  E E F  and ,  ,  NE NE NF  are the same for all data 

domains in both T and M algorithms. Note that in domain R3, which is associated to 13 Mexican 

banks in 1991, DMU 13 is considered as a member of the set NF  by these two algorithms 

while it is reported as an NE   member by [24] 

2. Set E  is empty for all domains. Also, set F  is empty for all domains, except domains R17 

(44 power plant data in Iran), R23 (108 water supply services in Japan) and R25 (1282 Canadian 

banks branch) in which | | 1F  . These domains represent only %0.1  of the DMUs population. 

3. Set NE  is empty in all domains. 

4. In all real domains, | |NE  is much smaller than | |NF , and overall they cover only %5.5  of 

set N . 

5. The most interesting part of these results is that the number of solved LPs in M-algorithm is 

less than those solved in T-algorithm. This shows that in M-algorithm, solving %90.4  of the 

LPs is enough to complete the computation work, while in T-algorithm; we need to solve at 

least one LP for each DMUs. 

6. In M-algorithm, the minimum number of the problems that we need to solve, is | |n E . This 

means the more efficient DMUs involve less computational work. See real data domains R3, 

R6, R14 and R24 in this regard. 

 

6.  Conclusion 

 

   In this paper, we introduced a new algorithm based on a set of theorems. This algorithm uses the non-

Archimedean CCR model to classify DMUs. We showed how M-algorithm can classify DMUs 

successfully without solving all related problems. 

 

Table 3:  

The real data domains references. 

 

Domain Source Domain Source 

R1, R2, R3 [24] R13 [21] 

R4 [25] R14 [19] 

R5.R20 [20] R15 [22] 

R6 [27] R16, R22 [16] 

R7 [15] R17 [26] 

R8 [13] R18, R19 [8] 

R9, R10 [14] R21 [7] 

R11 [17] R23 [1] 

R12 [4] R24, R25 [2,3] 
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