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Abstract 

Most organizations consist of several individual units. Resource allocation issue appears when 

requiring to determine an equitable share of costs for these independent units. Data 
Envelopment Analysis has been proved as a useful technique to solve allocation problems.  

This paper presents a linear programming model based on DEA methodology to find an 

equitable allocation. To compare obtained results, we use the proposed model to a data set of 

prior studies. 
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1. Introduction 

Today the most organizations (e.g. banks 
and insurance institutes) consist of the 

various units which under the control of 

the main organization (unified 
management) act independently. 

Sometimes the manager presents some 
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services which incur costs such as 

advertisement and introducing a new 
technology. Since all units benefit from the 

provided services, each of them should 

logically bear a part of the costs. As each 
unit tends to pay the minimum part of the 

cost, the issue of determining an equitable 
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share is raised. Answering this problem 
has the great importance from both 

economic and management perspectives 

so many researches have been done 

regarding this issue. Due to particular 
properties of DEA, there were several 

attempts in recent years to solve allocation 

issue by using this methodology. DEA is a 
non-parametric method for evaluating the 

independent decision making units which 

was presented for the first time by Charnes 

et al. [6]. In this method each decision 
making unit is recognized by the input and 

output vectors. For evaluation, the ratio of 

the weighted sum of outputs to the 
weighted sum of inputs is recognized as 

efficiency score. In this method weights 

are determined such that the relative 
efficiency score of under evaluation unit 

becomes the maximum value which is 

possible. Aftermath, this method has 

widely been used by scholars in various 
areas. One of these areas is to utilize DEA 

for solving the fixed cost allocation 

problem.  Fixed cost allocation problem 
illustrates how to determine a fair share of 

a total cost for some decision making units 

which acts independently under the control 
of the unified management.  

Athanassopoullos [2] attempt to solve 

allocation issue via a goal programming 

model. To find an equitable allocation, 
they used Russell model and changed it to 

an aggregated goal programming model. 

Cook and Kress [7] addressed the 
allocation problem using DEA. In order to 

achieve a proper allocation, they 

considered the allocated cost to each unit 

as a new input and then determined the 
proper amount through solving various 

linear programs. In their proposed method, 

the allocation was determined in such a 
way that the efficiency of units was 

preserved after allocation.  Cook and Zho 

[8] developed this method from CCR 
model [6] into BCC model [3] and from 

input orientation into output orientation. 

Lin [12] claimed that the presented method 

by Cook and Zho [8] is not a 

comprehensive method and through 
imposing specific limitations on this 

method the obtained solution will not 

result in feasible solution. He added some 

fixed target to the model in order to 
improve this condition and to obtain a 

feasible allocation. In other article Lin [13] 

replaced minimal deviation principle with 
efficiency invariance assumption in the 

article of Cook and Kress [7]. 

Beasley [4] presented a different method. 

After considering the share of each unit as 
a new input, he used a non-linear model 

based on DEA. In this model, he utilized a 

common set of weights and according to 
what was mentioned in the article, he used 

several other models to get a unique 

solution. Based on Beasley [4], 
Kordrostami and Amirteimoori [1] 

presented other method in which with 

efficiency invariance assumption the 

proper allocation was obtained. In their 
method, several other models should also 

be solved in order to get a unique 

allocation. Jahanshahloo et al. [10] showed 
the efficiency invariance assumption is not 

a necessary constraint in Kordrostami and 

Amirteimoori [1]. They also preposed two 
approaches to obtain a fixed allocation 

based on efficiency invariance and 

common set of weights principles.  

Li et al. [11] attempted to obtain a fair  
 

allocation considering the allocated cost to 

each unit as the extra input. They assumed 

that each DMU has other costs which are 
considered as an input for them and then 

the share of each DMU from the fixed cost 

is added to the input. This method was also 
assumed the efficiency invariance 

constraint.  

Du et al. [9] used Iterative method to find 
the optimal solution for the allocation 

problem. Considering particular weights 

for each unit, they designed a model with 

the aim of maximizing the relative 
efficiency in which each unit under control 

was limited to the upper bound of 1 and the 

lower bound of ep. The lower bound of ep 
for each DMUp under the control in the 
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first stage and its cross-efficiency score in 
the next stage (using the obtained weights 

from the obtained linear model) were 

considered. In each iterative process, they 

determined the share of each unit which 
was obtained from the linear model of the 

K stage with the condition 

1k k
e e . 

Articles published in this area can be 

divided into the three general categories: 

1) Articles which used the common set of 
weights in order to find proper allocation. 

2) Articles which used iterative methods 

for the abovementioned purpose.  
3) Articles which solved non-linear 

models for determining proper share.   

The presented method in this article on the 
contrary of the prior studies belongs to 

none of these three groups. In this article a 

linear model presents for solving the 

allocation problem using particular 
weights instead of the common set of 

weights. It should be mentioned that the 

presented model is not a duplication of 
other models and the optimal solution is 

achieved by solving just one linear 

programming problem.  
The article is organized as follows: section 

2 describes briefly the basic CCR model. 

In section 3 a model is presented for 

simultaneous evaluation of units. Section 4 
deals with the analysis and solving the 

model. Finally, the conclusion of the 

article is provided in section 5.  
 

2. The basic model  

In this section we briefly describe the 

traditional DEA method to evaluate 
decision making units (DMUs). Let us 

consider a set of n decision making units; 

each of them produces the output vector 

jy
 ( )1 , ,(t

j j sjy yy ) consuming the 

input vector 
j
x  (

1 , , )(t
j j mjx xx ). For 

evaluating each decision making unit, the 

input and output weights of under 

assessment units are determined in such a 
way that the relative efficiency reaches the 

maximum. To this end, the fractional 

model (1), called the input orientation 

model, is utilized. This model was 
introduced by Charnes and Cooper [5].  

Max    

. .         1,    1, ,

,      

p
p

p
p

p p

p

s m

j
p
j

s t j n

1 1

u y

v x
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v x
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       (1) 

 

In model (1) 
s1  and 

m1  mean row vectors 

with s and m members of 1, respectively. 

The row vectors 
1 , ..., )( p p

s
p

uuu  and 

1
( , ..., )p p

m
p v vv  are unknown weights 

corresponding to outputs and inputs, 
respectively. The superscript p indicates 

the weights are determined by under 

assessment unit DMUp in order to obtain 

the maximum efficiency score.  in two 
ending constraints of the model (1) is a 

non-Archimedean number and guarantees 

the weighted vectors are strictly positive. 
In fact, when evaluating each unit it is not 

possible to ignore none of its inputs or 

outputs. 
 

3. Simultaneous evaluation model 

As mentioned above, if we want to 

evaluate all units we should solve model 
(1) n times (one time for each DMU). To 

obtain a linear model for the simultaneous 

evaluation of all units, we first transformed 
model (1) into model (2) using Charnes-

Cooper transformations [5]: 
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From the first constraint and the second set 

of constraints (for j=p) it is concluded that 

1p
p

u y . Then, according to the goal 

programming, model (3) can be replaced 
instead of model (2):  

,
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If we simultaneously consider constraints 

in model (3) for different DMUs (i.e. 
p=1,…,n) it will be seen that the 

constraints related to one DMU  are not 

dependent to another one. So the optimal 

solution for all DMUs obtained of n time 
solving model (3), can be obtained of 

solving model (4) in one time (see 

theorem1).   

1
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Theorem1: If  

1
1 1, , , , ,( , , ), n

n n n nu u v v  is an 

optimal solution of model (4), then 

*
)

* *
, ,( k

k k nu v  is an optimal solution of 

model (3) for DMUk ( {1,2, , }k n ) 

and vice versa. 

 
Proof: At the first, suppose that 

1
1 1, , , , ,( , , ), n

n n n nu u v v  is an 

optimal solution of model (4). In 

contradiction, suppose that there exists a k 

that ( ), ,k k
k
nu v  is not optimal solution 

of model (3) in assessment DMUk. Thus it 

has a feasible solution ( ), ,k k
k
nvu  with 

objective value
*

k k
n n . Now, because of 

the set of constrains connected with each 

DMU are independent each of them, so 

1 1, , , ,( , , ,k nu u u v *
1

, , , , , , , )k n
k n

n n nv v  

is a feasible solution of model (4), with 

objective value 
1p k

n
pp k p

n n n  

that is a contradiction. So If 
1 1

1
( , , , , ), , , ,n n

n
n nu u v v  is an 

optimal solution of model (4), then 

( ), ,k k
k
nu v  is an optimal solution of 

model (3) for each DMUk  

( {1,2, , }k n  ). 

Next, suppose that ( ), ,k k
k
nu v  is an 

optimal solution of model (3) in 

assessment DMUk ( {1,2, , }k n ), we 

proof that 
1

1 1, , , , ,( , , ), n
n n n nu u v v  

is an optimal solution of model (4). 

Suppose that in contradiction, model (4) 

has a feasible solution such as 
1 1

1
( , , , ), , , , ,n n

n
n nu u v v  with objective 

value 
1 1p

k

n n
pp p

n n . In this case, 

there exists at least one k with 
k k
n n . 

Since ( ), ,k k
k
nvu  satisfies the set of 

constraints related with k in model (4), it is 

clear that it is a feasible solution of model 
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(3). This contradiction proves  

1
1 1, , , , ,( , , ), n

n n n nu u v v  is an 

optimal solution of model (4). 

However the number of constraints of 

model (4) is more than model (3), this 

model enjoys two main advantages. First 
of all, in evaluation of units where number 

of them is small, utilization of model (4) 

,because of solving just one model, takes 
less time than solving model (2) n times. 

The second advantage of model (4), which 

constitutes the aim of this paper, is that the 
proposed model allows us to 

simultaneously impose some constraints 

on all units or the related weights. 

 

3.1.  Example  

With the help of a simple example the 

abovementioned claim can easily be 
approved. Consider a data set which 

involves thirteen DMUs each of them has 
two inputs and one output (Table 1). Table 

2 shows the efficiencies of units obtained 

by model (2) and (4).  

In the second column of Table 2 the 
efficiency of each unit is calculated by the 

optimal value of the objective function of 

model (2) i.e. *p
p

u y  and efficiencies of 

column three was achieved by model (4) 

and using *1
p

n  formula. As it can be 

seen in the table, these values are equal but 

what is considerable is that the needed 
time for determining the efficiency of all 

units with help of mdoel (2) and (4) and 

using GAMS Software is 0.316 and 0.016, 
respectively, which clearly indicate that 

the time spent by model (4) is less than the 

time spent by model (2).  

 

 

Table 1: A simple data set of 13 DMU 

DMU Output Input 1 Input 2 

1 28 380 5980 

2 196 418 910 

3 72 68 350 

4 45 115 9210 

5 18 248 1820 

6 64 828 13240 

7 13 481 5260 

8 6 493 4040 

9 16 198 2310 

10 11 243 3280 

11 34 553 6210 

12 8 347 4950 

13 162 445 7820 

Table 2: efficiencies determined upon model (2) and model (4) 

DMU model (2) model (4) 

1 0.0416 0.0416 

2 1.0000 1.0000 

3 1.0000 1.0000 

4 0.0511 0.0511 

5 0.0648 0.0648 
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6 0.0010 0.0010 

7 0.0184 0.0184 

8 0.0098 0.0098 

9 0.0665 0.0665 

10 0.0341 0.0341 

11 0.0385 0.0385 

12 0.0149 0.0149 

13 0.1537 0.1537 

 

4. Allocation Problem  

This section deals with allocation problem 

using the proposed linear model. To this 
end, consider an organization which 

consists of n individual subsections. 

Suppose that the main management spent 
F total cost to benefit all units. The share 

of unit j of F is shown by
jf  whereas 

1

n

j

j

f F
. Give the share of unit j (i.e. 

jf ) 

as a new input for it. Since the aim is a fair 
allocation, the weight of the new input is 

assumed equal for all units. Next, with a 

small change in model (4), model (5) is 

achieved.     

1

1
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 (5) 

In model (5) multiple k is the weight of the 

new input ((m+1)th input) of units. The 
both 5th constraint and the 6th set of 

constraints in model (5) come from the 

condition of allocation problem. It should 

paid attention that model (5) is a non-linear 
model but it can be converted to the liner 

model (6) through replacing 
p
kf  with '

p
f  in 

connected constraints.  

1

'
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The aim of solving model (6) is to find 
optimal allocation but what is achieved 

from model (6) are '
j
f  s, although based on 

the changes made in order to achieve 

model (6) we have '
j j
f kf , so 

j
f  can be 

obtained from the equation ' /
j jf kf .  

 

4.1.  Numerical Example  

In this section, we are to describe the 

presented method in this article and 
compare results with previous studies. For 

this purpose, the data set of Cook and 

Kress [7] is applied.  Since this data set has 

been utilized in many studies, it is also 
used in the present article. The data se (as 

it is shown in table 3) is comprised of 
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twelve DMUs which each of them  
 

have three inputs and two outputs. The 

purpose is to allocate the fixed cost F=100 

to units. The results of allocation based on 
models of [3, 7, 9] as well as the presented 

model in this paper can be observed in 

Table 4. 
The second, third and fourth columns of 

table 4 show the share determined for each 

DMU by the aforementioned models 
which were derived from related articles. 

The last column shows the results 

achieved by performing model (7) by the 

GAMS software with considering 𝜀 =
0.0001   and using the final formula

' /
j jf kf .  

Table 3: Data set of Cook and Kress [7] paper 
Output2 Output 1 Input 3 Input 2 Input 1 DMU 

751 67 9 39 350 1 

611 73 8 26 298 2 

584 75 7 31 422 3 

665 70 9 16 281 4 

445 75 6 16 301 5 

1070 83 17 29 360 6 

457 72 10 18 540 7 

590 78 5 33 276 8 

1074 75 5 25 323 9 

1072 74 6 64 444 10 

350 25 5 25 323 11 

1199 104 6 64 444 12 

 
 

Table 4: Allocated cost to DMUs obtained by different methods 

DMU Cook and Kress [7] Beasley [4] Du (2013) Presented model(6) 

1 14.52 6.78 5.79 4.7259 

2 6.74 7.21 7.95 8.6618 

3 9.32 6.83 6.54 8.5787 

4 5.60 8.47 11.10 9.2550 

5 5.79 7.08 8.69 11.5954 

6 8.15 10.06 13.49 5.9536 

7 8.86 5.09 7.10 7.7072 

8 6.26 7.74 6.83 10.5076 

9 7.30 15.11 16.68 12.3794 

10 10.08 10.08 5.42 7.8698 

11 7.30 1.58 0 0.0000 

12 10.08 13.97 10.41 12.7656 

sum 100 100 100 100 

 

To compare the aforementioned methods 

and the presented method in this article, 
data in table 5 should be considered. The 

second column of this table shows the 

efficiency of units before allocation and 
other columns display the efficiency of 

units after allocation of the determined 

share (by each method) as the fourth input 

for each DMU. The efficiencies were 
calculated with the help of GAMS 

Software and with considering 0.0001 
.  

 

5. Conclusion   
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In this paper, we have shown that just one 
linear programming model is sufficient to 

evaluate all DMUs. Based upon proposed 

LP, we present a model for allocating fixed 

costs. The results have been compared 
with some of previous approaches to show 

the concordance of our presented 
approach. With a few changes, the 

proposed approach in this article is useful 

for resource allocation and target setting. 

Also using suitable changes it is usable for 
BCC model. 

 

 
Table 5: Efficiencies before and after allocating 

DMU Primary Efficiencies Cook (1999) Beasley [4] Du (2013) presented model (6) 

1 0.7560 0.7555 1.0000 1.0000 1.0000 

2 0.9223 0.9222 1.0000 1.0000 1.0000 

3 0.7152 0.7152 0.9948 0.9949 1.0000 

4 1.0000 1.0000 1.0000 1.0000 1.0000 

5 1.0000 1.0000 1.0000 1.0000 1.0000 

6 0.9602 0.9602 1.0000 1.0000 1.0000 

7 0.8426 0.8424 1.0000 1.0000 1.0000 

8 1.0000 1.0000 1.0000 1.0000 1.0000 

9 1.0000 1.0000 1.0000 1.0000 1.0000 

10 0.8242 0.8241 1.0000 1.0000 1.0000 

11 0.3325 0.3325 1.0000 1.0000 1.0000 

12 1.0000 1.0000 1.0000 1.0000 1.0000 
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