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Abstract 
With the competitiveness of the communications industry and the growth of customer 

expectations, new customer relationship strategies are felt in this industry. Customer 

Relationship Management is a valuable process in marketing to better understand customers in 

order to improve profitability and long-term customer relationships. Effective knowledge of 

customer information can provide services tailored to the functional and behavioral 

characteristics of each category to improve customer relationship management. Data mining is 

a powerful tool for companies to extract knowledge from their customers' transaction data. One 

of the useful applications of data mining is segmentation. In this article, customer transaction 

data of one of the fixed internet service providers in Isfahan province based on the analysis of 

the RFM model and the proposed LRFM-Ccr model (length of the customer relationship, recent 

purchase, number of purchases, paid expenses, and customer consumption records) are selected 

and are categorized and then clustered using the K Means algorithm. The value of the Davis 

Boldin index for each number of clusters in the proposed LRFM-Ccr model and its 

corresponding value in the RFM model have been compared and evaluated. The models are 

compared with Recall, cluster compactness, accuracy, Number of correct predictions, and 

correct weight average. 
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Introduction 

The concept of Customer Relationship 

Management (CRM) emerged in the early 

twentieth century. CRM helps an 

organization acquire knowledge that 

enables it to better understand customer 

behavior and relationships, and therefore 

can retain the customer and improve 

customer profitability (Sabbeh, 2018; 

Soltani and Navimipour, 2016). The 

methods and innovations of data mining 

and data warehousing in CRM offer the 

latest approaches for business sectors to 

adapt to the idea of marketing strategy. 

Ergo, searching for useful information in 

the vast amount of data and incorporating 

the information in practical operations 

becomes the issue that needs to be tackled 

promptly, hence contributing to the 

emerging use of data mining (Sawal et al., 

2022). Customer retention strategy in 

customer relationship management has 

become increasingly an important issue. 

Data mining techniques play a vital role 

in the better implementation of customer 

relationship management (Haddan et al., 

2005). The term data mining refers to the 

extraction of non-obvious, implicit, 

previously unknown, and potentially 

useful information. Data mining has been 

described as a way to automatically 

analyze large amounts of data to find 

patterns and trends that might not be 

discovered if not used (Hwang et al., 

2004). Customer segmentation, which is 

at the heart of marketing strategy, makes 

it possible to determine the answers to 

questions relating to the number of 

investments to be released, the marketing 

campaigns to be organized, and the 

development strategy to be implemented 

(Doae et al., 2022). 

In this article, the use of appropriate data 

mining techniques for distinguishing and 

classifying customer relationships with 

the organization has been investigated.  

Data mining has been used for various 

purposes in the communications industry. 

One of those goals is to segment 

customers for targeted marketing. From a 

business perspective, not all customers 

have the same value. For this reason, to 

identify key customers, the relevant data 

is evaluated by organizations so that they 

can first establish long-term relationships 

with the customer and secondly, deal with 

each of them according to the value they 

create for the organization  .Customer 

segmentation is an important success 

factor in understanding the behavior of 

different customer groups and evaluating 

their value (Yao et al., 2014). It also 

enables companies to identify and retain 

valuable customers, which is critical to 

business success in highly competitive 

industries (Webster, 1992). Khajvand and 

Tarokh (2011) consider the RFM model 

as a market segmentation technique that 

analyzes customer behavior such as how 

much a customer has recently bought 

(delayed), how many times a customer 

buys (repurchase), and how much money 

they spend. Slow (purchase volume) is 

used. 

This study presents a CRM strategy that 

includes customer segmentation and 

behavior analysis, using the data set of 

one of the companies providing fixed 

internet in Isfahan province, which 

contains about 600,000 customers. RFM 

model has low clustering quality. On the 

other hand, the variables of customer 

relationship Length (L) and customer 

consumption records (Ccr), in addition to 

expressing customer performance, there 

are significant differences between 

different customers that their inclusion as 

clustering variables will increase the 

quality of clustering; Therefore, one of 

the hypotheses of this research is one of 

the inefficient quality of RFM model in 

clustering customers of a company 

providing fixed internet services and the 

other is that by adding the characteristics 

of customer relationship length (L) and 

customer consumption records (Ccr) to 
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RFM model and model presentation A 

new one called LRFM-Ccr will increase 

the quality of customer segmentation in 

this industry. To test the research 

hypotheses, the company's fixed internet 

customers using their purchase data and 

based on two models RFM and the 

proposed model LRFM-Ccr and K Means 

clustering algorithm, and the quality of 

the two models in clustering and 

identifying customer behavior will be 

evaluated. 

This research has two objectives: 

 (1) It proposes a new RFM model called 

LRFM-Ccr to better reflect customer 

behavior in the communications industry.    

(2) Its findings on the unique 

characteristics and behaviors of 

customers and their consequences for 

different types of customers, guide 

communication company managers to 

improve customer relationships and 

develop different services and marketing 

strategies.  

The structure of the rest of the paper is as 

follows. In Section 0 a short review of 

related work is presented. In Section 0, 

the research method is presented with a 

case study of a company providing fixed 

internet services with managerial results 

and implications. The research findings 

are presented in Section 0 and finally, the 

conclusions are presented in Section 0. 

 

Related work  

CRM consists of four  dimensions 

customer identification, customer 

attraction, retention, and development 

(Samizadeh, 2008). Zahrotun used CRM 

to use online customer information to 

identify the best customer (Zahrotun, 

2017). Using the concept of CRM for 

online shopping, the author identifies 

potential customers by segmenting 

customers, which helps us increase the 

company's profits. Therefore, the Fuzzy 

C-Means clustering method has been used 

for customer segmentation and marketing 

to the customer in an accurate way. 

Therefore, it helps customers to get 

special features in more than one category 

according to their needs, and 

inappropriate branding strategies. 

Jiang and Tuzhilin offer a direct 

clustering approach that clusters 

customers not based on calculated 

statistics but by combining the transaction 

data of several customers (Jiang and 

Tuzhilin, 2009). The authors also show 

that finding an optimal partitioning 

solution is very difficult. Therefore, Jilin 

was optimized under different clustering 

methods. The authors then experimented 

with customer segments obtained by 

direct grouping and found that this was 

better than the statistical method. 

Learning from large amounts of data is a 

very challenging issue that most cases of 

clustering based on methods and other 

data analysis techniques become more 

difficult due to the "curse of dimensions" 

(Bellman, 2015(. Therefore, processing 

large-scale data requires the use of 

appropriate techniques and methods (Tan 

et al., 2005). 

Cheng and Sun to identify valuable 

customers in the telecommunications 

industry, another application of the RFM 

model called (TFM), which of the three 

main features to describe users who have 

accumulated more service time (T), often 

3G services (F) and use a large number of 

invoices per month (M), have used 

(Cheng and Sun, 2012(. Although in other 

industries, the purchasing freshness 

variable is important in clustering, in the 

FMCG industries, this variable has little 

variability between customers; Because 

the customers of these industries, due to 

the nature of the materials purchased, 

have to buy at short intervals and 

continuously. On the other hand, the best 

time for customer clustering and 

valuation is the end of the fiscal year, 

which includes regular purchases and 
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customer purchases on special occasions; 

Because at this time, the clustering error 

decreases and its accuracy increases 

(Tsiptsis and Chorianopoulos, 2010). 

Several methods have been proposed in 

the literature to perform customer 

segmentation, and among them, 

clustering is the most common method 

(Wedel and Kamakura, 2012). In 

addition, the features of the RFM model 

are used effectively to understand and 

analyze the characteristics of customer 

behavior  (Fader et al., 2005; Kahan 1998; 

Newell, 1997)  and because of their 

simplicity and application, it is well-

known (Bauer, 1988; Bult and Wansbeek, 

1995). 

Several versions of RFM models and 

cluster analysis have been successfully 

applied together to successfully segment 

the customer in different application 

areas. A review of the research 

background shows that to increase the 

quality of customer clustering in different 

industries, researchers have changed the 

way of measuring clustering variables in 

the RFM model and have removed or 

added variables from the model. 

 

RFM model 
One of the models in clustering and 

customer value analysis in customer 

relationship management is the clustering 

model, called the RFM model, which was 

proposed by Hughes (Alizadeh and 

Karimi,  2018). Peker and Altan (2017) 

have used the RFM model to classify their 

specialized customers. This study is very 

useful in designing marketing strategies 

for different customers. The basic RFM 

model relies on three attributes which are 

recency (R), frequency (F), and monetary 

(M). Recency is the time interval since the 

last purchase (e.g., days or months) and 

gives information about the buying or 

visiting potential of the customer. If this 

interval is short, the likelihood of 

repurchasing or revisiting is high. 

Frequency is the number of purchases or 

visits within a certain period, and it is an 

indication of customer loyalty. The higher 

the frequency is, the higher the customer 

loyalty becomes. Monetary is the total 

amount spent or the average amount spent 

per visit during a certain period and 

measures the contribution of the customer 

to the revenue of a company. The greater 

the amount spent, the more the customer 

contributes to the revenue. 

K Means  Algorithm 

The goal of the K Means algorithm is to 

divide M-points in N-dimensions into K-

clusters to minimize the within-cluster 

sum of squares "Local" optima solution 

was sought so no movement to a point 

from one cluster to another will reduce the 

within-cluster sum of squares the 

algorithm requires as input a matrix of M-

points in N-dimensions and a matrix of K-

initial cluster centers in N-dimensions. 

The number of points in cluster L is 

denoted by NC(L). D(I, L) is the 

Euclidean distance between point I and 

cluster L. The general procedure is to 

search for a K-partition with the locally 

optimal within-cluster sum of squares by 

moving points from one cluster to another 

(Imani et al., 2022).  

  

 LRFM-Ccr  Model 

Researchers are developing new RFM 

models by considering additional 

variables or eliminating some variables 

depending on the nature of the product or 

service. Chang and Tsay  (2004)  created 

an LRFM model using a new feature, the 

length of customer relationship (L) in the 

original RFM model. In the LRFM-Ccr 

model, customers are classified based on 

five characteristics: customer relationship 

length, the novelty of purchase, the 

number of purchases, the financial value 

of purchase, and the customer's 

consumption history, and based on the 
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first letter of each of these five 

characteristics, the word LRFM-Ccr has 

been innovated. 

 

Standardization of variables L, R, F, M, 

Ccr 

The scale of each of these features is 

different, as shown in Table 1. For 

clustering, the unit of measurement of 

variables must be the same. In this case, it 

is necessary to convert the scale and 

standardize it. To standardize, the 

maximum-minimum standardization 

function of Eq. (Error! Reference s

ource not found.) is used, based on 

which the standardized values will be 

between zero and one. A value of zero 

will be obtained for the smallest data and 

a value of one for the largest data.       

  𝑋𝑖 =
𝑋− 𝑌𝑚𝑖𝑛

𝑌𝑚𝑎𝑥 − 𝑌𝑚𝑖𝑛
    𝑖 = 1, 2, … , 𝑛     (1      )                      

Ymin is the smallest value and Ymax is the 

largest value of the variable and X = L, R, 

F, M, Ccr will be the main values of the 

variables, and Xi = Li, Ri, Fi, Mi, Ccri are 

the standardized values of the main 

variables. 

The Proposed Method 

The data used in this research is the real 

data of customers of one of the Internet 

providers in Isfahan province, Iran. The 

dataset contains 9453 customer records. 

RapidMiner software has been used to 

perform data mining processes. In this 

study, an efficient combination of the 

LRFM-Ccr model and clustering is 

proposed for customer segmentation. One 

of the most common clustering methods, 

the K Means algorithm, is applied to 

customers. In customer databases, the 

features of the LRFM-Ccr model are 

hidden in trading data. Therefore, as the 

first step in customer segmentation, the 

features of the LRFM-Ccr model are 

calculated for each customer. Because the 

actual client data is used for the features 

of the LRFM-Ccr model, it is assumed 

that all model variables are of equal 

weight (i.e. equally important). 

Note that the features of the LRFM-Ccr 

model vary in amplitude, and the 

difference in scale between these features 

affects and distorts the results of 

clustering analysis. So, before clustering, 

the LRFM-Ccr variables are standardized 

using,maximum-minimum 

standardization, based on which the 

standardized values will be between zero 

and one.  Before using clustering 

algorithms, finding the optimal number of 

clusters (k) is an important issue. A 

common solution to this problem is to use 

cluster validation indices that provide a 

score based on the concepts of 

compactness (ie, members within a 

cluster are similar) and segregation (i.e., 

how different members are in different 

clusters). In this paper, the Davies–

Bouldin (DB) index is used to determine 

the appropriate number of clusters. The 

DB index estimates compactness based 

on the distance of all points in the cluster 

to its center of gravity but defines 

separation as the distance between centers 

of gravity. The K Means algorithm is 

implemented for different numbers of 

clusters (k) and the results of each 

Performance are evaluated using the DB 

index. After deciding the appropriate 

number of clusters, the clustering results 

are analyzed with the specified number of 

clusters. Then, LRFM-Ccr scores are 

calculated for each customer group, and 

based on the LRFM-Ccr features, 

customer segments are indexed, finally, 

guidelines for improving customer 

relationship management are proposed in  

 

 

Fig.1. 
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Fig.1  General research framework 

 
 
In this paper, the steps of data mining and 

data analysis to discover knowledge from 

them are performed based on the standard 

CRISP-DM process (Chapman, 2000). This 

process includes the steps of understanding 

the business environment, data selection, 

data preparation, modeling, model 

evaluation, and results development in  

 

Fig.2. The implementation stages of the 

research include six main steps, which are 

described below: 
 

Recognizing the goals and the current situation in one of 

the fixed internet service providers in Isfahan province

Collection of primary data and recognition of 

data

Data preprocessing based on indicators of the developed 

RFM model

Determination of LRFM-Ccr indices

Weighting 

indicators
Clustering

The value of the customer's life 

cycle

New customer 

segmentation

Preliminary results 

Analysis

Report

Understanding the 

system

Data recognition

D
ata prep

aration
M

od
elin

g
E

valu
ation

D
evelopm

ent

 

 

Fig.2   Steps of Crisp process model in research 

 

 
 

 

Step1. Understand the business 

environment; The company providing 

fixed internet services is currently 

providing services in Isfahan province 

with more than 3000 employees. The 

company's fixed internet customer base 

reaches more than 600,000 subscribers. 

The nature of the type of 

telecommunication customers is the 

factor of final consumers and these 

customers are mainly home, office, 

commercial, etc. Therefore, the customer 

clustering approach is very important for 

recognizing and analyzing the behavior of 

active customers in this industry. For this 

reason, this information is used to 

evaluate and analyze the characteristics of 

customers and, finally, to provide a 

relevant marketing mix to formulate a 

marketing strategy tailored to each 

segment and achieve the desired results in 

the field of CRM. 
 

Step 2. Select a data set; First, the sample 

data related to the basic information and 

performance data of the customers of this 

fixed internet service provider company is 

collected from the CRM database and the 

database related to the research needs is 

presented. Sample measurement formulas 

are different, one of the most widely used 

methods in determining sample size is 
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Cochran's formula. Performance data of 

customers of one of the fixed internet 

service providers in Isfahan province 

from 03/20/2020 to 03/20/2021 which 

includes 9453 customers (more than 

0.95% of the statistical population) were 

collected as a sample. 

 

Step 3. Data preparation; At this stage, 

preparation and preprocessing are done to 

facilitate the discovery of latent 

knowledge contained in the data. For this 

purpose, first incomplete information, 

data, or invalid and inaccurate values are 

removed and all data is converted to a 

format that can be used in Rapidminer 

data mining software. At this stage, the 

entire data set is in the ratio of 70 and 30 

to educational data. And are divided 

experimentally. 

Measurement of clustering variables 

using Excel software; Per customer, 

performance variables are measured in 

two models, RFM and LRFM-Ccr, based 

on their purchase data. The newness of 

purchase (R) is equal to the number of 

days between the last purchase until 

03/20/2021, repetition of purchase (F) is 

equal to the total number of purchases in 

one year, material purchase value (M) is 

equal to the total value of Rials of 

purchase in one year and customer 

consumption records (Ccr) is equal to the 

amount of the customer's internet 

consumption in one year and the length of 

the customer's relationship with the 

company (L) indicates the time that a 

customer has started his relationship with 

the company (Table 1). 

 
Table 1  Method of measuring the variables L, R, 

F, M, Ccr 

 

 

 

 

 

Step 4. Modeling, and selecting the 

number of clusters (k); There are several 

types of useful indexes for determining k 

as the number of clusters. In this study, 

DB index was used to find the optimal 

number of clusters. The purpose of the 

DB index is to identify cluster sets that 

have small intra-cluster distances and 

large inter-cluster distances. The design 

process for selecting the number of 

clusters (k) and the value of the DB index 

was performed using Rapidminer 

software. The value of DB and the 

comparison graph of DB index for each 

number of clusters, for the values of k 

equal to 2,3,4, ..., 9,  are shown in Table 2 

and Error! Reference source not f

ound.. 

 

Fig.3   Comparison diagram of DB index for each 

number of clusters (k) 

 

Clustering customers with K Means  
algorithm; At this stage, for a range of a 

number of clusters, using the K Means 

algorithm and considering the clustering 

variables based on two RFM and LRFM-

Ccr models, the company's customers are 

clustered according to the minimum value 

of the DB index in Table 2 (i.e. k = 8 for 

the RFM model and k = 4 for the LRFM-

Ccr model). The results of experimental 

data clustering are shown in Table 3 and 

Table 4. 
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Table 2   DB value for each number of clusters (k) 

 

 

 

Table 3   Results of  K Means  clustering in RFM 

model and standard values of variables 

 
 

Table 4 Results of K Means  clustering in LRFM-

Ccr model and standard values of variables 

 

LRFMCcr weight determination by 

Rapidminer software; In this paper, 

Rapidminer software is used to calculate 

the weight of LRFMCcr according to the 

opinions of decision-makers. This was 

done in 2 steps. In the first step, three 

decision-makers are selected from three 

different sales management layers for 

pairwise comparisons. They include a 

senior manager, a middle manager, and an 

operational manager. In the second step, 

the incompatibility index was calculated 

and evaluated for each decision-maker. 

Finally, the weight of LRFM-Ccr is 

determined by calculating the specific 

value using the Calculate Weighths 

operator according to Table 5 and the 

weight diagram of the LRFM-Ccr 

variables are shown in Error! Reference s

ource not found.. 

Table 5   Displays the weight of the values of the 

LRFM-Ccr model variabl 

 

 

 

 

 

 

 

Fig.4   Graph showing the weight of  LRFM-Ccr 

variables 

PerformanceVector: 

accuracy: 96.24% +/- 1.02% (micro average: 96.24%) 

ConfusionMatrix: 
True: cluster_1 cluster_0 cluster_3

 cluster_2 

cluster_1: 530 3 2 5 
cluster_0: 5 1441 40 6 

cluster_3: 2 12 355 9 

cluster_2: 6 4 10 335 
kappa: 0.941 +/- 0.016 (micro average: 0.941) 

weighted_mean_recall: 94.47% +/- 1.73% (micro average: 
94.47%), weights: 1, 1, 1, 1 

weighted_mean_precision: 95.82% +/- 1.37% (micro average: 

95.75%), weights: 1, 1, 1, 1 
spearman_rho: 0.950 +/- 0.020 (micro average: 9.501) 

correlation: 0.948 +/- 0.020 (micro average: 0.948) 

 

Step 5- Evaluation; Ranking 

the customer life cycle value (CLV) of 

departments based on LRFM-Ccr 

values and related weights can help 

managers identify more important 

departments. They can plan for 

customer retention based on this 

ranking. To determine the LRFM-Ccr 

rating for sections, the values of  L, R, 

F, M, and Ccr were first standardized 

for centers of gravity. The LRFM-Ccr 

score for each section is then 

calculated as described in Eq. (2) and 

the results are displayed in Table 6 and 

Table 6   Value of customer life cycle and 
ranking of clusters in RFM model 

k  RFM  DB LRFMCcr   DB 

2  0.87 1.584 

3  0.875 1.197 

4  0.976 1.011 

5  0.949 1.139 

6  0.986 1.109 

7  0.897 1.16 

8  0.869 1.186 

9  0.885 1.182 

 

Attribute Weight 
Row 

NO. 

R 0 1 

F 0.711 2 

L 0.891 3 

M 0.949 4 

Ccr 1 5 
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Table 7. 

𝐶𝑗 = 𝑤𝐿𝐶𝐿
𝑗

+ 𝑤𝑅𝐶𝑅
𝑗

+ 𝑤𝐹𝐶𝐹
𝑗

+ 𝑤𝑀𝐶𝑀
𝑗

                  (2)         

+ 𝑤𝐶𝑐𝑟𝐶𝐶𝑐𝑟   
𝑗

                         

Table 6   Value of customer life cycle and ranking 

of clusters in RFM model 

 

Table 7   Customer lifetime value and cluster 

ranking in the LRFMCcr model 

 

 

In this equation, 𝐶𝑗 is equal to the rank of  

LRFM-Ccr in cluster j and 𝐶𝐿
𝑗
, 𝐶𝑅

𝑗
, 𝐶𝐹

𝑗
, 

𝐶𝑀
𝑗

, and 𝐶𝐶𝑐𝑟   
𝑗

 are the standardized values 

of the variables L, R, F, M, Ccr in the 

cluster j,  and 𝑤𝐿, 𝑤𝑅, 𝑤𝐹, 𝑤𝑀, and 𝑤𝐶𝑐𝑟  

are the weights of the variables  L, R, F, 

M, Ccr in the j cluster. 

For cluster analysis, R, F, L, 

Ccr, and M parameters should be 

classified into four categories (low, 

medium, high, and very high).  These 

categories are determined with the 

coordination of the company expert, as 

shown in Table 8. By comparing the 

results of the LRFM-Ccr parameter 

values in each cluster with the 

classified values, shown in Table 6   
Value of customer life cycle and ranking of 
clusters in RFM model 

 

Table 7 and Table 8, the category of each 

parameter is determined to determine the 

CLV rank for each cluster in Table 9. 

Also, the predictive performance of the 

LRFM-Ccr model can be seen using the 

output results of the cross-validation 

operator and the Performance sub-process 

according to the clustering design process 

in Rapidminer software, in  

 

Table 10, Table 11 and Fig.5. 

Step 6. Development of results; The 

findings in Table 9 provide unique 

guidance to company executives on 

improving customer relationships and 

developing different marketing services 

and strategies, regarding the unique 

characteristics and behaviors of 

customers and their consequences for 

different types of customers. 

 

 Table 8  LRFM-Ccr  Categories 

 

 

 

Table 9   LRFM-Ccr classification and CLV 

Ranking for each cluster 
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Table 10  Results of clustering experimental data 

of  RFM  model  and  k = 8 in K Means 

 

 

Table 11 Clustering results of experimental data 

of  LRFMCcr  model  and  k = 4 in K Means 

 

 

Table 12   Results of the final classification taken 

from Fig. 5 

 

Findings 

The results of the final classification 

according to   Table 12 show that the 

accuracy of the LRFM-Ccr model is 

96.24%, 1.56% higher than the RFM 

model, and due to the increase in kappa in 

the proposed model (0.941), the 

prediction accuracy is 0.007% Increased ( 

kappa = 0, all predictions are majority 

class. Kappa = 1, all predictions are 

correct. Kappa = −1, all predictions are 

wrong ) and also the weighted average of 

the proposed model (95.82) compared to 

The RFM model has increased by 0.89%. 

 

Discussion and Conclusion 

An LRFM-Ccr model was presented for 

the segmentation of fixed internet 

services. 4 clusters were obtained using 

the K  Means algorithm with optimal k 

according to the Davies-Bouldin index on 

LRFM-Ccr changes. The obtained 

clusters were divided by weighting 

LRFM-Ccr and the weight of each 

amount was calculated using Rapidmin 

software. In addition, each cluster is 

analyzed and performed.  The results show 

an increase in the quality of segmentation 

of customers in this industry with the new 

model. The results show that the proposed 

model is equal to the RFM model in 

repetition, in more compact cluster 

compaction, with increasing accuracy, 

with increasing prediction accuracy, and 

with increasing average weight. The 

results of this research according to Table 

8 and Table 9 can help marketing 

managers gain in-depth insights into 

customers and provide guidelines for 

improving customer relationships.  The 

limitation of this work is the collection of 

reliable data from random customers 

(only about 10,000 customers). Due to 

following direct methods and limited 

human resources, this process took a long 

time (about 7 months). Another limitation 

is that this has been applied in Isfahan 

province, which may be different from 

other provinces or even other 

communities, so the instructive features in 

this study can be more or less important in 

other communities. Future work includes 

studying customer performance in other 

features, which may help provide better 

suggestions for improving customer 

relationship management. 
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true cluster_1 true cluster_6 true cluster_0 true cluster_3 true cluster_2 true cluster_5 true cluster_4 true cluster_7 class precision

pred. cluster_1 136 0 0 0 0 2 0 0 98.55%

pred. cluster_6 0 609 11 0 0 1 4 0 97.44%

pred. cluster_0 0 17 780 37 0 0 7 0 92.75%

pred. cluster_3 0 0 19 313 4 0 4 0 92.06%

pred. cluster_2 0 0 0 2 89 1 0 1 95.70%

pred. cluster_5 0 3 0 2 0 420 12 0 96.11%

pred. cluster_4 0 1 6 0 2 7 229 0 93.47%

pred. cluster_7 0 0 0 3 1 0 0 42 91.30%

class recall 100.00% 96.67% 95.59% 87.68% 92.71% 97.45% 89.45% 97.67%

accuracy: 94.68% +/- 1.08% (micro average: 94.68%)

Metrics 

Weighted  

Mean 

Accuracy 

Weighted 

Mean   

Recall 

Weighted 

Mean 

Precision 

Kappa 

RFM 94.68 94.61 94.93 0.934 

LRFM-Ccr 96.24 94.47 95.82 0.941 
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