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ABSTRACT:Artificial intelligence technology has become an influential and trending topic in architectural layout 
design. The core technology of AI, machine learning, has attracted the attention of architects as a decision-making tool. 
The focus of many studies that apply machine learning to layout design is using the generative adversarial network 
(GAN  within a given boundary. Previous research demonstrates that training a GAN with labels can help a computer 
understand how spatial elements relate and the logical relationship between spatial elements and boundaries. However, 
this paper applied conditional GAN to generate space layouts with given boundaries and supplementary conditions.
The supplementary conditions provide designers control over the generated layout plans by satisfying input boundary and 

user requirements. It also allows designers to generate different layout plans within the same boundary. To achieve this, 
a method for dividing image channels is proposed so that both given boundaries and supplementary conditions become 
the model's input. The dataset consists of 660 apartment plans in Hamadan. The dataset is split into a training set and a 
test set. The training set includes 594 images, and the test set includes 66 (10%) of the images. After training the model 
with the training set, the model is tested using the test set. Finally, the model outputs are evaluated based on quantitative 
and qualitative methods. The results show that the supplementary conditions provide further guidance to the model 
for space layout generation based on user preferences and reduce the image quality problems of the synthetic images. 

Keywords: Spatial layout design, Machine learning, image–to–image translation, Conditional GAN.

INTRODUCTION
Computer-aided architectural design was introduced in the 1950s 

and has since experienced different periods of development (Caetano 
et al., 2020). Space layout design is one of the research branches of 
computer-aided architectural design. It involves determining possible 
locations and dimensions for interrelated objects that adhere to all 
design requirements (Michalek et al., 2002). In other words, it proposes 
a layout following topological and geometrical constraints. Many 
objective and subjective factors influence these constraints. Objective 
factors could be defined as numerical rules such as design standards. 
However, subjective factors like aesthetics are based on the designers' 
expertise (Rahbar et al., 2019). There are two algorithmic approaches 
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to generating design solutions. First, the rule-based method views 
the design process as an optimization problem and applies human-
defined rules to find a solution that satisfies the requirements, such 
as a genetic algorithm (Zheng & Yuan, 2021). Researchers have used 
these algorithms to improve their design work in architectural research 
for many years. 
Users of this approach must explicitly describe the numerical rules 

and objective function f(x) to teach the algorithms to discover the 
solutions. This means that to express a design's quality, designers must 
provide a clear evaluation function. It is challenging for designers 
to comprehend and mathematically express precise numerical rules 
and objective functions (Whitley, 1994). As mentioned before, in 
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addition to the objective criteria that may be tested and assessed 
logically, numerous subjective factors deal with the designer's 
experience and expertise. Thus, hard-coding them would not be 
possible or effective. There are still limitations even if architects 
could hardcode these rules in a computer program. Because each 
designer has some degree of subjectivity in their design decisions, 
this scenario has the drawback of resulting in a biased deterministic 
intelligence.
The second approach to generating design solutions is the data-

driven method that contains artificial intelligence and machine 
learning (Hong et al., 2020). In contrast to the previously described 
approach, this data-driven method has shown that it can derive 
information from data and use that knowledge to make decisions 
(Creswell et al., 2018). The intersection of architecture and artificial 
intelligence (AI) is a multidisciplinary domain that has experienced 
technological advancements. AI integration in architectural design 
is not a novel idea. In reality, one of the earliest projects to express a 
desire to introduce an automated assistant in design and architecture 
was the MIT CAD project (1959–1970) (Cardoso Llach, 2015). 
As the fourth industrial revolution advances, interest in artificial 
intelligence and big data is fast growing, systems are being created 
for intellectualization in various disciplines, according to Yoon et 
al. (2018). Architecture is one of these fields where big data may 
be used to support a system for making predictions by analyzing 
the outputs (Özerol & Selçuk, 2022). With the advent of machine 
learning and more powerful computers in the scientific field, there 
are even more chances to apply data-driven methods to address the 
space layout problem. The design has extensively used artificial 
intelligence technologies, particularly machine learning methods 
like neural networks.
In this method, the model could learn non-numerical rules from 

the dataset (Hong et al., 2020). An algorithm can progressively 
learn patterns in a context by observing large amounts of data 
and then determining which rules are most likely to produce an 
appropriate output. With this method, architectural rules could be 
learned without the necessity for enforcement of what those rules 
are. The inferred outputs may depend on the input data due to this 
statistical approach to intelligence. A biased dataset generates non-
generalizable outputs. By forcing bias in a dataset, however, this 
dependence can be positively used in architecture. This would 
result in exploring specific rules and features (Ferrando, 2018). 
Machine learning can conduct statistics on empirical data and 
generate probability density estimates for ill-defined problems that 
are difficult to define (Newton, 2019). Machine learning is distinct 
from other algorithms as a decision-making tool in space layout 
generation. A machine learning model is trained using a dataset, 
and the trained model is then used to generate output images from 
the input images.
In contrast to rule-based approaches, the mappings between inputs 

and outputs are computed through machine learning by taking the 
input controlling factors and the output solutions as training data. 
To be more precise, the procedure is shown as a network of neurons 
that describes the computational relationships between the inputs 
and outputs (McCulloch & Pitts, 1943). To optimize the neural 

network's parameters, the training process is executed by a program 
with backpropagation once the input and output design data have 
been provided (Werbos, 1974). Using this network, the user can add 
new feature data and receive feedback on the output design data. By 
implementing this method, the user develops a data translator that 
simplifies input data conversion into the output design by feeding 
the neural network only the design features and their associated 
design outcomes instead of the objective functions. Fig. 1 shows 
the difference between rule-based and machine-learning methods 
(Zheng & Yuan, 2021). The generative adversarial network (GAN) 
has shown remarkable outcomes in developing 2D designs as a 
machine learning model. Recently, relevant studies have applied 
GAN to layout generation and proved its effectiveness.
GANs have shown a generative sophistication level that previous 

studies have not equaled. Numerous design-related disciplines 
could be impacted by the capacity of GANs to learn from 
examples and extrapolate that learning into creating new instances. 
Goodfellow and his colleagues are the first team to propose the 
generative adversarial network in machine learning (Goodfellow 
et al., 2014). According to Goodfellow, the fundamental challenge 
for artificial intelligence is finding a solution for easy tasks that 
people can accomplish but find challenging to explain. Such 
issues are resolved intuitively by people. Formally describing the 
process of designing in architecture is also quite challenging. An 
architect can design a building plan without thinking about any 
cognitive aspects of the design. The process that is taking place in 
the mind behind the drawing, however, is extremely detailed and 
sophisticated. To train an algorithm, it would not be possible or 
effective to describe these design processes. Instead of attempting 
to explain the design for automated design processes formally, an 
algorithm can infer meaningful solutions through drawing datasets. 
The dataset concept allows algorithms to evaluate data, and deep 
learning algorithms can be trained without describing processes 
(Goodfellow et al., 2016). By giving image data in pairs, GANs 
have been applied to a wide variety of tasks.
On the other hand, images have traditionally played a crucial 

cognitive role in the creative process of generating architectural 
designs (Lawson & Dorst, 2009), so these developments in 
artificial intelligence research are especially encouraging for 
architecture. Architects have used images as sources of inspiration, 
metaphors, analytical tools, and justifications (Purcell & Gero, 
1998). Architects use images deliberately and unconsciously in 
their cognitive processes to show the fundamental qualities of 
their architecture by representing their perspectives, memories, 
and origins (Olgiati, 2013). Architects can start their designs 
and overcome inertia using images as precedents (Huang et al., 
2021). A useful tool for decision-making during the architectural 
design process is precedent. They are used as a guide for 
developing space layouts in both professional and educational 
settings (Grover et al., 2018). Generative adversarial networks 
(GANs) provide this opportunity for learning from images and 
extrapolating that learning into generating new instances. It can 
find a solution based on expert knowledge. Generative adversarial 
network is one method that intersects design and machine learning.
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In contrast to conventional rule-based generative techniques, 
such systems use a more holistic and nondeterministic approach 
to mapping and generating spatial predictions for floor 
designs. Furthermore, it has been suggested that this system 
can automate the time-consuming process of incorporating 
design rules into generative models (Rodrigues & Duarte, 
2022). This paper applied a conditional GAN (c-GAN) to 
generate automated space layouts with given boundaries and 
user requirements. Conditional GAN was introduced by Mirza 
and Osindero (2014). It focuses on generating automated 2D 
layouts with a fixed footprint, windows, and an entrance door 
that is input to the suggested algorithm from the designer.
In contrast to previous methods that applied c-GAN for generating 

space layouts with given boundaries, this method guided the model 

further by adding room centroids as supplementary conditions. 
These additional conditions give designers control over the 
generated layout plan and make the model flexible. It also allows 
designers to generate different space layout plans within the same 
boundary. In other words, the original Pix2Pix model can only 
support one image input with three channel images. In this method, 
the input image channel was modified from three to six channels, 
allowing for the simultaneous input of two images and enabling 
interaction with the model by adding supplementary conditions 
(Fig.2). Fig.3 shows the research methodology flowchart. For 
this purpose, the following actions are taken: preparing a specific 
dataset for training the model consisting of 660 apartment layout 
plans in Hamadan, using the dataset to train the model, testing 
the model, and then assessing the model using the test findings.

Fig. 1: Difference between Rule-based and machine learning method procedure (Source: Zheng & Yuan, 2021)
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RESEARCH BACKGROUND 

Review of the data-driven methods: 
Methods not based on GAN
Architectural design images make up most of the research objects in 

the studies on machine learning applied to architecture. Wu et al. apply 
a data-driven method for generating floor plans with given boundaries. 
It includes two steps. One step concerns defining topological 
constraints, which determine how rooms connect and where they are 
located. Another step determines the geometrical constraints using 
CNNs to calculate room sizes and wall positions. To train networks 
for automated floor plan generation with a given boundary as input, 
they create the RPLAN dataset with more than 80k floor plans. They 
suggested a process that starts with finding the room locations. Then, 
using an encoder-decoder network and certain rules, walls are placed, 
and windows are added. Users can select the location of specific 

rooms using this generation method, but additional constraints are not 
considered (Wu et al., 2019).
For generating floor plans, Hu et al. present a method that integrates 

deep learning convolutional neural networks and graph neural 
network generative modeling on the RPLAN dataset. Layout graphs 
represent design constraints such as type and number of rooms. Their 
approach enables users to define high-level requirements that are then 
transformed into a layout graph. Then, the RPLAN dataset is searched 
for floor plans that satisfy the criteria in layout graphs. These floor 
plans are retrieved and ranked by how closely their boundaries match 
the user-provided boundary. By adjusting the graphs such that the 
room nodes are located inside the building, the chosen layout graph is 
transferred to the boundary. Finally, the model generates corresponding 
floor plan images for each layout graph and the input boundary (Hu et 
al., 2020). Eisenstadt et al. suggest an adaptive approach to facilitate 
retrofitting room arrangements in frames. Their research proposed a 

Fig. 2: Achieve the simultaneous input of two images (Source:Authors)

Fig. 3: Research methodology flowchart (Source:Authors)



                             

22

                                                                                     International Journal O
f  A

rchitecture and U
rban D

evelopm
ent

International Journal O
f  A

rchitecture and U
rban D

evelopm
ent

method for generating various floor plans during the initial phases of 
architectural conceptual design (Eisenstadt et al., 2019). Graph neural 
networks are used by Chang et al. to generate volumetric designs 
conditioned on an input program graph (Chang et al., 2021). Merrell et 
al. propose an approach to generate building layouts automatically. In 
their work, two methods are used: making an architectural program that 
lists the interior spaces and then converting the architectural program 
into a layout plan. The generation of architectural programs involves 
training a Bayesian network. With this data-driven methodology, 
relationships between attributes that represent semantic structures, 
such as common adjacencies between various room types, could be 
learned. An optimization is used to create the floor plans. This results 
in floor plans that are visually credible and correspond to some high-
level requirements, but many possible client and site aspects may also 
be disregarded in the process (Merrell et al., 2010).

Methods based on GAN
Machine learning has significantly influenced architectural design. 

Evolutionary methods, including genetic and heuristic algorithms, were 
mostly used until deep learning was introduced. Due to limitations, 
most researchers have used generative design (i.e., form-finding, space 
layouts, and material-based learning), which complies with generative 
adversarial networks. One of the first researchers to study this topic 
was Hao Zheng. In 2018, he used a conditional GAN to demonstrate 
that building plans, urban plans, and satellite images could be generated 
from conditional input like footprints. He successfully generated 
plausible apartment plans and explained the working rules. In the next 
study, Huang and Zheng used a conditional GAN to identify rooms in 
a layout plan and generate a furnished plan from a color-labeled image. 
They trained the model using a dataset of 115 image pairs, including 
an architectural plan and a color-labeled map where the colors denote 
different room types. The plans were subsequently generated based 
on the attributes discovered by GANs (Huang & Zheng, 2018). Based 
on the footprint, Nathan used GANs in his Harvard thesis to address 
program repartition in single-family modular homes. Without specified 
fenestration, his model converted a footprint into programmatic 
patches of color (Peters, 2018). As et al. applied infoGAN to generate 
graph structures that indicate the single-family houses' layout. For 
generative concept design in architecture, they implemented deep 
learning methods. Data were acquired for this graph-based research 
from analyzing the spatial relationships of fifteen homes in Revit. They 
were converted into graph forms, with nodes denoting rooms and edges 
denoting the connections among them. High-performing sub-graphs of 
the 3D model were then identified using deep neural networks, which 
were later composed into new conceptual designs.
Additionally, using the same design data, the study trained generative 

adversarial networks to generate novel designs in graph representation 
(As et al., 2018). Newton presents a GAN-based technique using a 
generative adversarial network to generate new designs from examples. 
One hundred façade images were utilized to train the model, and 15 
images were prepared to test the facade designs (Newton, 2019). 
To generate a layout design from the image of an apartment footprint, 

Rahbar applied a conditional GAN model. It focuses on generating 
automated 2D layouts with a fixed footprint, windows, and an entry 

door that is input to the algorithm from the designer. A dataset of 
300 apartment layouts was created to train the model (Rahbar et al., 
2019). The work of Chaillou, who developed ArchiGAN, has another 
application of c-GAN. The area on a project site (building footprints) 
that the building occupies is all that is needed to get relevant outputs.
The entire procedure consisted of three key stages of the model. In 

the first step, they used a parcel outline to generate a footprint of the 
building. In the second step, program repartition, every space inside 
the footprint was given a color. In the third step, the furnished layout 
was generated. He employed the model to develop multiunit residential 
layouts within site boundaries (Chaillou, 2019). Zheng et al. conducted 
a generation experiment only on the boundary condition of an 
apartment as input. The authors used two different house plan datasets 
from China and Japan to train two models. To learn a building's house 
design, they built a c-GAN-based neural network, which then generated 
the house plan layout inside a predetermined boundary. The findings 
demonstrated that even with just the building boundary as input, GANs 
can still generate outcomes. A comparison of the results found that 
the Chinese home plans were simpler to grasp, indicating that they 
were more systematic and template-based (Zheng et al., 2020). The 
c-GAN model was used by Liu et al. to generate a campus layout on 
the site plan scale using campus boundaries and nearby roadways. 
They have attained reasonable findings with a data set that includes 
the site plans of elementary schools and universities. Preliminary 
design goals were defined for this study, and it was ensured that the 
data set size complied with the design requirements (Liu et al., 2021). 
To generate floor plans, Nauata et al. suggest a generative adversarial 
network based on the graph constraint that takes an architectural 
constraint (the type and count of rooms with their spatial adjacencies) 
as bubble diagrams. Compared with other methodologies, their 
approach receives high scores for realism and diversity in user studies. 
The most frequent failure modes are misaligned, inaccessible, and 
incorrect room geometry and size when given a specified room type. 
Given an input graph, the generated layout's shape changes depending 
on the ground truth since the boundary is not considered (Nauata et 
al., 2020). They also introduce a novel generative adversarial layout 
refinement network. It enables iterative refinement, where a previously 
generated layout becomes the next input constraint. The iterative 
generator improves a metric of choice by controlling input constraints 
during iterative layout refinement (Nauata et al., 2021). Liu et al. use 
a c-GAN model to design and analyze the layouts of Chinese private 
gardens. Their contribution relates to enhancing the training process 
with a limited data set (30 gardens) through consecutive stages in 
which the number of labels (7, 9, and 10 labels for each training) is 
increased gradually (Liu et al., 2022). Rahbar and colleagues suggest 
a hybrid approach that combines two separate methods. To generate 
a graph layout that meets the topological requirements, agent-based 
modeling's hierarchical phases must first be simulated. Using a deep 
learning approach, a conditional GAN model converts the heat maps 
into layout plans (Rahbar et al., 2022).
Karadag et al. present a machine learning-based model to generate 

classroom layouts for educational buildings. In this project, a c-GAN 
model was applied. The first model generated zones based on given 
boundaries and the second model was trained to generate arrangements 
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for classroom furniture based on given zonings (Karadag et al., 2022). 
By demonstrating that DCGANs can learn and reproduce floor designs 
in the style of Andrea Palladio, Uzun and colleagues accomplished a 
significant advancement. The reproduced floor layouts are statistically 
comparable to the original floor plans (Uzun et al., 2020). Zhao applied 
a c-GAN model to generate space layouts for hospital floor plans. The 
model can generate high-quality color-coded masks linked to various 
spatial functions in a hospital using a bounding box as inputs, which 

has practical engineering applications. The limitations imposed by the 
training data, which human designers produced, result in layouts similar 
to human design (Zhao et al., 2021). Table 1 presents an overview of 
these data-driven methods (Source: Authors). In conclusion, recent 
research has used various neural networks to learn from architectural 
design. This shows that converting the design data into images and 
feeding it into neural networks is practical (Weber et al., 2022).

Author(s) Date Matching Inputs Output

Huang & Zheng 2018 Conditional GAN Labeled image of floor plans Furnished floor plan

Peters 2018 Conditional GAN Building boundary
Color-coded rooms in 

boundary  manual tracing for 
vectors 

Rahbar et al. 2019 Conditional GAN Building boundary A colored synthetic layout plan

Chaillou 2019 Conditional GAN Building boundary
Color-coded rooms in 

boundary  manual tracing for 
vectors 

Wu et al. 2019

           1. Convolutional neural network 
to locate room

2. Convolutional neural network for wall 
placement

Entrance, Building boundary Wall map, vector 
representation of the layout 

Zheng 2020 Conditional GAN Building boundary Furnished apartment floor plan 

Hu et al. 2020
1. Graph neural network

2. Convolutional neural network floor 
plan image

Entrance, building boundary, 
number and type of rooms

Floor plan image, vectorized 
floor plan 

Nauata et al. 2020 Convolutional message-passing neural 
networks

Bubble diagram (Program 
graph) Fitted rectangles as rooms

Chang et al. 2021 1. Graph neural network
2. Graph neural network voxel graph

Program Graph, User input 
during generation

Volumetric pixel grid 
representation of a program

Nauata et al. 2021
1. Relational GAN

2. Convolutional message-passing neural 
networks

Program graph Vector representation of the 
layout

Rahbar et al. 2022
1. Agent-based modeling for the 

program graph
2. C-GAN  for generating a layout plan 

Building Boundary Program 
Graph

Color-coded rooms in 
boundary

Karadag et al. 2022 Conditional GAN Boundary of building

Zonings based on given 
boundaries

Furnished floor plan based on 
given zonings

MATERIALS AND METHODS
Generative Adversarial Networks (GANs) have demonstrated 

the ability to generate new image examples from the learned 
distribution of a training set. Recently, GAN-derived research 
has focused on image-generation tasks in computer vision. This 
paper investigates using c-GAN to extend the original GAN 
framework to generate apartment space layout plans. In image-
to-image translation problems, c-GANs are appropriate for 
learning a mapping from an input image to a target image. For 
this purpose,  the following actions are taken: creating a specific 

dataset for training the model, using the dataset to train the 
model, testing the model, and then assessing the model using the 
test findings. This paper suggests an approach for generating layout 
plans using additional conditions to satisfy both input boundary 
and user requirements. Requirements are encoded in "centroids" as 
condition images and stacked with the boundary input to train the 
model to generate layout plans that meet both the input boundary and 
user requirements. The centroids represent room types (indicated by 
color) and their locations.

Table 1: Data-driven methods in literature (Source: Authors)
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Image-to-image translation based on c-GAN
GANs have recently emerged as powerful tools for generating images, 

consisting of a generator and discriminator networks. It is founded on 
the idea that these two neural networks compete. A generator model 
named G is used to generate new images. An image can be classified as 
real (data set images) or fake (synthetic images) using a discriminator 
model named D. A set of data is used to train the D model to identify 
images. When trained, the model can distinguish the differences 
between a real example taken from the dataset and a fake image that 
isn't from the dataset. The G model is trained to generate images that 
look like images from the dataset. The D model gives some feedback 
on the output quality of the G model as it generates images. In reaction, 
the G model adjusts, generating images that are even more realistic. 
The G model tries to trick the D model, while the D model tries to 
recognize the fake images. In a competitive phase, the two networks 
are simultaneously trained. Through this feedback loop, both models 
enhance during training until the generated samples can no longer be 
recognized (Chaillou, 2019).

The difference between the generated sample and the images from 
the dataset is calculated throughout this training process by the loss 
function. The loss function is then sent to the network as feedback 
(backpropagation) to enhance the generated outputs. GANs can be 
divided into conditional GANs (c-GAN) and unconditional GANs. 
Besides tweaking the training dataset, unconditional GANs have limited 
control over the generated outputs. Unconditional GANs generate 
outputs based on random noise vectors. However, it is impossible to 
directly control the modes of the generated outputs for unconditioned 
generative models. Conditional GANs provide finer control over the 
output by allowing the user to input additional information to guide the 
model in generating the desired outputs. It depends on some auxiliary 
information y, which conditions the discriminator and generator. The 
generator and discriminator both receive this information as additional 
input. As an image can be used as the supplementary condition, 
c-GANs are appropriate for learning how to map from an input to an 
output image. This type of GAN generates space layouts that satisfy 
both the input boundary and additional conditions.

Fig. 4: The structure of Conditional GAN (Source:Authors)

Fig.4 shows the structure of the conditional GAN. According to Isola 
et al. (2017), c-GANs can solve these tasks. They suggested Pix2Pix, 
an image-to-image translation method that generates new images using 
the semantic data specified in the input image. It became a practical 
basis for complicated image-to-image translation tasks, including 
converting sketches to images, labeling scenes, day to night, and more. 
Pix2Pix is a type of c-GAN. Wang et al. (2018) provide pix2pixHD by 
improving the pix2pix framework further. The authors suggest adding 
low-dimensional feature channels as input to enhance control over the 
synthetic images. This model generates space layouts that satisfy the 
input boundary and additional conditions.

Preparation of the data set
This study's dataset is a collection of 660 apartment floor plans in 

Hamadan of Districts 1 and 2. Proper and standard floor plans are 
selected to create the dataset. The following requirements are met 

by each floor plan included in the final dataset: The floor plan's total 
area is between 120 and 175 m2, there is a living room, and there are 
between 7 and 10 spaces. Regarding the procedure of c-GAN training, 
a pair of same-sized images is required as a training dataset. A pair of 
images was created for each floor plan in the dataset to provide the 
network with two separate image domains to learn a mapping between 
inputs and outputs to perform an image-to-image translation task.
For this purpose, AutoCAD software was used to generate the training 

dataset, which consists of these image pairs. Interior areas, exterior 
walls, windows, and the entrance are some information stored in the 
input images. The staircases, furniture, interior doors, and columns are 
removed from the floor plans. Terraces are regarded as an extension 
of adjacent areas. There are no differences in the thickness of the 
boundary wall for each dataset. Beyond the data saved in the input 
images, the ground truth images include further information indicating 
the interior walls and the room types. Each space is labeled with a 
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specific color during data preparation (Fig.5). The colors used to 
label the input and ground truth are shown in Table 2. The images 
were finally split into two groups: training data and test data. Of the 
total images, 594 are in the training data, and 66 (10%) are in the 
test data. Each image pair consists of an apartment's boundary and 
a color-labeled image (Fig.6). The images are all 256 × 256 pixels 
in size. As previously mentioned, centroid images are also needed 
as additional conditions. The color-labeled images as ground truth 
images of a test set are utilized to extract the room centroids as an 
additional condition (Fig.7). To achieve this, the primary step is to 
eliminate the walls, windows, and entrance, leaving only the rooms. 
After extracting different room shapes, the thresholding function 
receives this image, and a center is calculated for each room shape 
located in a specific position (x, y). Furthermore, the number of 
adjacency points for each centroid in this experiment has been set 
to 50, determining the centroids' size in the condition images. This 
paper suggests an approach for generating space layout plans using 
centroid images as an additional condition to satisfy both input 
boundary and user requirements (Fig.8). In the next section, the 
c-GAN model is trained on all of the 594 pair images with condition 
images, which is explained.

Training the c-GAN model
The c-GAN model is trained using the training data set following 

the data preparation step. The process of optimizing machine learning 
model parameters using input and output training datasets is known 
as model training. By providing the centroid images as supplementary 
conditions during training, the experiment aims to determine how 
adding conditions to the c-GAN model affects it. The RGB images 
for training are loaded using the Python Imaging Library (PIL). The 
data loader converts these images to tensors before being fed into the 
networks. The tensors have the shape (C, H, W). H and W represent 
the image's height and width, while C denotes the number of channels. 
When running the scripts, the user can choose a configurable number 
of input channels for the generator and discriminator layers. To do this, 
a directory holding the centroid images that serve as extra conditions 
is loaded by modifying the data loader. The two input tensors from an 
image pair consisting of an input and a condition image are concatenated 
along the C dimension to create a new tensor of shape (2C, H, W). 
The condition image was stacked on the input image. In this instance, 
the boundary indicates that the input image comes first and the 
condition image is secondary. The concatenated tensor is fed into the 
network, and the added condition images are displayed during training.

Color RGB Label

255,255,255 External area

0,0,0 Exterior Wall

222,222,222 Interior wall 

192,192,192 Windows

0,255,255 Entrance

0,255,0 Kitchen

153,153,153 Living room

255,255,0 Corridor

255,0,0 Bedroom

0,124,165 Bathroom

255,0,255 WC

Table 2: Colors used for labeling (Source: Authors)

Fig. 5: Data preparation for the model training (Source:Authors)
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RESULTS AND DISCUSSIONS
This section evaluates the outputs of the model. There is no 

established method for evaluating the performance of GAN 
algorithms, so Three attributes of GAN assessment criteria are 
explored to establish a framework for evaluating this model. First, 
an effective criteria rewards model can generate samples similar 
to real instances. Some methods use statistical calculations to 
determine whether the real instances and the GAN outputs are 
similar. Second, the output image is synthesized from a centroid 
image, and an input boundary must adhere to the requirements 
specified in the centroid image. As a result, the total number 
of rooms, the type of each room, and their locations should all 
correspond to the conditions provided by the centroids. The 
colors used in the output should match those in the condition 
images. Third, the hidden semantics in the real dataset should 
be represented in the generated layout plans. This relates to 
how rooms are arranged with respect to each other, their sizes 
and shapes, and where interior walls are located. The structural 
similarity method (SSIM) can measure the first feature. The 
second feature is also better performed by a computer. The third 

feature is better determined by human judgment because it either 
includes some subjectivity or is challenging for a computer to 
comprehend. Both quantitative and qualitative evaluations are 
used in this project. Quantitative evaluation includes the SSIM 
method to calculate the percentage of overlap between the real 
images and the output images. Methods such as room count 
deviation and room type accuracy assess how well outputs satisfy 
the centroid conditions. Qualitative evaluation includes a human 
expert assessment to examine some aspects of the image quality 
of the synthesized images as well as the usability of the layouts.

Quantitative evaluation
For quantitative evaluation, 66 boundary images from the test 
data are used. The test set also extracts the room centroid as 
additional conditions. As previously mentioned, the output should 
adhere to both the input boundaries and additional conditions. An 
effective criteria rewards model that can generate samples that 
are similar to real instances. The quantitative evaluation method 
SSIM utilized in this paper is the structural similarity approach. 
The structural similarity technique (SSIM), a widely used 

Fig. 6: Building boundary as input (Left) labeled image 
as ground truth (Right) (Source:Authors)

Fig. 7: Labeled image as ground truth (Left), centroid image as 
additional condition (Right) (Source:Authors)

Fig. 8: Generating a space layout plan from boundary with additional conditions.  Boundary image as input (Fig.8a) centroid image 
as additional condition (Fig.8b) Generated layout plan (Fig.8c) (Source:Authors)
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evaluation tool, is used to calculate the percentage of overlap 
between the target and output images (Wang et al., 2004). SSIM 
relates to how effectively the human visual system functions and 
is perceived. The images do not overlap when the SSIM value 
is set to "0." However, when it is "1.00," the images completely 
overlap, indicating they are joined together identically (Karadag 
et al., 2022). In this experiment, outputs of the model and ground 
truth images of the test data were analyzed to examine the degree 
of similarity through the SSIM method. The average SSIM score 
on the test set for the model is 0.94% (Table 3). The results 
show that the proposed model has been successful in generating 
output. This issue indicates the flexibility and efficiency of the 
model for space layout generation with additional conditions. 
The next quantitative evaluation is related to determining how 
effectively the output images adhere to their centroid conditions. 
The output image should have the same number of rooms as 
the centroids in the condition image. Each centroid should 
also contain the room types indicated by the colors. Failure 
modes that could occur include assigning the wrong type to a 
room, not creating a room at a centroid, and generating several 
rooms at one centroid. Two measures are employed to identify 
failure modes: room count deviation and room type accuracy.
Room count deviation value is the absolute value of the extra 
or absent room counts divided by the total number of centroids. 
A room is an uninterrupted area of color surrounded by interior 
walls. The absence of walls or openings is permissible if the room 
boundary is clearly defined. The synthesized image will have as 
many rooms as the number of centroids in the condition image 
if there is a 0% deviation. The average room count deviation 
score for synthesized samples from the test data is 1.89%.  
Room type accuracy is calculated by dividing the number of 
rooms of the correct type (accurately located) by the total number 
of centroids. Each centroid is examined to determine which room 
in the generated image contains it to obtain this value. If the 
room type corresponds with the type the centroid indicates, the 
room is considered in the right location. When a generated floor 
plan has an accuracy of 100%, it means that it follows the room 
types and approximate locations that each centroid provides. The 
average type accuracy score for synthesized samples from the 
test data is 96.89%. As it matches the conditions in most of the 
generated images, the scores demonstrate the ability of the model 
to comprehend the additional conditions correctly. The most 

common reason for room count deviations from the centroid 
images is that the model encloses parts of a room with walls.
 
Qualitative evaluation
This study uses qualitative evaluation based on human expert 
judgment. As previously mentioned, the model should capture 
the semantic relationships of real floor plans. For this purpose, 
the criteria are defined: the usability of the generated layout and 
the image quality. Usability relates to the dimensions and shapes 
of rooms, the location of interior walls, and the arrangement of 
rooms relative to each other. In summary, usability relates to how 
well a floor plan understands the semantic relationships between 
different types of rooms and is appropriate for its intended use as 
a residential building. Image quality is related to the evaluator's 
examination of color bleeding and blurriness. For the expert 
evaluation, six output images generated during the test phase 
were randomly selected (Table 4). Based on the criteria, an expert 
architect is asked to assign a score between 1 and 10 on a linear 
scale to each layout plan image. Table 5 summarizes the evaluation 
based on the six different criteria. The evaluator is asked to 
assess outputs from a general perspective, including examining 
the synthetic layout plans and analyzing the room details.
For instance, layouts detrimental to usability include placing a 
bathroom in the center of the living room or blocking the entry 
door by placing the rooms. Placing rooms in inappropriate 
locations that would make it difficult to move between them 
is another example that might reduce usability. The average 
score of the image quality is 9.08. The usability of generated 
layouts is rated 9.06 on average. The outcome demonstrates that 
the centroids give the model enough information to allow the 
generator to respect the additional conditions. The model trained 
on centroids appears to have significantly fewer problems with 
color bleeding and partially rendered elements. It is assumed 
that the additional centroid condition guides the generator by 
giving it additional data, resulting in a clearer structure. Feeding 
additional information shows that the generator may concentrate 
more on refining the details than trying to generate a synthetic 
layout plan. The scores show that, in addition to achieving 
an acceptable level of image quality, the model trained on 
centroids also performs well in terms of usability. This paper 
presents a new idea for layout generation: users can control the 
synthesized layouts by inputting different centroid conditions. 

Average SSIM scores (%)

0.94%

Table 3:  Average SSIM scores on the test set for the model (Source: Authors)



                             

28

                                                                                     International Journal O
f  A

rchitecture and U
rban D

evelopm
ent

International Journal O
f  A

rchitecture and U
rban D

evelopm
ent

Table 4: Outputs of the trained model (Source: Authors)

Test data's boundary Additional condition Outputs of the model with 
additional condition Usability score Quality score

8.87 9.25

9.75 8.25

9 9.75

8.62 8.5

9.12 9.25

9 9.5

Colors used for labeling
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Fig.9 displays the discriminator and generator losses for 
the models trained with centroids. It suggests that the 
discriminator loss is higher at the end of training. This 
indicates that the generated images are more realistic 
since they can often fool the discriminator by seeming 

authentic. Additionally, it was observed that the losses 
of the generator and discriminator are convergent 
towards a fixed value. In summary, the model exhibits 
good performance as evaluated by criteria, loss function 
diagrams, and findings.

Test data 

Qualitative evaluation criteria

Usability Image Quality Usability 
score

Quality 
score

Arrangement 
of rooms     

Dimension of 
rooms

Shape of 
rooms

Positions of 
interior walls

No Color 
bleeding

No 
Blurriness

1 8.5 8.5 9.5 9 9.5 9 8.87 9.25

2 9.5 10 10 9.5 8 8.5 9.75 8.25

3 9 9.5 9.5 8 10 9.5 9 9.75

4 8 9 9 8.5 8.5 8.5 8.62 8.5

5 8.5 9.5 9.5 9 9 9.5 9.12 9.25

6 9 8.5 9.5 9 9.5 9.5 9 9.5

Table 5: Scores of the generated layouts according to the evaluation criteria (Source: Authors)

CONCLUSION
Big data can be processed by machine learning models, which then 

convert it into design knowledge that is saved in the neural network. 
Machine learning can quickly and efficiently provide design solutions 
after training the network. Machine learning networks provide greater 
flexibility in generation and self-update capabilities than traditional 
code-based solutions. This study applied the conditional GAN among 
the machine learning frameworks to generate automated space layouts 
with given boundaries and additional conditions. GAN has shown 
remarkable outcomes in the development of 2D designs.
In contrast to previous methods that applied GANs for generating 

space layouts, this model was further guided by incorporating 
supplementary conditions. The results indicate that the added centroid 
conditions defining the locations of particular types of rooms provide 

further guidance to the model and reduce image quality problems in 
the synthesized samples during testing. The additional conditions give 
users control over what is included in the synthetic space layout plans, 
and the generated plans also adhere to the boundaries of buildings. 
Users can generate different floor plan layouts within the same building 
boundaries by giving various centroid conditions. Consequently, 
additional conditions benefit the generation floor plan in terms of 
training and model flexibility. Feeding additional conditions is useful 
if the designer wants to interact with the model. It has been discovered 
that altering the centroid images can significantly impact the space 
layout and provide a new building layout that closely complies with the 
apartment layout rules. Elements in the synthesized images were found 
to be relatively complete through analysis, and the machine could 
understand the correspondence relationship between the centroid of 
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the room and the building layout. The experiment's outcomes met our 
expectations based on our main question, which allows the model to 
interact with new conditions by providing input. When the user knows 
the exact location of each room, specifying the room centroids could be 
helpful. If the user would like suggestions from the early stages of their 
planning, using a model that is only trained with boundaries could be 
more appropriate. Higher-quality images with reduced color bleeding 
can also be generated. For future work, adding more specific details is 
suggested. For instance, displaying doors or even door swings gives 
additional information about the ease of movement. Another possible 
basis for further research could be presenting information, including 
desired room area and proportion. These suggested examples can 
be integrated into the model if the appropriate data can be gathered. 
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