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Abstract — Data grids are an important branch 
of gird computing which provide mechanisms for 
the management of large volumes of distributed 
data. Energy efficiency has recently emerged as a hot 
topic in large distributed systems. The development 
of computing systems is traditionally focused on 
performance improvements driven by the demand 
of client’s applications in scientific and business 
domains. High energy consumption in computer 
systems leads to their limited performance because 
of the increased consumption of carbon dioxide 
and amount of electricity bills. Thus, the goal of 
design of computer systems has been shifted to 
power and energy efficiency. Data grids can solve 
large scale applications that require a large amount 
of data. Data replication is a common solution to 
improve availability and file access time in such 
environments. This solution replicates the data file 
in many different sites. In this paper, a new data 
replication method is proposed that is not only 
data aware, but also is energy efficient. Simulation 
results with CLOUDSIM show that the proposed 
method gives better energy consumption, average 
response time, and network usage than other 
algorithms and prevents the unnecessary creation 
of replica, which leads to efficient storage usage.

Index Terms — data replication, data grid, 
energy efficient, CLOUDSIM

I. INTRODUCTION

Large scale geographically distributed systems 
are becoming popular for data sharing in 

data intensive scientific applications [1]. Data 
grid systems allow for sharing data or sources 
in dynamic and multi-institutional virtual 
organizations [1,2]. Data grids are among the 
components of grid computing that manages 
and processes a large amount of distributed data 
[1]. Biomedical Information Research Network 
(BIRN) [4] and Large Harbon Caller (LHC) [5] are 
two grid examples. These scientific experiments 
have generated millions of files and thousands 
of clients around the world that will access these 
data files [3,4]. In the near future, the volume of 
data that need to be accessed on data grids may 
be up to terabyte [3]. Data intensive applications 
are one of the major applications that run in data 
grids, and data replication methods are one of 
the most important research fields [4,6]. Data 
replication is an important technique to manage a 
large number of data in a distributed manner and 
places replicas of data in various locations [5,7]. 
Replica placement, replica management, and 
replica selection are three key issues in all the data 
replication algorithms [5]. If replicas are placed 
in the appropriate site, bandwidth consumption 
and average response time will be reduced [5]. 
Unnecessary data replication and job scheduling 
in data grids and poor quality and inefficient use 
of resources cause high energy consumption. 
They also depend on resource management and 
efficiency of applications running in the systems 
[8]. Fan [9] found a strong relationship between 
CPU utilization and total power consumption by 
a server [9]. When components of servers have 
inefficient power in the idle state, overall narrow 
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dynamic power range of 30% occurs, which 
shows that, even if a server is completely idle, 
it will still consume more than 70% of its peak 
power [8]. The main aim of this paper is to use the 
idle state of server efficiently and reduce energy 
consumption in data grids. Free storage of each 
site of grid is limited and inefficient replica of 
data in site wastes storage; but, proposed method 
that called Energy Efficient Data Replication 
(E2DR) replicates data based on the storage of 
sites.  

II. RELATED WORKS

Energy is a key challenge in large scale 
distributed systems such as grids [10,11,12] and 
clouds [13,14]. Energy resources are frequently 
consumed and requests for replacement energy 
resources are growing [15]. This issue has been 
discussed at different levels and some studies are 
focused on specific components, e.g. network 
interface cards [16] and CPU [17,18]. In [19], 
the authors introduced a model of energy 
consumption based on CPU activity. In [20,21], 
energy consumption is decreased using event–
monitoring counters. ON/OFF algorithms [22], 
load balancing [21], task scheduling [22,23,24], 
or thermal management [9,20] is some of more 
general studies. In [25], a method was proposed 
that considered energy efficiency and bandwidth 
consumption of the system.

Recently, data replication in data grids has 
been an important research topic in data grid 
[26]. In [27], centralized and decentralized two 
data replication algorithms were introduced. 
In the centralized method, a table was used by 
replica master that ranked each file access in a 
descending order. If average of file access were 
bigger than a file access, it would be removed 
from the table and all of files that were at the top 
of table would be deleted and replicated using 
a replacement algorithm. In the decentralized 
method, each site saved file access in its table and 
updated this table with neighbors. Since every 
site knew the average number of access for each 
file, it removed the files whose number of access 
was less than the average number of access and 
replicated them locally. In [28], BHR method was 
proposed that was used for a 2-level hierarchical 
structure based on the Internet hierarchy and 
only considered dynamic data replication without 
taking scheduling into account. Rangathan 
and Foster [29,30] proposed six different data 

replication strategies:  (1) No Replication: This 
method replicates data in a central site at the first 
of the scenario and is the base state for comparison 
with other methods; (2) Best Client: A replica 
is created at the best client that has the largest 
number of requests for the file; (3) Cascading: A 
replica whose popularity exceeds the threshold is 
replicated at the next level which is on the path 
to the best client. The threshold in this method 
is the average of file access; (4) Plain Caching: 
The client that requests the data file stores a copy 
of this file locally; (5) Caching and Cascading: 
Attributes of caching and cascading methods are 
merged; and (6) Fast Spread: Copies of files at 
each node are replicated on the path to the best 
client. 

In [31], an efficient two-level job scheduling 
algorithm and two-phase dynamic replication 
strategy, named JS2DR2, were proposed for 
data grid. In this method, a two-phase dynamic 
replication strategy coupled with two-level job 
scheduling was proposed to provide efficient 
data access and job scheduling. In the first phase, 
replicas were created and, in the second phase, 
the best network link from local node to the 
nodes containing other replicas of some files was 
selected.

 Dynamic replication algorithm (DRA) [32] 
is another method that was proposed by Sachi et 
al. (2010) for European Data grid. This strategy 
considers network topology in different clusters. 
Sites that are close to each other are in a cluster. 
DRA improves file access in the cluster by data 
replication. The data are initially produced 
in cluster master and then distributed to all 
cluster heads. So, access frequency of all files 
is determined and the most popular files to the 
site that have the highest requests for these files 
are replicated considering the geographical and 
temporal localities.

 Khanli et al. (2011) proposed a hierarchical 
fast spread (PHFS) algorithm based on fast spread 
in multi–tier data grid. PHFS tries to predict user’s 
subsequence component to adapt the replication 
configuration with the available condition and 
increase locality in access. One of the main 
results is that PHFS is suitable for applications 
that are not random. Results of simulation show 
that PHFS has better performance and less latency 
than fast spread [33].

 In [34], two methods, called Simple Bottom 
Up (SBU) and Aggregate Bottom Up (ABU), 
were proposed for the multi-tier data grid. SBU 



Journal of Advances in Computer Engineering and Technology, 2(3) 2016        29

replicates data close to the clients requesting the 
data files with high rates which exceed the pre-
defined threshold. If the number of request for 
file “k” is bigger than the default threshold and 
“k” exists in the parent node of the client which 
has the highest request rate, there is no need for 
replication. In contrast, if “k” does not exist in 
the parent node of the client and the parent node 
has enough available space for it, then replication 
occurs. SBU does not consider the relations 
among historical records and process the records 
individually, which are its disadvantages. But, 
ABU aggregates the historical records to the 
upper tier until reaching the root. ABU adds to 
the number of access for the records that access 
the same file and have the same parent. After 
the aggregation, the node id of the same parent 
replaces the parent id in the records.

 Shorfazman et al. (2010) proposed Popularity-
based replica placement (PBRP) method [35] for 
hierarchical data grids forwarded by file popularity. 
File access rate by the clients determined the 
popularity of files. This method replicated copies 
of file in nearby clients to decrease the number 
of file access. The threshold of file popularity 
was the most important in PBRP method. They 
also proposed Adaptive-PBRP (APBRP) method 
that calculated this threshold dynamically based 
on data request arrival rates. Simulation results 
showed that PBRP had better average response 
time and average bandwidth consumption than 
other data replication strategies.

 In File Reunion (FIRE)  algorithm which was 
proposed in 2010, each site saved access history 
of all the local files and number of requested to 
remote file and then removed old files to replace 
new files. FIRE replicates files that are requested 
by a group of jobs in data grid [36].

Data replication strategies do not consider 
energy parameter; but, E2DR considers to energy 
for data replication in data grids.

Fig.1. Structure of data grid for E2DR

III. PROPOSED METHOD

  In this section, first, the network structure is 
described and then E2DR algorithm is proposed.

1. Network Structure
Figure 1 shows the structure of the proposed 

method that could support data replication 
and energy consumption. Cluster or virtual 
organization unit is a group of sites that are 
geographically close to each other; each virtual 
organization consists of the computers that are 
connected by a high bandwidth. Each cluster 
has a header or local server. Grid sites are at 
the lowest level of this structure. Each site has 
a computation and storage element. Local server 
saves file access sequence and list of replicas 
in each cluster. Speed of access to replicas in 
each cluster is faster than the one across another 
cluster. Cluster servers are at the upper level that 
manages one or more clusters. Speed of data 
transmission in a cluster is bigger than the one 
across another cluster in a hierarchical structure. 
At first, end user submits jobs at resource broker 
and the broker schedules the jobs on local server 
according to the available scheduling strategies. 
After cluster servers transmit jobs to their local 
servers, finally, local servers assign jobs to the 
grid sites. 

2. Data Replication Phase
When a job is allocated to a site of grid and 

files of job are not locally required, these files 
should be transferred to the site by a replica 
manager. Therefore, the site sends a request to 
local server and gathers all of the cluster’s access 
in one place. There is also a table that sorts file 
name, location of sites, file access, and access 
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time for each file in each row. The access time is 
the most important element, because information 
in each time interval is twice as much as the 
previous period. Therefore, time is divided into 
different time intervals and assigned to the table 
information according to Equation 1.

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑇𝑇𝑇𝑇𝑆𝑆𝑆𝑆 =  2−(𝑁𝑁𝑁𝑁𝑇𝑇𝑇𝑇−𝑆𝑆𝑆𝑆)                      (1)

NT: Number of time intervals.
t: t th time interval.

If the number of file access is larger than the 
average number the access, the file is popular and 
local server replicates it in the best location by 
Equation 2.

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁𝑅𝑅𝑅𝑅𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ∗ 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝐵𝐵𝐵𝐵𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑁𝑁𝑁𝑁𝑆𝑆𝑆𝑆
𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑀𝑀𝑀𝑀𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑜𝑜𝑜𝑜𝑁𝑁𝑁𝑁𝑀𝑀𝑀𝑀 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝐵𝐵𝐵𝐵𝑇𝑇𝑇𝑇𝑅𝑅𝑅𝑅𝑁𝑁𝑁𝑁

𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁 𝐵𝐵𝐵𝐵𝑇𝑇𝑇𝑇𝑆𝑆𝑆𝑆𝑁𝑁𝑁𝑁     (2)

 Number of request = Number of request of 
this site for data file

 Time stamp= we use Equation 1 for this 
parameter to give lower weight to the previous 
access 

  This equation is calculated for the sites that 
request popular files and is replicated in the site 
that has maximum BRS. If the site does not have 
enough storage for the requested file, some files of 
the site should be deleted and new files are saved. 
Least Recently Used (LRU) and Least Frequency 
Used (LFU) are two strategies for putting new 
copies. LRU deletes copies that have not been 
recently used and LFU deletes the copies that are 
not frequently used.

3. Energy Consumption Phase
When jobs are scheduled and allocated to the 

sites, the workload of site is increased and energy 
consumption is increased in a non-linear way, 
which is inefficient for the grid. It may overload 
one or more sites and double energy consumption.

In this method, local servers in each cluster 
must do something in a special time period to 
reduce energy consumption (the time period 
is 300 Ms). Local server sorts the workload of 
their sites in a descending order. In this method, 
two MIN and MAX thresholds are defined that 
are analyzed in the next section. If a site is 
overloaded, i.e. the site workload is bigger than 

the max threshold, then the workload should 
be reduced, and load of the site transmit to a 
suitable site for energy consumption reaches an 
acceptable level, and the site load becomes lower 
than the max threshold.

For this purpose, the specific amount of 
workload is transmitted to the site so that its total 
and transmitted workload would be less than the 
max threshold. If there is more than one site with 
this condition, the site which has the workload 
with maximum distance to the max threshold is 
selected. 

If several sites are in the same situation, one 
site is randomly selected. In some cases, sites 
have a very low workload and their energy 
consumption is very high. In this case, workload 
is transferred to another site that has maximum 
distance to the max threshold and the site is 
hibernated.

When workload is transmitted to another 
site and all sites are overloaded in a cluster, the 
hibernated site that consumes less energy than 
other sites in the past should be woken up and 
workload should be transmitted to it. In all of the 
above conditions, tasks are transmitted to other 
sites if the target sites have the required CPU and 
RAM. 

IV: Evaluation

Table 1 shown comparison between replication 
methods and E2DR.

In order to evaluate the performance of 
E2DR, CLOUDSIM tool is used for data grid 
topology shown in Figure 1. In past, authors have 
used GRIDSIM and OPTORSIM simulators 
for the simulation of data replication in grids; 
but, E2DR merges data replication method and 
energy. Therefore, we use CLOUDSIM simulator 
that supports energy consumption in distributed 
systems. We compare E2DR, FIRE, and JS2DR2, 
because these methods have better response 
time and network usage than other methods. 
Table 2 demonstrates the parameters used in the 
simulation experiment.
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Table1. Comparison of replication method and E2DR
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Table2. Grid and Job Configuration
Topology ParametersValue

Number of clusters10
Number of sites50

Number of computing elements100
Number of virtual machines50

Job ParametersValue
Number of jobs500-3000

Number of job types6
Length of jobs1000-4000

Simulation time6 min- 1 hour

Before the simulation results of E2DR are 
shown, we evaluate the threshold values. If max 
threshold is high, it means that workload is high 
and increases energy consumption; when max 
threshold is low, CPU is overloaded frequently 
and  local server should change the state of CPU 
( hibernate or wakeup) constantly, which  leads 
to increased energy consumption and response 
time. Energy parameter is calculated for each 
server in data center and found to be equal to the 
total amount of server’s energy consumption in 
simulation process. Power consumption of servers 
which is used to calculate energy consumption 

is calculated by the workload of each physical 
machine. There are several models for energy 
consumption in CLOUDSIM simulator; HP and 
IBM models are used, as shown in Table 3 .Values 
in the table are energy consumption values based 
on the CPU utilization of servers.

Table3. Properties of servers in simulator
CPU utilization HPproliantG4 IBMX3250

0% 86(w) 42.3(w)
10% 89.3(w) 46.7(w)
20% 92.6(w) 49.7(w)
30% 96(w) 55.4(w)
40% 99.5(w) 61.8(w)
50% 102(w) 69.3(w)
60% 106(w) 76.1(w)
70% 108(w) 87(w)
80% 112(w) 96.1(w)
90% 113(w) 106(w)
100% 117(w) 113(w)

Figure 2 displays energy consumption based 
on varying minimum thresholds. The best state 
for energy consumption is max threshold = 80% 
of CPU utilization and min threshold = 20% of 
CPU utilization. We evaluated and compare the 
performance of E2DR with that of JS2DR2 and 
FIRE as two data replication strategies.

 
Fig2.  Energy consumption of the proposal method based 

on different min and max thresholds

As shown in Figure 3, average response time 
of E2DR is better than that of other methods, 
because E2DR considers bandwidth, time stamp, 
and free memory of sites. Average response time 
is equal to the sum of average response time of 
jobs. Response time means the time between 
arrival time of job to grid and finish time of 
job. Response time changes according to size of 
job, its allocated resource, and job scheduling 
methods. Equation 4 calculates average response 
time in simulation.
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𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑅𝑅𝑅𝑅𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝐴𝐴𝐴𝐴 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐴𝐴𝐴𝐴 = 
∑ 𝑗𝑗𝑗𝑗𝑅𝑅𝑅𝑅𝑗𝑗𝑗𝑗(𝑇𝑇𝑇𝑇).𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐴𝐴𝐴𝐴 − 𝑗𝑗𝑗𝑗𝑅𝑅𝑅𝑅𝑗𝑗𝑗𝑗(𝑇𝑇𝑇𝑇). 𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇𝑅𝑅𝑅𝑅𝑇𝑇𝑇𝑇𝑅𝑅𝑅𝑅ℎ𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐴𝐴𝐴𝐴𝑗𝑗𝑗𝑗𝑅𝑅𝑅𝑅𝑗𝑗𝑗𝑗_𝑅𝑅𝑅𝑅𝑛𝑛𝑛𝑛𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇=1

𝑗𝑗𝑗𝑗𝑅𝑅𝑅𝑅𝑗𝑗𝑗𝑗_𝑅𝑅𝑅𝑅𝑛𝑛𝑛𝑛𝑇𝑇𝑇𝑇
    (4)

Job_num is number of jobs.

Figure 3. Average response time based on varying 
numbers of jobs

Figure 4 shows the energy consumption of 
E2DR was smaller than other strategies, because 
E2DR prevented energy and power consumption 
of hibernated sites and developed energy 
consumption of overloaded sites and E2DR 
uses energy parameter for selecting locations 
to replicate data file and defining thresholds to 
decrease energy consumption. Equation 5 shows 
energy consumption in the simulation. In different 
periods, power consumption is calculated by 
servers and placed in power variables in data 
center class during the simulation. Unit of energy 
consumption is watt that is divided by 1000*3600 
and becomes KWH.

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾) =
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐸𝐸𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐸𝐸𝐸𝐸(𝐾𝐾𝐾𝐾)

3600 ∗ 1000
            (5)

  

Figure 4. Energy consumption based on varying numbers 
of jobs

Efficient network usage is an important 
parameter and has been evaluated by most of 
the replication strategies. Means of network 
usage are storage memory usage. When storage 
memory is high, it is better to use and replicate 
copies are more applied. The following equation 
calculates efficient network usage. Figure 5 
displays the efficient network usage based on the 
changing number of jobs for 3 algorithms. As 
shown, E2DR has better ENU, because E2DR 
transmit requires data files for the sites; then, the 
number of local access is increased and that of 
replica is decreased. Then, storage memory is 
efficiently used.

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 =
𝐸𝐸𝐸𝐸 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑅𝑅𝑅𝑅 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 + 𝐸𝐸𝐸𝐸 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑅𝑅𝑅𝑅 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝐹𝐹𝐹𝐹𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅    

𝐸𝐸𝐸𝐸 𝑓𝑓𝑓𝑓𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑅𝑅𝑅𝑅 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
   (6)

Nremote file access= number of remote file 
access

Nfile replication= number of file replication
Nfile access= number of local and remote file 

access

Figure5 . Efficient network usage based on varyig 
numbers of jobs

V:CALCULATION AND FUTURE WORKS

  Data grids are highlighted in the development 
of grid technology, which can be treated as a 
suitable solution for high performance and data-
intensive computing applications. Improvement 
of data access efficiency is a main issue, 
since the number and size of storage devices 
available in grids are limited while large size 
of data files is produced. In order to solve the 
problem, it is a good idea to create replicas of 
the files in appropriate locations. In this paper, 
a new replication strategy was proposed for the 
hierarchical structure network. The goal was to 
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reduce effectively the response time and energy 
consumption. In this strategy, the replicas were 
stored in the best site, in which the file was 
accessed most, instead of storing files in many 
sites. Also, a new method was presented for 
reducing energy consumption. To evaluate the 
efficiency of the proposed replica strategy, cloud 
simulator CLOUDSIM was configured to test 
a real-world data grid. The simulation results 
showed it had less job execution time and energy 
consumption and more efficient network usage 
than other strategies. In future works, E2DR can 
be combined with a proper scheduling to improve 
performance. We also plan to investigate more 
replica replacement strategies to further improve 
the overall system performance. Replica selection 
can also be extended by considering additional 
parameters such as security. We can also define 
a dynamic threshold for energy consumption 
phase.
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