
   J. ADV COMP ENG TECHNOL, 6(1) Winter 2020

  This work is licensed under the Creative Commons Attribution 4.0 International Licence.

To view a copy o this licence, visit https://creativecommons.org/licenses/by/4.0/

Hybridization of Facial Features and Use of Multi 
Modal Information for 3D Face Recognition

Nita M. Thakare1

1- Department of Computer Technology, Priyadarshini  College of Engineering, Nagpur.

Received (2019-06-06)                                 Accepted (2019-09-24)

Abstract: Despite of achieving good performance in controlled environment, the conventional  
3D face recognition systems still encounter problems in handling the large variations in lighting 
conditions, facial expression and head pose. The humans use the hybrid approach to recognize 
faces and therefore in this proposed method the human face recognition ability is incorporated by 
combining global and local  information  to develop a robust face recognition system.

In this papers, it is proposed that hybridization of global and local facial features and combination 
of 2D and 3D modality helps in improving performance of face recognition system. The   main issue 
of existing face recognition systems is the high false accept rate which is not desirable when security 
is the main concern.  Most of the existing face recognition techniques overcome these problems with 
some constraints. However, the proposed methodology has achieved better results and succeeded in 
handling all the three issues. Also the use of 2.5D images (Depth Map) and dimensionality reduced 
data (Eigen faces) has shown that the system is computationally reasonable. 
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I. INTRODUCTION

Even though face recognition is the most 
non-intrusive and socially acceptable 

biometric methodology ,  the error rates are 
too high. The change in the lighting condition, 
facial orientation and facial expression 
increases both false rejection rates (FRR) and 
false acceptance rates (FAR), and therefore 
face recognition is considered as one of the 
most challenging biometrics. But still in most 
of the cases the computerized face recognition 
system outperforms human results because 
human’s face recognition capability depends on 
the external factors like motivation, fatigues, 
training and speed [1]. The performance of 

2D face recognition is adversely affected by 
the factors like variations caused by pose, 
expressions, illumination, age, face-marks and 
the accessories used by the subject therefore 
this paper proposes use of combination of 3D 
and 2.5 D data. 

1. Motivation 
After studying the various 3D face 

recognition algorithms it is found that 
implementation of an efficient and robust face 
recognition system is still a research issue. 
Among the different biometric techniques 
facial recognition may not be the most reliable 
and efficient but it has several advantages over 
the others: it is natural, easy to use and does 
not require aid from the test subject. Despite 
the successes of many systems, many issues 
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remain to be addressed. Among those issues, 
the following are prominent for most systems; 
the illumination effect, the varied poses, partial 
occlusion, scaling variability, low quality images, 
etc.

Use of 3D facial images for face recognition 
handles most of the above mentioned problem 
but the three vital problems that mostly degrade 
the recognition performance are variation in 
head pose, change in lighting conditions and 
different facial expressions. Because of these three 
major problems, the same face appears differently 
causing the face recognition systems to misclassify 
the identity of the Inter-personal as well as intra-
personal face images. The researchers are still 
working on these three factors.  

Motivation of this paper is to implement the 
3D face recognition methodology based on hybrid 
approach by combining features from salient 
regions of face and use of both the modalities; 2.5 
D and 3D information.

II. LITERATURE OVERVIEW 

The overview of literature on face recognition 
reveals that the performance of face recognition 
gets affected by numerous issues; the extensive 
work on face normalization, feature extraction 
and face recognition is still in consideration, and 
can be addressed by improvements during the 
various stages. The work proposed in this paper is 
based on following benchmarks.

1. Face alignment and Normalization 
In pre-processing and normalization phase, 

the main aim is to normalize the face images 
so that the comparison of probe image with the 
images in dataset is done on common platform.  
In [2][3][4]  proper face  alignment is done  by 
localizing the nose tip which help in normalizing 
the face images. 

2. Face subdivision and Region Based Feature 
Extraction

While handling varied expressions, the 
conventional face recognition systems based on 
only global features encounter problems. The face 
recognition approaches based on contribution 
of various face regions work on the proper 

subdivision of a face image. Research works 
presented by [5][6][7][8][9][10][11]  have proved 
that the region based face recognition or the face 
recognition based on local features work well on 
varied facial expressions.

3. Face recognition using Depth Map
The depth maps are used as 2.5 D representation 

of 3D image, containing the depth information of 
each point in the 3D image. It is simply an image 
with depth information having advantage over 
3D images [12]. The depth maps are robust to 
the change of illumination and color because the 
value on each point represents the depth value 
which does not depend on illumination or color. 
A lot of work has been done on depth maps of 
3D face models and as mentioned in [12][13][14]
[15], it is widely accepted by the face recognition 
research community that the depth maps handle 
the varied lighting effects efficiently. Therefore 
use of information in two forms is proposed in 
this paper; Mesh Images (3D) and Depth Map 
images (2.5 D). 

III. PROPOSED METHODOLOGY

This paper aims at developing the 3D face 
recognition methodology which is robust against 
illumination effect, changing expressions and 
varied poses of a face image. After analyzing the 
current state-of-the-art techniques, it has been 
found that the reasons for poor recognition result 
are; improper pre-processing and normalization 
framework, selection of irrelevant features, and 
inefficient recognition technique. The objective 
of proposed methodology is to perform the 
following tasks:

i. Implementation of precise pre-processing 
and normalization framework by sub-dividing 
facial image using Leo-Nardo-Da-Vinci’s 
Golden Rule for face structure [16][17]. It is 
used to extract global/ holistic features and 
relevant local features.

ii. Building a robust face recognition model 
with an ability to combine features from depth 
Maps (2.5. D) and Mesh images (3D)
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1. Objective
The main objective of proposed methodology 

is to develop an efficient 3D face recognition 
methodology using hybrid approach. Thus 
implementation can be achieved by following 
technique.

The conventional approach like holistic 
feature extraction does not work significantly so 
combination /fusion of holistic and local features 
should be adapted. Information from local regions 
handles the problems of varied expressions 
therefore the local regions like forehead, eyes, nose 
and mouth should be precisely separated from 
the face image. Therefore proper implementation 
of automatic face split-up framework is needed to 
improve performance of face recognition systems. 
The resemblance to human face recognition 
capability should be implemented by combining 
all the prominently contributing features. Use of 
3D images, depth map and shape information 
help in implementing fusion of information.

2. An Approach for Proposed Technique
The proposed methodology uses the hybrid 

approach at different levels; image representation, 
feature extraction as well as at decision level. Also 
for recognition purpose a fuzzy logic tool ANFIS 
(adaptive neuro-fuzzy inference system) is used.

1) 3D Face Dataset
The algorithms of the proposed system are 

tested on two datasets. i.e. 3D databases;

• CASIA 3D face Database [18]
• GavaDB 3D Face Database [19]
Both the databases contain images in VRML 

format with extention (.wrl) with variations in 
pose, expression and lighting conditions. As 
shown in figure 1.

 

Fig 1. CASIA Dataset

2) Outline of the proposed work
The proposed methodology claims that fusion 

of holistic and local feature based methodology 
outperforms the traditional approach. The fusion 
of information is proposed to implement the 
face recognition system which ensembles FR 
capability of the human-being. 

The architecture of proposed methodology 
depicting the hybrid approach for face recognition 
is shown in the figure 2.

 

Fig 2. The hybrid  approach for proposed  methodology

It consists of the following steps for 
implementation of the proposed face recognition 
system as shown in table I.
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Table I : Algorithm: Hybrid Approach for 3D Face 
Recognition

GIVEN : A 3D probe image in ‘wrl’ format 
OUTPUT : A class of the probe face image 

STEP1 : Read 3D face image in ‘wrl’ format 

STEP2 :  Preprocessing and Registration
                Localization of the nose tip 
                Apply ICP for pose alignment 
                (50-60 degree to frontal) 
                Apply preprocessing on face image    
                (Spike removal and Hole filling) 
                Generate depth maps 
                Crop and resize the image 
                Apply coarse alignment using ICP 
                
STEP 3 : Subdivide the image using Golden rule 

STEP 4 :  Feature Extraction
                 Apply PCA on whole face as well as sub     
                 regions (PCA,MPCA,ASPCA) 
                 Generate Moment Invariant features 
STEP 5 :  Recognize face using FNN 
                 Decide the similarity score 

STEP 6:   Fusion of adaptively selected classifiers
                (global and local Experts) using fuzzy     
                Integrals 

STEP 7: Declare Results
 

As mentioned in the proposed approach , 
Face images are converted into depth maps. 
Depth maps are considered as 2.5 D images, 
they are used to make the system cost effective.  
To incorporate human being’s inherent ability of 
combining  global and local information of the 
face, a face image was divided into main four 
regions. For effective subdivision of  face regions 
, based on the Leonardo da Vinci’s  golden rule , 
Face- subdivision algorithm is applied as shown 
in Table II. 

Further global and local features are extracted 
from whole face and four regions using PCA 
respectively. In addition to 2.5D information, 
Moment invariant features were extracted from 
mesh image of a face.

Table II: Algorithm : Face sub-division

GIVEN : A Depth map containing a whole face image 
OUTPUT : Four images containing fourface parts :   
                   forehead,eyes ,nose and mouth  
STEP1 : Resize the  face image 
                Resize the image based on the Dr. Jefferson’s theory  
                based on a golden ration proportion for an ideal human   
                face structure. 
               Thus fibonnaci number is used to resize  face image with   
                Height=262 and width 162 units 

STEP2 : Subdivide the image
               Refer   the vertical proportion and subdivide and image   
               horizontally in the proportion ; 
               0.87:0.44:0.44:0.87                            
STEP 4 : Save each region separately 
                  

 

ANFIS (Adaptive Neuro-Fuzzy Inference 
System) is used to construct a fuzzy inference 
system as shown in table III. The membership 
function parameters are adjusted using   a back-
propagation algorithm.

Table III : Algorithm : Classification using Fuzzy Neural 
Network

Let  :    Total Classes : C 
             The feature vectors to be recognized : F 
             The Fuzzy set membership functions : m1,m2,m3…mC 

STEP 1 : Input the input-vectors : x1,x2,….xn containing PCA     
                of  depth map representations and moment invariants  
                of  mesh models of face images  

STEP 2:  If there are ‘n’ test images 
                Generate ‘n’ sets of fuzzy rules 

STEP 3 : Calculate weights using the difference between the  
                desired output and actual output 

STEP 4 : Defuzzifiction : Use threshold value to convert the    
                membership value to either “0” or “1” 

STEP 5 : declare the class with highest membership value as  
                The   class containing the test image 

 

Hybridization of local and global features as 
well as use of 2.5D and 3D data has contributed 
significantly to improve the performance of face 
recognition.
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IV. RESULTS AND DISCUSSION

1. Experiments and Results
Various sets of experiments were carried 

out to test the performance of the proposed 
methodology and to achieve the desired results.  
In training and testing dataset images with all 
type of variations are included. Experiments are 
carried out on two 3D face datasets; the CASIA 
dataset and GavabDB dataset. The CASIA dataset 
contains face images of 123 persons with 33 
image samples per person. GavabDB contains the 
images of 61 individuals. For each individual 9 
images are used to present variations in face poses 
and expressions. 

The proposed system reads 3D face images 
from the face dataset. The images are in VRML 
format. The Z buffer algorithm converts 3D 
image into 2.5D image format (Depth Map 
Image. The Depth maps are the 2.5 dimension 
representations that contains  depth information 
of 3D image. The depth map representation of a 
3D image is shown in figure 3.  In depth map each 
pixel shows the distance of the corresponding 
point from the camera. The closer point has the 
brightest pixel value.

 
Fig 3 Depth Map Representation

                              

The normalization process is implemented 
to align all the images in frontal position. ICP 
algorithm is used to align the face images; Nose 
tip is located as a reference point for alignment 
purpose. Then all rotated frontal images are 
cropped using OTSU algorithm as shown in 
figure 4. The cropped images are then are re-sized 
according to the proportion specified by the Leo 
Nardo da vinci’s Golden rule.

  

 

Fig 4 Face Image after Normalization

The results are generated by carrying out 
following Experiments:

Experiment 1 : Face subdivision using 
Golden rule:,

This experiment was carried out to sub-divide 
a face precisely into four distinct regions and it 
was observed that by applying golden rule, face 
image can be subdivided in to four sub-parts as 
forehead, eyes, nose and mouth. 

Table IV ::Performance of face subdivision algorithm 
using golden  rule

Ex
pt. 

No. of 
persons 

No. of 
images/person 

I/p  
Image 

Subdivision 
Performance 

CASI
A 3D 

Ga
va
DB 

Datas
et1 
CASI
A3D 

Data
set2 
GA
VA 
DB 

Rotate
d/ 
Fronta
l 

Corr
ectly 
Crop
ped 

Inco
rrect
ly 
Cro
pped 

% 

1 123 61 18 5 Front 2499 20 99.2 

2 123 61 4 2 <300 609 6 99.1 

3 123 61 4 2 <=600) 611 3 99.5 

 

The performance of face subdivision algorithm 
using golden rule is shown in table IV. From the 
results obtained it is found that the images are 
properly cropped with the average performance 
of 99.29% for the images with up to 600 rotations. 
These cropped images are later used for extraction 
of  local features.

Experiment 2: Neutral Vs Neutral Global 
features : 

This experiment was carried out by extracting 
holistic features from neutral face images. This 
experiment has shown the performance of  face 
recognition  on face images without expressions.
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Experiment 3 : Non-Neutral Vs Non-
Neutral Global features : 

In this experiment holistic features were 
extracted from the face images having different 
facial expressions. This experiment has 
demonstrated the efficient face recognition using 
global features of non-neutral faces.  

Experiment 4: Non-neutral Vs Non-neutral 
Local features:

This experiment worked on Local features 
of four face regions (Forehead, Eyes Nose and 
Mouth). These features were extracted from Non-
neutral face images. This experiment was carried 
out to test performance of face recognition using 
face regions with varied expressions.

Experiment 5: Non-Neutral Vs Non-
Neutral Global + Local features .

In this experiment, the performance was 
tested on hybrid features extracted from faces 
with varied expressions. This was the experiment 
demonstrating effectiveness of the proposed 
system having capability of handling variations in 
expressions with combination of global as well as 
local features.

Thus from experiment-2 to experiment-5, 
Performance of PCA is tested on Neutral and 
non-neutral face images and it has been observed 
that variations in expressions affects the result 
adversely  when only global features are used. But 
inclusion of local features helps in improving the 
recognition rate. In addition it has been observed 
that non-neutral images, expression variation in 
mouth region lowers down the performance of 
the system. So Experiment 6 was carried out.

Experiment 6: Non-Neutral Vs Non-
Neutral Global + Local features  excluding 
mouth Region.

This experiment has selected the mouth 
region adaptively, features of mouth region were 
included only when they contributed in improving 
the performance, and it has been observed 
that this adaptively selected PCA approach has 
considerably improved the recognition rate. 

The recognition rate was further improved by 
implementing the hybrid approach; this proposed 
approach has used the moment invariants as 
the rotation invariant features. The final results 

obtained by implementing hybrid 3D face 
recognition are shown in table V.

Table V: Recognition performance of individual face 
region.

 Approach  Feature vectors/class 

20 40 60 80 100 

WF_Expert+ 

FP_Experts  
81.29 83.19 85.70 87.85 89.5 

WF _Expert + 

FP_Expert + 

MT_Expert  85.10 85.08 87.15 89.31 92.95 

WF_Expert+  

FP_Experts + 

MT_Expert 

+MInv_Expert  

92.45 95.55 96.95 97.51 98.05 

*WF – Whole Face, FP- Face Parts, MT- Mouth MInv – Moment Invariants

Experiments were carried out on different 
approaches proposed in this paper and after 
comparative study final results were generated 
as shown in table VI. The recognition rate was 
improved when mouth region, with significant 
facial expressions was omitted from the face 
image. 

The face regions are selected adaptively during 
the region based feature selection process. The 
proposed experimental setup has shown an 
efficient performance with minimum FAR 0.02 
and maximum FAR 0.09 and the recognition 
rate was 99.85 % which is considerably good as 
compared to other benchmark face recognition 
approaches.

Table VI. The Overall Recognition Performance of 
proposed Methodology

 Database Face parts Recognition Rate 

 
GAVAbDB 

Forehead 71.56 

Eyes 70.88 

Nose 72.33 

Mouth 54.23 

WF + all Face Parts 90.41 

WF + all Face parts 
excluding Mouth 

95.85 

 
CASIA3D 

Forehead 72.11 

Eyes 79.12 
Nose 73.34 
Mouth 52.71 
WF + all Face Parts 92.82 
WF + all Face Parts 
excluding Mouth 

96.87 
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V. CONCLUSION AND FUTURE WORK

By implementing the face alignment, face 
subdivision and the face recognition, we have 
built an efficient 3D face recognition system. 
Each task of these three stages can be completed 
automatically. The most important aspect of our 
system is the highly reliable face subdivision 
technique which can extract the face parts from 
face images with 600 of head rotation. The 
robustness to the minute pose variation of this 
method has been achieved by using moment 
invariant features. The proposed face recognition 
method recognizes faces more effectively and 
produces a relatively high performance by   
ignoring computationally inefficient features and 
by selecting most contributing face parts.  But still, 
3D face databases used in this proposed system 
has a limited range of head pose variations, only 
up to 600 of the head orientation is considered 
which may not be enough to prove the pose-
invariant ability of our approach. To make the 
application more realistic the images with large 
pose variations would be used.
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