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 چکیدُ

 تأثییش ٞب  آٖ ٕبتیٚ تظٕ وٙٙذ یٔ فبیا یٔبِ یثبصاسٞب ییبیدس پٛ یذیوّ ی٘مش یفشد ٌزاساٖٝ یسشٔبأشٚصٜ 

 تأثییش ٔؼٕٛلاً تحت  ٌزاساٖٝ یٌشٜٚ اص سشٔب ٗیثبصاس داسد. سفتبس ا ییٚ وبسا یٍٙی٘مذ ،یٕتیثش ٘ٛسب٘بت ل ییثسضا

. شدیأ ٌ یلشاس ٔ یٌزاسٝ یسشٔب یٙبسثبصاس ٚ سٚا٘ش طیششا ،یولاٖ التظبد یٞب اص جّٕٝ شبخض یػٛأُ ٔختّف

 تأش  كیأ دل یٙأ یث شیپأ  یٞب ٚ تٛسؼٝ ٔذَ یٔؼبٔلات یٞب یثٝ ثٟجٛد استشاتژ تٛا٘ذ یسفتبسٞب ٔ ٗیا حیدسن طح

َ ، ثٝ ٕٞیٗ ٔٙظٛس ٔطبِؼٝ حبضأش ثأب ٞأذ     وٕه وٙذ. بس تأ ٔتغیشٞأبی وٕأی ثأش سٚی سف    تأثییش  سأبصی  ٔأذ

ٌزاساٖ حمیمی دس ثبصاس سشٔبیٝ ایشاٖ ثأب اسأتفبدٜ اص    ثیٙی سفتبس سشٔبیٝ پیشچٙیٗ  ٞٓ ٌزاساٖ فشدی ٚ سشٔبیٝ

، خشیأذٚفشٚ  . دس ایٗ ساستب، شش ٔتغیش ٚاثستٝ شبُٔ حجأٓ  ا٘جبْ شذٞبی ػظجی ٔظٙٛػی ٚ ػٕیك  شجىٝ

، تٕبیُ ثٝ ٍٟ٘ذاسی یب فشٚ ، تظٕیٕبت ٚسٚد یأب خأشٚا اص   ٌزاسی تغییشات لیٕت سٟبْ، ثبصدٞی وُ سشٔبیٝ

، ANNٔذت( ا٘تخبة ٚ ثب استفبدٜ اص چٟبس ٔذَ یبدٌیشی شبُٔ  ثبصاس ٚ اٍِٛٞبی ٔؼبٔلاتی )ثّٙذٔذت یب وٛتبٜ

DNN ،RNN  ٚLSTM ٜٞأبی تىٙیىأبَ ٚ    اص جّٕٝ اطلاػأبت ثأبصاس، شأبخض    ٞبی ٚالؼی ثبصاس ثش پبیٝ داد

ٝ  ٘شبٖ داد ٔذَ ٔطبِؼٝ ٛص  دادٜ شذ٘ذ. ٘تبیجآٔ ٞبی التظبدی شبخض ( دس LSTMٚیأژٜ   ٞبی ثبصٌشتی )ثأ

ٞب داس٘ذ. ٕٞچٙیٗ دس ٔتغیشٞبی  تشی ٘سجت ثٝ سبیش ٔذَ ثیٙی ٔتغیشٞبی صٔب٘ی ٚ پیٛستٝ ػّٕىشد دلیك پیش

ٝ      DNN، ٔأذَ  ثٙذی شذٜ( )ولاسٝ ثبیٙشی ٌأزاسی ٚ اٍِٛٞأبی    دس ثشخأی ٔأٛاسد )ٔب٘ٙأذ تظإٔیٕبت سأشٔبی

ٞب ثیبٍ٘ش آٖ اسأت وأٝ طأش      ، یبفتٝحبَ دسػیٗٞب اسائٝ وشد.  تی( دلت ثیشتشی سا ٘سجت ثٝ سبیش ٔذَٔؼبٔلا

ٝ شأٛد.   تش، ِضٚٔبً ٔٙجش ثٝ ػّٕىشد ثٟتش ٕ٘ی ٞبی پیچیذٜ استفبدٜ اص ٔؼٕبسی تٕشوأض ایأٗ ٔطبِؼأٝ ثأش      اصآ٘جبوأ

شأٛ٘ذ   سبصی ٔذَٚاسد فشآیٙذ  دس ٔطبِؼبت آتی، ٔتغیشٞبی ویفی ٘یض شٛد ٔیٔتغیشٞبی وٕی ثٛدٜ، پیشٟٙبد 

 ٌزاساٖ ثٝ دست آیذ. تشی اص سفتبس سشٔبیٝ تب تجییٗ دلیك
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 همدهِ

. (2017دِٚٛ ٚ ٕٞىأبساٖ،  ) دٞذ ٌزاسی دس ثٛسس ثخش ٟٕٔی اص التظبد سا تشىیُ ٔی أشٚصٜ سشٔبیٝ

ٖ   ٌزاساٖ فشدی ٘مشی وّیذی دس پٛیبیی ثبصاسٞبی ٔأبِی ایفأب ٔأی    سشٔبیٝ  تأثییش ٞأب   وٙٙأذ ٚ تظإٔیٕبت آ

ٌزاساٖ ٔؼٕأٛلاً تحأت    ثسضایی ثش ٘ٛسب٘بت لیٕتی، ٘مذیٍٙی ٚ وبسایی ثبصاس داسد. سفتبس ایٗ ٌشٜٚ اص سشٔبیٝ

ٌزاسی لأشاس   ٙبسی سشٔبیٝٞبی ولاٖ التظبدی، ششایط ثبصاس ٚ سٚا٘ش ػٛأُ ٔختّفی اص جّٕٝ شبخض تثییش

ٞبی ٔؼبٔلاتی ٚ  تٛا٘ذ ثٝ ثٟجٛد استشاتژی دسن طحیح ایٗ سفتبسٞب ٔی. (2013ثبسثش ٚ ٕٞىبساٖ، ) ٌیشد ٔی

 تش وٕه وٙذ. ثیٙی دلیك ٞبی پیش تٛسؼٝ ٔذَ

یٗ اثضاسٞأب ثأشای   ػٙٛاٖ یىأی اص وبسآٔأذتش   ثٝ ٞبی ٞٛ  ٔظٙٛػی ٞبی اخیش، استفبدٜ اص سٚ  دس سبَ

ٚ ٔٛجت ایجبد تحَٛ ػظیٕی دس  لشاسٌشفتٝ ٔٛسدتٛجٝتحّیُ اٍِٛٞبی پیچیذٜ سفتبسی دس ثبصاسٞبی ٔبِی 

پٛیبیی ثبصاسٞبی ٔبِی ٚ تغییشات دائٕی دس آٖ، ٔٛجأت شأذٜ اسأت وأٝ ایأٗ ثأبصاس        .حٛصٜ شذٜ است ایٗ

ِئٛ٘أً ٚ ٕٞىأبساٖ،    ؛2021ٔیلا٘أب ٚ ٕٞىأبساٖ،   ) ٌیشی سشیغ ٚ دلیك ثبشأذ  ٘یبصٔٙذ یه فشآیٙذ تظٕیٓ

ثب تٛجٝ  ا٘ذ، أب ٞبی صٔب٘ی ٔبِی ٔٛفك ثٛدٜ ٞبی سٙتی التظبدسٙجی اٌشچٝ دس تحّیُ سشی ٔذَ. (2000

ٖ  ٘ٛسبٖ پأزیش ثٝ تؼذد پبسأتشٞبی ٔٛجٛد دس ثبصاسٞبی ٔبِی ٚ غیشخطی ٚ  َ  ٞأب  ثأٛدٖ آ دس  ٞأب  ، ایأٗ ٔأذ

سأضس ٚ  ) ٔحأذٚدیت داس٘أذ   ی ٔتؼأذد ثبصاسٞأبی ٔأبِی   شٙبسبیی سٚاثط غیشخطی ٚ پیچیذٜ ٔیبٖ ٔتغیشٞب

ٞبی ػظجی ٔظٙٛػی لبدس٘ذ اص طشیأك یأبدٌیشی اٍِٛٞأبی پٟٙأبٖ دس      . دس ٔمبثُ، شجىٝ(2020ٕٞىبساٖ، 

سأبصی ٚ   ٞبی ثٟیٙٝ ٞب ثب استفبدٜ اص اٍِٛسیتٓ دٞٙذ. ایٗ ٔذَتشی اسائٝ  ٞبی دلیك ثیٙی ٞبی ٔبِی، پیش دادٜ

ٝ   یبدٌیشی، لبدس٘ذ دادٜ ٓ طأٛست   ٞبی وٕی ٚ ویفأی سا ثأ ٖ  ٞأ پأشداص  وأشدٜ ٚ اٍِٛٞأبی ٔؼأبٔلاتی      صٔأب

 .(2018فیشش، ) وٙٙذ ٌزاساٖ سا شٙبسبیی سشٔبیٝ

ثیٙی ثبصاسٞبی ٔبِی دس چٙأذ سأبَ اخیأش     دس ایشاٖ ٘یض استفبدٜ اص ٞٛ  ٔظٙٛػی ثشای تحّیُ ٚ پیش

است. ثب تٛجٝ ثٝ پیچیذٌی ٚ ٘ٛسب٘بت ثبصاسٞبی ٔأبِی ایأشاٖ، فٙأبٚسی ٞأٛ       لشاسٌشفتٝ ٔٛسدتٛجٝثسیبس 

طؼیأت ٚ  ٞب ٚ شٙبسأبیی طأحیح اٍِٛٞأب ثأٝ وأبٞش ػأذْ ل       تٛا٘ذ ثب تحّیُ حجٓ ثبلای دادٜ ٔظٙٛػی ٔی

ٝ ٞأبی   ٌیأشی  افضایش دلت دس تظٕیٓ ٓ    وٕأه وٙأذ.    ٌأزاسی  سأشٔبی ٌیأشی   ػٛأأُ ٔتؼأذدی ثأش تظإٔی

تِٛیأذ  ٌزاساٖ فشدی دس ثٛسس تٟشاٖ تثییشٌزاس است، اص جّٕأٝ ٘أشب ثٟأشٜ، ٘أشب تأٛسْ، ٘أشب اسص،        سشٔبیٝ

ثٙبثشایٗ، دس ایٗ پژٚٞش، اص ؛ ، حجٓ ٔؼبٔلات، شبخض وُ ثٛسس ٚ تغییشات لیٕت سٟب1ْ٘بخبِض داخّی

ٌأزاساٖ   سفتبس سشٔبیٝ سبصی ٔذَثشای  ANN ،DNN ،RNN  ٚLSTMٞبی یبدٌیشی ػٕیك ٘ظیش  سٚ 

 است. شذٜ استفبدٜدس ثٛسس تٟشاٖ 
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ٝ  ا٘تخبة سٚ  ٔٙبست ثشای پیش ٌأزاساٖ إٞیأت صیأبدی داسد. تحمیمأبت ٘شأبٖ       ثیٙی سفتبس سأشٔبی

وٙٙأذ، صیأشا    ثٟتأش ػٕأُ ٔأی    سشی صٔأب٘ی ٞبی  تحّیُ دادٜ ثشای LSTM  ٚRNNٞبی  ا٘ذ وٝ ٔذَ دادٜ

َ  1997ٞأٛخشایتش،  ٞبی صٔب٘ی ثّٙذٔأذت سا دس ٘ظأش ثٍیش٘أذ )    تٛا٘ٙذ ٚاثستٍی ٔی ٞأبی   (. دس ٔمبثأُ، ٔأذ

DNN  ٚANN     ٞأبی ٔأریش ثأش تظإٔیٕبت      دس تحّیُ سٚاثط پیچیذٜ ثأیٗ ٔتغیشٞأب ٚ اسأتخشاا ٚیژٌأی

َ       2016ٞیتٖٛ، ػّٕىشد ٔطّٛثی داس٘ذ ) ٔؼبٔلاتی ٞأب دس   (. ایأٗ پأژٚٞش ثأٝ ثشسسأی ػّٕىأشد ایأٗ ٔأذ

 وٙذ. ٞب سا ثب یىذیٍش ٔمبیسٝ ٔی ٌزاساٖ پشداختٝ ٚ ٘تبیج آٖ ثیٙی سفتبس سشٔبیٝ پیش

وٕه وٙذ تأب سفتأبس   ٌزاساٖ  تٛا٘ذ ثٝ فؼبلاٖ ثبصاس سشٔبیٝ، تحّیٍّشاٖ ٚ سیبست ٘تبیج ایٗ پژٚٞش ٔی

ٞأبی   ٌزاسی ٞبی ٔؼبٔلاتی ٚ سیبست ٌزاساٖ فشدی سا ثٟتش دسن وشدٜ ٚ اص آٖ دس تذٚیٗ استشاتژی سشٔبیٝ

ثیٙأی دس ثبصاسٞأبی    ٞبی پیش تٛا٘ذ ثٝ ثٟجٛد ٔذَ ٞبی ایٗ تحمیك ٔی ٔبِی استفبدٜ وٙٙذ. ٕٞچٙیٗ، یبفتٝ

 ٔبِی دیٍش ٘یض وٕه وٙذ.

 هباًی ًظزی پژٍّص:

 گذاراى در باسارّای هالی رفتار سزهایِ ای بز همدهِ

ٌزاساٖ دس ثبصاسٞبی ٔبِی ٕٞٛاسٜ یىی اص ٔٛضأٛػبت ٟٔأٓ دس التظأبد ٔأبِی ٚ ٔأذیشیت       سفتبس سشٔبیٝ

ػٛأأُ ٔختّفأی    تأثییش ٞبی خٛد تحأت   ٌیشی ٌزاساٖ فشدی دس تظٕیٓ ٌزاسی ثٛدٜ است. سشٔبیٝ سشٔبیٝ

(. ٘ظشیأٝ ثبصاسٞأبی   1970فبٔأب،  ٖ التظبدی لشاس داس٘أذ ) ٞبی ولا ٚ شبخض ٔب٘ٙذ ٘شب ثٟشٜ، تٛسْ، ٘شب اسص

وٙٙأذٜ تٕأبٔی اطلاػأبت دس دسأتشس اسأت ٚ ٞأی         ٞأب ٔأٙؼى    وٙأذ وأٝ لیٕأت داسایأی     وبسا ثیبٖ ٔی

(. 2003 ٔبِىیأُ، ثأبصاس وسأت وٙأذ )    اصحأذ  ثأیش طٛس سیستٕبتیه ثأبصدٞی   تٛا٘ذ ثٝ ٌزاسی ٕ٘ی سشٔبیٝ

ٌزاساٖ فأشدی اغّأت سفتبسٞأبی غیشػملا٘أی اص خأٛد ٘شأبٖ        ا٘ذ وٝ سشٔبیٝ ، ٔطبِؼبت ٘شبٖ دادٜحبَ ثبایٗ

 (.2013ثبسثش، ثپزیشد ) تثییشٞب ٕٔىٗ است اص ػٛأُ احسبسی ٚ شٙبختی ٘یض  دٞٙذ ٚ تظٕیٕبت آٖ ٔی

 ّای کوی گذاراى با دادُ رفتار سزهایِ ساسی هدلاّویت 

تٛا٘ذ ثٝ دسن ثٟتش سٚ٘ذٞبی ثأبصاس وٕأه    ٞبی وٕی ٔی ٌزاساٖ ثش اسبس دادٜ سفتبس سشٔبیٝ سبصی ٔذَ

، حجٓ ٔؼبٔلات، لیٕأت  GDPٞبی وٕی شبُٔ ٔتغیشٞبیی ٔب٘ٙذ ٘شب ثٟشٜ، ٘شب تٛسْ، ٘شب اسص،  وٙذ. دادٜ

پبیب٘ی سٟبْ، تغییشات لیٕت سٟبْ ٚ شبخض وُ ثٛسس ٞستٙذ. ایأٗ ٔتغیشٞأب ٔؼٕأٛلاً اص ٔٙأبثغ ٔؼتجأش      

شأٛ٘ذ ٚ دس ثسأیبسی اص    التظبدی ٔب٘ٙذ ثب٘ه ٔشوضی، سبصٔبٖ ثٛسس ٚ ٔشوأض آٔأبس ایأشاٖ اسأتخشاا ٔأی     

ٝ  شسسیٔٛسدثٌزاساٖ  ػٙٛاٖ ػٛأُ تثییشٌزاس ثش سفتبس سشٔبیٝ ٔطبِؼبت ثٝ (. 1991فشسأٖٛ،  ا٘أذ )  لشاسٌشفتأ

َ ARIMA, GARCHٞبی سأشی صٔأب٘ی )   ٞبی سٙتی ٔب٘ٙذ ٔذَ سٚ  ٞأبی سٌشسأیٛ٘ی ثأشای     ( ٚ ٔأذ
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ٝ     ٞبی اخیأش، سٚ   شٛ٘ذ، أب دس سبَ ٞب استفبدٜ ٔی تحّیُ ایٗ دادٜ ٞأبی   ٞأبی یأبدٌیشی ٔبشأیٗ ٚ شأجى

 (.2000ِئًٛ٘، ا٘ذ ) ثیٙی تغییشات ثبصاس ٘شبٖ دادٜ ػظجی ٔظٙٛػی ػّٕىشد ثٟتشی دس پیش

 بیٌی باسار در پیص 3ٍ یادگیزی ػویك 2ّای ػصبی هصٌَػی ضبکِ

ٖ  ANNٞبی ػظجی ٔظٙٛػی ) شجىٝ ٞأب دس وشأا اٍِٛٞأبی     ( ٚ یبدٌیشی ػٕیك ثٝ دِیأُ تٛا٘أبیی آ

ٝ ٔحممبٖ ثبصاس سشٔبیٝ  ٔٛسدتٛجٝٞبی ٔبِی،  پیچیذٜ ٚ غیشخطی دس دادٜ (. 2016ٞیتأٖٛ،  ا٘أذ )  لشاسٌشفتأ

ثب استفبدٜ اص چٙذیٗ لایٝ پشداصشی، سٚاثط ٔیبٖ ٔتغیشٞبی ٚسٚدی ٚ خشٚجأی   ANN  ٚDNNٞبی  ٔذَ

ٞبی سٙتی ٕٔىٗ اسأت دس شٙبسأبیی سٚاثأط غیشخطأی      وٝ ٔذَ ٌیش٘ذ. دسحبِی طٛس خٛدوبس یبد ٔی سا ثٝ

َ  ٔیبٖ ٔت تٛا٘ٙأذ استجبطأبت    ٞأبی یأبدٌیشی ػٕیأك ٔأی     غیشٞبی التظبدی ٔحذٚدیت داشتٝ ثبشأٙذ، ٔأذ

ٝ     (. ٔطبِؼبت ٘شأبٖ دادٜ 2020جٛ ٚ ٕٞىبساٖ، تش سا وشا وٙٙذ ) پیچیذٜ ٞأبی   ا٘أذ وأٝ اسأتفبدٜ اص شأجى

سأٙتی داشأتٝ ثبشأذ    ٞأبی   تٛا٘ذ دلت ثیشتشی ٘سجت ثأٝ سٚ   ثیٙی ثبصاسٞبی ٔبِی ٔی ػظجی ثشای پیش

ثبصاسٞبی ٔبِی ٔٛفك  سشی صٔب٘یٞبی  ٚیژٜ دس تحّیُ دادٜ ثٝ LSTM  ٚRNNٞبی  (. ٔذ2018َفیشش، )

ٞأٛخشایتش،  ٞبی ٔؼبٔلاتی دس ٘ظأش ثٍیش٘أذ )   ا٘ذ، صیشا لبدس٘ذ اٍِٛٞبی ٚاثستٝ ثٝ صٔبٖ سا دس دادٜ ػُٕ وشدٜ

1997.) 

ا٘أذ، ٘شأبٖ    ٌأزاساٖ اسأتفبدٜ وأشدٜ    ثیٙی سفتبس سشٔبیٝ ٞبی وٕی ثشای پیش ٔطبِؼبتی وٝ تٟٙب اص دادٜ

ٞبی پیچیذٜ ٔیبٖ ٔتغیشٞبی وألاٖ التظأبدی ٚ    تٛا٘ٙذ ٚاثستٍی ٞبی یبدٌیشی ػٕیك ٔی ا٘ذ وٝ ٔذَ دادٜ

تٛا٘ٙأذ   ٞب ٞٙٛص ٕ٘ی ، ایٗ ٔذَحبَ ثبایٗ(. 2009  ٚ ٕٞىبساٖ، لاویآتسٚ٘ذٞبی ٔؼبٔلاتی سا وشا وٙٙذ )

طٛس وبُٔ دس ٘ظأش ثٍیش٘أذ. دس ایأٗ پأژٚٞش، اص      ٌزاساٖ سا ثٝ شٙبختی سشٔبیٝ ػٛأُ سفتبسی ٚ سٚاٖ تثییش

ثیٙی سفتبس  ٞبی ٔؼبٔلاتی ثٛسس تٟشاٖ ثشای پیش ٞبی ولاٖ التظبدی ٚ دادٜ ٞبی وٕی ٔب٘ٙذ شبخض دادٜ

ٝ دس ٔطبِؼأبت آیٙأذٜ، ٔأذَ     ؛ ٖٚ فشدی استفبدٜ خٛاٞذ شذٌزاسا سشٔبیٝ ٝ  تٛسأؼ ٞأبی ویفأی    ٚ دادٜ یبفتأ

ٖ  تثییش)سفتبسی( ثٝ آٖ اضبفٝ خٛاٞٙذ شذ تب ٔیضاٖ  ٝ     ػٛأأُ سٚا ٌأزاساٖ   شأٙبختی ثأش تظإٔیٕبت سأشٔبی

ٝ   ثشسسی شٛد. ایٗ پژٚٞش لظذ داسد ٘شبٖ دٞذ وٝ تب چٝ ا٘ذاصٜ ٔذَ ٞأبی ػظأجی    ٞبی ٔجتٙی ثأش شأجى

 ثیٙی وٙٙذ. ٞبی وٕی پیش ٌزاساٖ سا ثش اسبس دادٜ ػی لبدس٘ذ سفتبس سشٔبیٝٔظٙٛ

 هزٍری بز هطالؼات پیطیي:

ثیٙی شبخض ثٛسس اٚساق ثٟبداس تٟأشاٖ ثأب    پیش"ای ثب ػٙٛاٖ  دس ٔطبِؼٝ (2005) سیٙبیی ٚ ٕٞىبساٖ

ثیٙی شبخض لیٕت سٟبْ دس ثٛسس اٚساق ثٟأبداس تٟأشاٖ    ثٝ پیش "ٞبی ػظجی ٔظٙٛػی استفبدٜ اص شجىٝ

ٝ ٞبی ٔختّفی اص شبخض ٚ ػٛأُ ولاٖ التظأبدی   ٞب شبُٔ ٚلفٝ پشداختٙذ. دٚ ٔجٕٛػٝ اص دادٜ ٖ  ثأ  ػٙأٛا
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پأیش   ثأشای  ARIMA چٙیٗ اص ٔذَ خطی ٚ ٚسٚدی شجىٝ ػظجی ا٘تخبة شذ٘ذ. ٞٓ ٔتغیشٞبی ٔستمُ

ٞأبی   دٞذ وٝ شجىٝ ثؼذی استفبدٜ شذ. ٘تبیج حبطُ اص پژٚٞش ٘شبٖ ٔی ی ٞفتٝدس  شبخض لیٕت ثیٙی

 .یٙی شبخض لیٕت داس٘ذث ثشای پیش  ARIMAػظجی ػّٕىشد ثٟتشی ٘سجت ثٝ ٔذَ خطی 

ٞبی ثأٛسس   ٌزاسی ششوت ثیٙی سفتبس سشٔبیٝ ای ثب ػٙٛاٖ پیش دس ٔطبِؼٝ (2014) تٟشا٘ی ٚ ٕٞىبساٖ

فأشا  ٚ ثأب اسأتفبدٜ اص سٚ     ٍ٘أش  جأبٔغ ٞبی ػظجی دس یه سٚیىأشد   اٚساق ثٟبداس تٟشاٖ ثب استفبدٜ اص شجىٝ

ٌأزاسی شأشوتی سا شٙبسأبیی وشد٘أذ. سأپ  ثأب اسأتفبدٜ اص سٚ          ، اثتذا ػٛأُ ایشٌزاس ثش سشٔبیٝتّفیك

ی ػظأجی آصٔأٖٛ    شجىٝ ٚسیّٝ ثٝٔذَ  دسٟ٘بیتٚ  استخشااػّی، سٚاثط ٔیبٖ ٔتغیشٞبی ٔذَ  سبصی ٔذَ

ٝ    دسطأذ ٔأذَ، دس پأیش    62تٛا٘بیی ثأیش اص   دٞٙذٜ ٘شبٖشذ. ٘تبیج ٔطبِؼٝ  ی ٌأزاس  ثیٙأی سفتأبس سأشٔبی

 ٞب دس ثٛسس اٚساق ثٟبداس تٟشاٖ ثٛد. ششوت

ٞبی ٔختّا یأبدٌیشی ٔبشأیٗ دس    ٔمبیسٝ ٔذَ"ای ثب ػٙٛاٖ  دس ٔطبِؼٝ (2023) سٟشاثی ٚ ٕٞىبساٖ

َ   ثب ثٟشٜ "ثیٙی شبخض ثبصاس سٟبْ پیش ٞأبی ٔختّأا یأبدٌیشی ٔبشأیٗ اص لجیأُ       ٌیشی اص ٔمبیسأٝ ٔأذ

ٞأبی ٔختّأا یأبدٌیشی ٔبشأیٗ دس      ثٝ ثشسسی تٛا٘بیی ٔذَ RF ،SVM ،ANN   ٚLSTMسٚیىشدٞبی 

پشداختٙأذ. ٘تأبیج    1399تأب   1392ثیٙأی شأبخض وأُ ثأٛسس اٚساق ثٟأبداس تٟأشاٖ دس طأی دٚسٜ         پیش

 ٔٛسدثشسسیٞبی  دس ٔمبیسٝ ثب سبیش ٔذLSTMَ سٚصٜ ٘شبٖ داد وٝ سٚ   6ٚ  3، 1ٞبی  ثیٙی دٚسٜ پیش

 ٘تیجٝ ثٟتشی داشتٝ است.

 رٍش پژٍّص:

 هتغیزّا:

شأٛ٘ذ.   دس ٔطبِؼٝ حبضش ٔتغیشٞب ثٝ دٚ دستٝ وّی ٔتغیشٞبی ٔستمُ ٚ ٔتغیشٞبی ٚاثستٝ تمسیٓ ٔی

آٚسی شذ٘ذ. دس ادأٝ ثٝ تفىیه ثٝ شأش  ٚ تٛضأیح ٞأش     جٕغ 1403تب پبیبٖ  1393ٞب دس ثبصٜ  وّیٝ دادٜ

 .شٛد ٔییه پشداختٝ 

 هتغیزّای هستمل:

ٞأبی   ٞبی التظبدی ٚ شأبخض  ٔستمُ ثٝ سٝ ٌشٜٚ اطلاػبت ثبصاس، شبخضدس ایٗ ٔطبِؼٝ ٔتغیشٞبی  

 شٛ٘ذ.   تىٙیىبَ تمسیٓ ٔی

ثبشٙذ وٝ شبُٔ اطلاػبت حجٓ  ایٗ دستٝ اص ٔتغیشٞب، ٔتغیشٞبی ٔبِی ثٛسس ٔی اطلاػات باسار:

ٚ شبخض وُ است.   شذٜ ٔؼبّٔٝلیٕت  ٗیوٕتش ،شذٜ ٔؼبّٔٝٔؼبٔلات، لیٕت پبیب٘ی، ثیشتشیٗ لیٕت 

ٚ سبصٔبٖ ثٛسس اٚساق  5، ثٛسس تٟشا4ٖلاػبت ٔزوٛس اص طشیك ششوت ٔذیشیت فٙبٚسی ثٛسس تٟشاٖاط

https://www.sid.ir/search/paper/%D9%BE%DB%8C%D8%B4%20%D8%A8%DB%8C%D9%86%DB%8C/fa?page=1&sort=1&ftyp=all&fgrp=all&fyrs=all
https://www.sid.ir/search/paper/%D9%BE%DB%8C%D8%B4%20%D8%A8%DB%8C%D9%86%DB%8C/fa?page=1&sort=1&ftyp=all&fgrp=all&fyrs=all
https://www.sid.ir/search/paper/%D9%BE%DB%8C%D8%B4%20%D8%A8%DB%8C%D9%86%DB%8C/fa?page=1&sort=1&ftyp=all&fgrp=all&fyrs=all
https://www.sid.ir/search/paper/%20%D8%B4%D8%A7%D8%AE%D8%B5%20%D9%82%DB%8C%D9%85%D8%AA/fa?page=1&sort=1&ftyp=all&fgrp=all&fyrs=all
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سبیش ٔتغیشٞب ثٝ  آ٘ىٝ حبَسٚصا٘ٝ ثٛد  طٛست ثٝآٚسی شذ٘ذ. ٌضاس  ٔتغیش شبخض وُ  جٕغ 6ثٟبداس

 طٛست ثٝدس ٞش سٚص ٌضاس  شذ٘ذ. ثٝ ٕٞیٗ دِیُ وّیٝ اطلاػبت  شذٜ ٔؼبّٔٝتفىیه وّیٝ ٕ٘بدٞبی 

دس ٞش سٚص  شذٜ ٔؼبّٔٝسٚصا٘ٝ تجٕیغ شذ٘ذ. حجٓ ٔؼبٔلات سٚصا٘ٝ اص حبطُ جٕغ ٔؼبٔلات وّیٝ ٕ٘بدٞبی 

لیٕت   ٔحبسجٝ لیٕت پبیب٘ی، ثیشتشی ٚ وٕتشیٗ لیٕت سٚصا٘ٝ ٘یض اص ٔیبٍ٘یٗ ٔٙظٛس ثٝٔحبسجٝ ٌشدیذ. 

 دس ٞش سٚص استفبدٜ شذ. شذٜ ٔؼبّٔٝثشای ٕ٘بدٞبی  شذٜ ٌضاس 

، ٘شب اسص )دلاس(، لیٕأت طألا،   GDP: ایٗ دستٝ اص ٔتغیشٞب شبُٔ ٔتغیشٞبی یّای التصاد ضاخص

، اطلاػأبت ٘أشب تأٛسْ ٚ    7ثبشذ. اطلاػبت ٔشثٛط ثٝ ٘أشب ثٟأشٜ اص ثب٘أه ٔشوأضی     ٘شب ثٟشٜ ٚ ٘شب تٛسْ ٔی

ٞأبی   اسأتخشاا شأذ٘ذ. دادٜ   9ٚ ٘شب اسص ٚ لیٕت طألا اص ثأبصاس آصاد   8آٔبسٞبی التظبدی اص ٔشوض آٔبس ایشاٖ

GDP ٜسٚصا٘أٝ ٌأضاس     طأٛست  ثٝٞبی ٘شب اسص ٚ لیٕت طلا  سبِیب٘ٝ ٚ دادٜ طٛست ثٝ، ٘شب تٛسْ ٚ ٘شب ثٟش

ثٛد ثأٝ ٕٞأیٗ    402ٚ   401ٚ ٘شب تٛسْ ثٝ تشتیت تب پبیبٖ سبَ  GDPثشای  شذٜ ٌضاس ٞبی  شذ٘ذ. دادٜ

ٞبی تخٕیٗ دادٜ  ٞبی ٘بلض اص سٚ  تىٕیُ دادٜ ٔٙظٛس ثٝٞبی پژٚٞش،  دادٜ سبصی آٔبدٜدِیُ دس فشآیٙذ 

وٝ ٔبٞیتی پبیذاس ٚ تغییأشات آٖ دس ثّٙذٔأذت ٘سأجتبً یىٙٛاخأت اسأت،       GDPاستفبدٜ شذ. ثشای ٔتغیش 

( ٔحبسجٝ ٌشدیأذ ٚ ایأٗ   1401تب  1393ٞبی  ٔیبٍ٘یٗ ٘شب سشذ سبِیب٘ٝ دس وُ دٚسٜ صٔب٘ی ٔٛجٛد )سبَ

لأشاس ٌشفأت. ایأٗ     ٔٛسداسأتفبدٜ ( 1403ٚ  1402ٞبی فبلذ دادٜ ) ٔجٙبی ثشآٚسد ثشای سبَ ػٙٛاٖ ثٝٔمذاس 

ثبشأذ. دس   ٞأبی التظأبدی ٔأی    ٚ یجبت ٘سجی آٖ طی دٚسٜ GDPا٘تخبة ٔجتٙی ثش ٚیژٌی ثٙیبدی ٔتغیش 

ٔمبثُ، ثشای ٔتغیش ٘شب تٛسْ، ثب تٛجٝ ثأٝ ٘ٛسأب٘بت شأذیذ ٚ ٚاثسأتٍی ثأبلای آٖ ثأٝ شأشایط التظأبدی،         

ذ سأبِیب٘ٝ تأٛسْ دس سأٝ سأبَ پبیأب٘ی دٚسٜ      ٞبی اخیش، اص ٔیبٍ٘یٗ ٘شب سش سیبسی ٚ اسصی وشٛس دس سبَ

ا٘ؼىبس ثٟتش ششایط جبسی التظأبدی ٚ افأضایش    ٔٙظٛس ثٝ( استفبدٜ ٌشدیذ. ایٗ سٚیىشد 1402تب  1400)

ٞأبی   اتخبر شذ. ثذیٗ تشتیأت سأؼی شأذٜ اسأت دس تخٕأیٗ دادٜ      1403ثیٙی ٘شب تٛسْ سبَ  دلت پیش

ٔذ٘ظش لشاس ٌیشد تب خطبی ثشآٚسد حذالُ ٌأشدد. ثأب    دلت ثٝ٘بلض، ٔبٞیت آٔبسی ٚ سفتبس صٔب٘ی ٞش ٔتغیش 

سبِیب٘ٝ ٌضاس  شذ٘ذ ٔمبدیش ٞش سأبَ ثأٝ    طٛست ثٝ، ٘شب ثٟشٜ ٚ ٘شب تٛسْ GDPتٛجٝ ثٝ ایٙىٝ اطلاػبت 

 تٕبْ سٚصٞبی سبَ ٔشثٛطٝ تؼٕیٓ دادٜ شذ.

ٞأبی ثأٛسس    ٞأبی فٙأی اص دادٜ   اسأتخشاا ٚیژٌأی   ٔٙظٛس ثٝ: دس ایٗ پژٚٞش، ّای تکٌیکال ضاخص

، 11، شأبخض لأذست ٘سأجی   10ٞبی ٔتذاَٚ تحّیُ تىٙیىأبَ شأبُٔ ٔیأبٍ٘یٗ ٔتحأشن     تٟشاٖ، اص شبخض

ٞأبی   استفبدٜ شأذ. ثأبصٜ   14ٚ حجٓ تؼبدِی 13، ٔیبٍ٘یٗ دأٙٝ ٚالؼی12ٚاٌشایی ٔیبٍ٘یٗ ٔتحشن-ٍٕٞشایی

 ٞب ثٝ شش  صیش تؼییٗ ٌشدیذٜ است: صٔب٘ی ایٗ شبخض

 ٚ سفتبس سشیغ  ٔذت وٛتبٜشذ. دس ایٗ ثبصٜ ٘ٛسب٘بت سٚصٜ ٔحبسجٝ  10دس یه ثبصٜ  MA-10ٔتغیش 
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ٝ   MA-50ثب ثبصٜ حذٚد یه ٔبٜ ٔؼبٔلاتی ٔحبسجٝ شذ ٚ  MA-20. شٛد ٔیثبصاس ٔشخض   ٔٙظأٛس  ثأ

استفبدٜ شذ. ایٗ ثبصٜ ٘ٛسب٘بت ٔٛلتی سا فیّتأش وأشدٜ ٚ سٚ٘أذٞبی پبیأذاستش سا      ٔذت ٔیبٖتحّیُ سٚ٘ذٞبی 

 وٙذ. ٔشخض ٔی

، ٔمأذاس اسأتب٘ذاسد ٚ   RSIسٚص ثأشای ٔحبسأجٝ    14(: ثأبصٜ  RSI-14سٚصٜ ) 14شبخض لأذست ٘سأجی   

وٛتبٜ ٞست وٝ  ای ا٘ذاصٜ ثٝایٗ ثبصٜ  ثبشذ. ، ٔیJ. Welles Wilderشذٜ تٛسط خبِك ایٗ شبخض،  تٛطیٝ

طٛلا٘ی ٞست وٝ ٘ٛیضٞبی تظبدفی وبٞش یبثذ  ای ا٘ذاصٜ ثٝ حبَ دسػیٗٚ  ٘ٛسب٘بت سشیغ ثبصاس سا یجت وٙذ

 (.1978ٚیّذس، )

MACD (1222629:)  ٝپبسأتشٞبی استب٘ذاسد ٔحبسجMACD  12، یؼٙی ٔیبٍ٘یٗ ٔتحشن ٕ٘أبیی  ٚ

ایٗ پبسأتشٞأب   شٛ٘ذ. ٞبی تىٙیىبَ استفبدٜ ٔی ٌستشدٜ دس تحّیُ طٛس ثٝسٚصٜ،  9سٚصٜ ٚ خط سیٍٙبَ  26

وأٝ تؼأبدِی ٔٙبسأت ٔیأبٖ      شأذٜ  ایجأبت ٚ  ا٘أذ  شأذٜ  ٔؼشفأی ، طشا  ایٗ شبخض، Gerald Appelتٛسط 

 (.1985اپُ،وٙٙذ ) حسبسیت ثٝ تغییشات ثبصاس ٚ پبیذاس ثٛدٖ سٚ٘ذٞب ایجبد ٔی

ATR-14 ٝٔشأأبث :RSI ٝٔحبسأأج ،ATR  سٚص یىأأی اص اسأأتب٘ذاسدٞبی اِٚیأأٝ تحّیأأُ  14ثأأش ٔجٙأأبی

 ATR-14اسأت.   شذٜ پزیشفتٝٚ دس اوثش ٔٙبثغ ٔؼتجش ٔبِی  شذٜ ٔؼشفی 15تىٙیىبَ است وٝ تٛسط ٚیّذس

َ  شٛد ٔیٔٛجت  ثیٙأی وٕأی شأٛ٘ذ     ٞأبی پأیش   ٘ٛسب٘بت لیٕتی ثٝ شىّی ٔتؼبدَ ٚ لبثُ اتىب ثشای ٔأذ

 (.1978ٚیّذس، )

 هتغیزّای ٍابستِ:  

  سأٟبْ، تظإٔیٕبت   ، تٕبیأُ ثأٝ ٍٟ٘أذاسی یأب فأشٚ     خشیأذٚفشٚ  دس ایٗ ٔطبِؼٝ ٔتغیشٞبی حجأٓ  

(، تغییشات لیٕت سٟبْ ٔذت وٛتبٜیب  ثّٙذٔذتٌزاسی )ٚسٚد یب خشٚا اص ثبصاس(، اٍِٛٞبی ٔؼبٔلاتی ) سشٔبیٝ

ٔتغیش ٚاثستٝ دس ٘ظش ٌشفتٝ شذ. دس ادأٝ ٔتغیشٞبی ٔأزوٛس شأش     ػٙٛاٖ ثٌٝزاسی  ٚ ثبصدٞی وُ سشٔبیٝ

 شٛ٘ذ: دادٜ ٔی

  دیٍأش  ػجبست ثٝوٙذ سفتبس ثبصاس سا ثٟتش تحّیُ وٙیٓ  : تحّیُ ایٗ ٔتغیش وٕه ٔیخزیدٍفزٍشحجن 

ٝ  وٓ شذٖافضایش حجٓ ثٝ ٔؼٙبی ٚسٚد سشٔبیٝ جذیذ یب افضایش تمبضب ٚ وبٞش حجٓ ثٝ ٔؼٙبی  ی  ػلالأ

 ثبشذ. ٌشاٖ یب افضایش ػشضٝ ٔی ٔؼبّٔٝ

ٝ لیٕت سٟبْ دس ٘ظش ٌشفتأٝ شأذ   ثشسسی تغییشات سٚصا٘ ٔٙظٛس ثٝ: ایٗ ٔتغیش تغییزات لیوت سْام

دٞأذ. ایأٗ ٔتغیأش ثیأبٍ٘ش سفتأبس ٘ٛسأب٘ی        وٝ اختلا  لیٕت پبیب٘ی ٞش سٚص ٘سجت ثٝ سٚص لجُ سا ٘شبٖ ٔی

 لیٕت دس ثبصاس است.
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: ثشای سٙجش ثأبصدٜ وأُ، اثتأذا لیٕأت پبیأب٘ی سٚص ٌزشأتٝ اص طشیأك        گذاری سزهایِباسدّی کل 

دسطأذ   طأٛست  ثٝلیٕت سٚصا٘ٝ ٔحبسجٝ شذ. سپ  ثبصدٜ وُ  اختلا  ثیٗ لیٕت پبیب٘ی أشٚص ٚ تغییشات

 تغییش لیٕت پبیب٘ی ٘سجت ثٝ سٚص ٌزشتٝ اص طشیك فشَٔٛ یه ٔحبسجٝ شذ:

ثبصدٞی وُ  (
لیٕت پبیب٘ی لیٕت پبیب٘ی سٚص ٌزشتٝ 

لیٕت پبیب٘ی سٚص ٌزشتٝ
)                             

 دٞذ. دس ٞش سٚص اسائٝ ٔیٌزاسی  ایٗ شبخض ٔؼیبسی اص سٛد یب صیبٖ ٘سجی سشٔبیٝ

ٞأب، اص   ٌزاساٖ ثٝ ٍٟ٘ذاسی یب فشٚ  داسایی : ثشای تؼییٗ تٕبیُ سشٔبیٝتوایل بِ ًگْداری یا فزٍش

 ثبصدٜ وُ ٚ حجٓ ٔؼبٔلات استفبدٜ شذ. ٔؼیبس ثٝ شش  صیش تؼشیا شذ:

ع ثش ایأٗ  ی وُ حجٓ ٔؼبٔلات ثبشذ، فش اٌش ثبصدٜ سٚصا٘ٝ ٔثجت ثبشذ ٚ حجٓ ٔؼبٔلات وٕتش اص ٔیب٘ٝ

ٞبی خٛد داس٘ذ. دس غیش ایٗ طٛست، تٕبیأُ ثأٝ فأشٚ      ٌزاساٖ تٕبیُ ثٝ ٍٟ٘ذاسی داسایی است وٝ سشٔبیٝ

 ٞب فشع شذٜ است. داسایی

: ثب ثشسسی تغییشات حجٓ ٔؼبٔلات ثیٗ دٚ سٚص گذاری )ٍرٍد یا خزٍج اس باسار( تصویوات سزهایِ

 ی شذ: ثٙذ ٌزاساٖ ثٝ شش  صیش طجمٝ ٔتٛاِی، سفتبس سشٔبیٝ

ٌزاساٖ جذیذ ثٝ  ی ٚسٚد سشٔبیٝ دٞٙذٜ ثبشذ، ٘شبٖ یبفتٝ افضایشاٌش حجٓ ٔؼبٔلات ٘سجت ثٝ سٚص لجُ 

 ٌزاساٖ اص ثبصاس فشع ٌشفتٝ شذ.  ثبصاس است، دس غیش ایٗ طٛست، خشٚا سشٔبیٝ

: ثشای تؼییٗ ٘ٛع اٍِٛٞبی ٔؼبٔلاتی، ٘ٛسب٘بت لیٕت (هدت کَتاُیا  بلٌدهدتالگَّای هؼاهلاتی )

لشاس ٌشفت. اٌش تغییشات لیٕت فشاتش اص یه ا٘حشا  ٔؼیأبس ثبشأذ ٚ حجأٓ     ٔٛسداستفبدٜٚ حجٓ ٔؼبٔلات 

ٔذت فؼبِیأت ثیشأتشی داس٘أذ، دس     ٌشاٖ وٛتبٜ ی حجٓ ثبشذ، فشع شذ ٔؼبّٔٝ ٔؼبٔلات ٘یض ثیشتش اص ٔیب٘ٝ

 است. شذٜ ٌشفتٌٝزاساٖ ثّٙذٔذت فشع  غیش ایٗ طٛست، سفتبس سشٔبیٝ

 رٍش تحلیل: 

ٌزاساٖ فأشدی اص   ثیٙی سفتبس سشٔبیٝ ٚ پیش سبصی ٔذَ ٔٙظٛس ثٝٞبی ٔٛسد ٘یبص  دادٜ سبصی آٔبدٜپ  اص 

دسطأذ   70 سبصی ٔذَ ٔٙظٛس ثٝاستفبدٜ شذ.  ANN ،RNN ،DNN  ٚLSTMچٟبس ٔذَ شجىٝ ػظجی 

( ثأشای  1401ٞب ) دسطذ دادٜ 10ٞبی آٔٛص  ٔذَ،  دادٜ ػٙٛاٖ ثٝ( 1400تب پبیبٖ  1393ٞب )اص سبَ  دادٜ

ثیٙأی دس ٘ظأش ٌشفتأٝ     ( ثشای پأیش 1403تب پبیبٖ  1402ٞب )اص سبَ  دسطذ دادٜ 20اػتجبسسٙجی ٔذَ ٚ 

ٌزاسی ٚ تغییشات لیٕت سأٟبْ ثأب تٛجأٝ ثأٝ      ، ثبصدٞی وُ سشٔبیٝخشیذٚفشٚ شذ. دس ٔتغیشٞبی حجٓ 

دس ٔتغیشٞأبی   ؛ ٚثشای اػتجبسسٙجی ٔذَ استفبدٜ شذ MSE  ٚMAEٞب اص ٔؼیبسٞبی  پیٛستٝ ثٛدٖ دادٜ



 1404 سهستاى/ 65/ ضوارُ 16اٍراق بْادار/ دٍرُ فصلٌاهِ هٌْدسی هالی ٍ هدیزیت 

  124  
  

ٞب  ٌزاسی ٚ تٕبیُ ثٝ ٍٟ٘ذاسی یب فشٚ  سٟبْ ثب تٛجٝ ثٝ ایٙىٝ دادٜ اٍِٛٞبی ٔؼبٔلاتی، تظٕیٕبت سشٔبیٝ

ٝ  Accuracyثبشأٙذ، ٔؼیأبس    ( ٔی1ٚ  0ثٙذی ) ولاسٝ اػتجبسسأٙجی ٔأذَ دس ٘ظشٌشفتأٝ شأذ.       ٔٙظأٛس  ثأ

ٖ  ٞبی ػظجی، سبختبس شجىٝ ٖ    ٞأب ٚ ٘أشب    شبُٔ تؼذاد ٘أٛسٚ ٞأب، ػٕأذتبً اص طشیأك     حأز  تظأبدفی ٘أٛسٚ

تؼیأیٗ   16سٚیىشدٞبی تجشثی، ٔجتٙی ثش لٛاػذ سایأج دس یأبدٌیشی ػٕیأك ٚ فشآیٙأذ تٙظأیٓ ٞیپشأتشٞأب      

 .. دس ایٗ پژٚٞش ٘یض سبختبس ٟ٘بیی ٞش ٔذَ پ  اص اسصیبثی چٙذیٗ سبختبس ٔختّا ا٘تخبة شأذ شٛد ٔی

جضئیأبت   6تأب   1ٞأبی   دس جذَٚ دس ادأٝ پبیتٖٛ ا٘جبْ شذ. افضاس ٘شْثب استفبدٜ اص  بصیس ٔذَوّیٝ ٔشاحُ 

 :است شذٜ دادٜثٝ تفىیه ٔتغیش شش   سبصی ٔذَ

 خزیدٍفزٍشساختار هدل ضبکِ ػصبی هصٌَػی بزای هتغیز حجن  -1جدٍل 

Table 1- Artificial Neural Network Model Structure for the Variable of Trading Volume 

LSTM RNN DNN ANN  

 تؼذاد لایٝ ٔخفی 2 3 1 1

64 50 32 64 128 3264 ٖٚٞب دس ٞش لایٝ تؼذاد ٘ٛس 

 سبختبس ٚسٚدی ٚیژٌی 10 ٚیژٌی 10 ٚیژٌی 9ٌبْ صٔب٘ی،  1ٞب،  ٕ٘ٛ٘ٝ ٚیژٌی 9ٌبْ صٔب٘ی،  1ٞب،  ٕ٘ٛ٘ٝ

 سبختبس خشٚجی خشٚجی ػذدی 1 خشٚجی ػذدی 1 خشٚجی ػذدی 1 خشٚجی ػذدی 1

tanh tanh ReLU ReLU  ٞبی پٟٙبٖ لایٝ سبصی فؼبَتبثغ 

 لایٝ خشٚجی سبصی فؼبَتبثغ  خطی خطی خطی خطی

MSE MSE MSE MSE ٝٙتبثغ ٞضی 

 (dropout)ٞب  حز  تظبدفی ٘ٛسٖٚ RNN 2/0 ،3/0 ،3/0 3/0 ،2/0ثؼذ اص لایٝ  LSTM 3/0ثؼذ اص لایٝ  3/0

 دٚسٜ 100 100 100 100

 دستٝ 32 32 32 32

 پژٚٞشٍش یٞب بفتٝیٔٙجغ: 

ٞبی خشٚجی ثٝ سإٔت ٚسٚدی،   ٞب اص لایٝ ، افضایش تذسیجی تؼذاد ٘ٛسANN  ٚDNNٖٚٞبی  دس ٔذَ

ٝ است.  شذٜ ا٘جبْٞب  ثب ٞذ  افضایش ظشفیت ٔذَ ثشای دسن سٚاثط غیشخطی ثیٗ ٚیژٌی ٖ  ثأ َ  ػٙأٛا ، ٔثأب

وٙأذ. ایأٗ سأبختبس پّىأب٘ی وٕأه       ٘ٛسٖٚ استفبدٜ ٔأی  32ٚ  64، 128اص سٝ لایٝ پٟٙبٖ ثب  DNNٔذَ 

وٝ ثبػأ    تش شٛ٘ذ ٚ دس ٔشاحُ ثؼذی فششدٜ شذٜ پشداص ٌستشدٜ  طٛست ثٝوٙذ وٝ اطلاػبت دس اثتذا  ٔی

 .شٛد ٔیافضایش دلت دس ٔسبئُ سٌشسیٛ٘ی 

َ     ثشداسی ثٝ وبس طٛست ثٝٞب  دادٜ ANN  ٚDNNٞبی  دس ٔذَ ٚ RNNٞأبی   ٌشفتأٝ شأذ. ثأشای ٔأذ

LSTM ٜای ثب یه ٌبْ صٔب٘ی ٚاسد شذ٘ذ )فشٔأت   د٘جبِٝ طٛست ثٝٞب  داد ٝ َ   ثؼأذی  سأ ٞأب   (، صیأشا ایأٗ ٔأذ
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دس ٘ظأش   32ٚ ا٘ذاصٜ دستٝ ثشاثش  100ٞب تؼذاد دٚسٜ  ٞبی صٔب٘ی سا داس٘ذ. دس ٕٞٝ ٔذَ لبثّیت تحّیُ سشی

 دلت ٔذَ ثشلشاس شٛد. ٌشفتٝ شذ تب تؼبدَ ٔٙبسجی ثیٗ سشػت آٔٛص  ٚ 

ثٝ  ReLU ٞبی پٟٙبٖ استفبدٜ شذ.  دس لایٝ ReLU سبصی فؼبَ، اص تبثغ ANN  ٚDNNٞبی دس ٔذَ

تأشیٗ تٛاثأغ دس    ٞأب یىأی اص سایأج    دِیُ وبسایی ٔحبسجبتی ثبلا ٚ جٌّٛیشی اص ٔشىُ ٘بپذیذ شذٖ ٌشادیبٖ

اسأتفبدٜ شأذ وأٝ     tanh سبصی فؼبَ، تبثغ RNN  ٚLSTMٞبی  ٞبی یبدٌیشی ػٕیك است. دس ٔذَ ٔذَ

دٞأذ ٚ دس   > خشٚجأی ٔأی  -21 1ٞبی تشتیجأی ٚ صٔأب٘ی اسأت. ایأٗ تأبثغ دس ثأبصٜ =       ٔٙبست پشداص  دادٜ

چأٖٛ ٔأذَ سٌشسأیٛ٘ی اسأت      .شٛد ٔیٞبی طٛلا٘ی  ٞبی ثبصٌشتی ثبػ  پبیذاسی سفتبس دس ص٘جیشٜ شجىٝ

خطی ثأشای خشٚجأی    سبصی فؼبَ است(، تبثغ خشیذٚفشٚ )خشٚجی ٔذَ یه ٔمذاس پیٛستٝ ثشای حجٓ 

 ا٘تخبة شذ تب ٔذَ ثتٛا٘ذ ٔمبدیش ٚالؼی سا ثذٖٚ ٔحذٚدیت دأٙٝ ثبصتِٛیذ وٙذ.  

ػٙٛاٖ تبثغ ٞضیٙٝ اسأتفبدٜ شأذ، چأشا وأٝ ثأشای ٔسأبئُ سٌشسأیٛ٘ی         ثٝ  MSEٞب،  ثشای تٕبٔی ٔذَ

وٙأذ ٚ   ؼأی وٕیٙأٝ ٔأی   تشیٗ ٔؼیبس است. ایٗ تبثغ خطبی ٔذَ سا ٘سجت ثٝ ٔمبدیش ٚال تشیٗ ٚ ٔٙبست سایج

ثأشاص    ثشای جّأٌٛیشی اص ثأیش    Dropoutٞب اص تىٙیه  دس تٕبْ ٔذَ .حسبس ثٝ خطبٞبی ثضسي است

 َ  ٪30تأب   ٪20ثأیٗ   dropoutپأ  اص ٞأش لایأٝ ٔخفأی اص      ANN  ٚDNNٞأبی   استفبدٜ شذ. دس ٔأذ

 ثأٝ وأبس  فمط پ  اص لایٝ ثبصٌشتی ایأٗ تىٙیأه    RNN  ٚLSTMٞبی  دس ٔذَ وٝ دسحبِیاستفبدٜ شذ، 

 ٞبی صیبدی ٞٓ ٘ذاسد. ٚ لایٝ شٛد ٔیثشاص   ٌشفتٝ شذ، چٖٛ سبختبس ثبصٌشتی خٛد ٔٛجت وبٞش ثیش

 ساختار هدل ضبکِ ػصبی هصٌَػی بزای هتغیز تغییزات لیوت سْام -2جدٍل 

Table 2- Artificial Neural Network Model Structure for the Variable of Stock Price Changes 
LSTM RNN DNN ANN  

 تؼذاد لایٝ ٔخفی 2 3 1 1

50 50 32 64 128 32 64 ٖٚٞب دس ٞش لایٝ تؼذاد ٘ٛس 

 سبختبس ٚسٚدی ٚیژٌی 10 ٚیژٌی 10 ٚیژٌی 9ٌبْ صٔب٘ی،  1ٞب،  ٕ٘ٛ٘ٝ ٚیژٌی 9ٌبْ صٔب٘ی،  1ٞب،  ٕ٘ٛ٘ٝ

 سبختبس خشٚجی خشٚجی ػذدی 1 خشٚجی ػذدی 1 خشٚجی ػذدی 1 خشٚجی ػذدی 1

tanh tanh ReLU ReLU  ٞبی پٟٙبٖ لایٝ سبصی فؼبَتبثغ 

 لایٝ خشٚجی سبصی فؼبَتبثغ  خطی خطی خطی خطی

MSE MSE MSE MSE ٝٙتبثغ ٞضی 

 dropout ٘ذاسد 2/0، 2/0 3/0 3/0

 دٚسٜ 100 100 100 100

 دستٝ 32 32 32 32

 پژٚٞشٍش یٞب بفتٝیٔٙجغ: 
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اسأت. دِیأُ آٖ،    شأذٜ  اسأتفبدٜ ٘ٛسٖٚ  50، تٟٙب یه لایٝ ثبصٌشتی ثب RNN  ٚLSTMٞبی  دس ٔذَ

ٞب فمط داسای  ٚیژٜ وٝ دادٜ ثشاص   است، ثٝ حفظ تؼبدَ ٔیبٖ دلت ٚ پیچیذٌی ٔذَ ٚ جٌّٛیشی اص ثیش

 یه ٌبْ صٔب٘ی ٞستٙذ ٚ ػٕك صٔب٘ی صیبدی ٘یبص ٘ذاس٘ذ.

ثشاص  وأبٞش یبثأذ.    ٔجٟض شذ٘ذ تب احتٕبَ ثیش  dropout 2/0 لایٝ اثتذایی ثب، دٚ DNNدس ٔذَ 

ثؼذ اص لایٝ اطّی دس ٘ظش ٌشفتٝ شأذ.   3/0ثب ٘شب  dropout، یه RNN  ٚLSTMٞبی ٕٞچٙیٗ دس ٔذَ

ٞبی ثبصٌشتی وٝ اغّت ظشفیت صیبدی ثشای حفأظ اٍِٛٞأب داس٘أذ، اسأتفبدٜ اص حأز  تظأبدفی        دس شجىٝ

 .پزیشی ضشٚسی است ظ تؼٕیٓٞب ثشای حف ٘ٛسٖٚ

 گذاری ساختار هدل ضبکِ ػصبی بزای هتغیز باسدّی کل سزهایِ -3جدٍل 

Table 3- Artificial Neural Network Model Structure for the Variable of Total Investment Return 

LSTM RNN DNN ANN  

 تؼذاد لایٝ ٔخفی 2 3 1+1 1+1

32+64 32 +64 64  128  256 64 128 ٖٚٞب دس ٞش لایٝ تؼذاد ٘ٛس 

 سبختبس ٚسٚدی ٚیژٌی 17 ٚیژٌی 17 ٚیژٌی 17ٌبْ صٔب٘ی،  1ٞب،  ٕ٘ٛ٘ٝ ٚیژٌی 17ٌبْ صٔب٘ی،  1ٞب،  ٕ٘ٛ٘ٝ

 سبختبس خشٚجی خشٚجی 1 خشٚجی 1 خشٚجی 1 خشٚجی 1

tanh (RNN), ReLU )َچٍب( tanh (RNN), ReLU )َچٍب( ReLU ReLU  ٞبی پٟٙبٖ لایٝ سبصی فؼبَتبثغ 

 لایٝ خشٚجی سبصی فؼبَتبثغ  خطی خطی خطی خطی

MSE MSE MSE MSE ٝٙتبثغ ٞضی 

3/0 3/0 3/0 ،4/0 3/0 dropout 

 دٚسٜ 100 100 100 100

 دستٝ 32 32 32 32

 پژٚٞشٍش یٞب بفتٝیٔٙجغ: 

( استفبدٜ شذ تب ظشفیأت  64ٚ  128ٞبی ٘سجتبً صیبد ) ، اص دٚ لایٝ پٟٙبٖ ثب تؼذاد ٘ٛسANNٖٚدس ٔذَ 

ثأب افأضایش ػٕأك     DNNٞبی ٚسٚدی افضایش یبثأذ. ٔأذَ    ی ٔیبٖ ٚیژٌی ٔذَ ثشای دسن سٚاثط پیچیذٜ

ٞبی سأطح ثأبلا ٚ وأبٞش خطأبی      ٘ٛسٖٚ( ثٝ د٘جبَ استخشاا ٚیژٌی 64ٚ  128، 256شجىٝ )سٝ لایٝ ثب 

َ ت. ٞبی پیچیذٜ اسأ  س دادٜٔذَ د ٞأبی تشتیجأی ٚ    وأٝ ثأشای پأشداص  دادٜ    RNN  ٚLSTMٞأبی   ٔأذ

، سپ  اص یأه لایأٝ چٍأبَ    شذ٘ذ٘ٛسٖٚ آغبص  64ا٘ذ، اص یه لایٝ ثبصٌشتی ثب  ٞبی صٔب٘ی ٔٙبست ٚاثستٍی

 .شذ٘ٛسٖٚ ثشای پشداص  غیشخطی استفبدٜ  32ثب 
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ٞأبی چٍأبَ    ی ٔذَ استفبدٜ شذ ٚ دس لایٝاطّ ٞبی دس لایٝ tanh تبثغ RNN  ٚLSTMٞبی  دس ٔذَ

ٝ   ٞب، تبثغ خطی اسأتفبدٜ شأذ. ثأشای جّأٌٛیشی اص ثأیش       ٚ دس خشٚجی ReLU ثؼذی  ٞأبی  ثأشاص ، لایأ

Dropout  ٞب اضبفٝ شذ ٞب دس ٕٞٝ ٔذَ ثؼذ اص ثشخی لایٝ ٪40تب  ٪30ثب ٘شب. 

 توایل بِ ًگْداری یا فزٍشساختار هدل ضبکِ ػصبی بزای هتغیز  -4جدٍل 

Table 4- Artificial Neural Network Model Structure for the Variable of Holding or Selling Tendency 

LSTM RNN ِDNN ANN  

 تؼذاد لایٝ ٔخفی 2 3 1+1 1+1

32+64 32 +64 32 64 128 32 64 ٖٚٞب دس ٞش لایٝ تؼذاد ٘ٛس 

 سبختبس ٚسٚدی ٚیژٌی 15 ٚیژٌی 15 ٚیژٌی 15ٌبْ صٔب٘ی،  1ٞب،  ٕ٘ٛ٘ٝ ٚیژٌی 15ٌبْ صٔب٘ی،  1ٞب،  ٕ٘ٛ٘ٝ

 سبختبس خشٚجی خشٚجی 1 خشٚجی 1 خشٚجی 1 خشٚجی 1

tanh + ReLU tanh + ReLU ReLU RELU  ٞبی پٟٙبٖ لایٝ سبصی فؼبَتبثغ 

sigmoid sigmoid sigmoid sigmoid  لایٝ خشٚجی سبصی فؼبَتبثغ 

Binary Crossentrop Binary Crossentrop Binary Crossentrop Binary Crossentrop ٝٙتبثغ ٞضی 

 dropout ٘ذاسد 3/0 3/0 3/0

 دٚسٜ 100 100 100 100

 دستٝ 32 32 32 32

 پژٚٞشٍش یٞب بفتٝیٔٙجغ: 

ا٘تخأبة   sigmoidخشٚجأی   سأبصی  فؼبَثبشذ تبثغ  ثب تٛجٝ ثٝ ایٙىٝ ایٗ ٔتغیش یه ٔتغیش ثبیٙشی ٔی

      َ  Binary Crossentropٞأب تأبثغ    شذ، صیشا خشٚجی ٔذَ ثبیذ ثأیٗ طأفش ٚ یأه ثبشأذ.  دس تٕأبْ ٔأذ

ثبشذ. ایٗ تبثغ اختلا   تشیٗ ا٘تخبة ثشای ٔسبئُ ثبیٙشی ٔی تبثغ ٞضیٙٝ ا٘تخبة شذ، صیشا ٔٙبست ػٙٛاٖ ثٝ

 .وٙذ ٌیشی ٔی ا٘ذاصٜ خٛثی ثٝٚ ثشچست ٚالؼی سا  شذٜ ثیٙی پیشٔیبٖ احتٕبَ 
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 گذاری هتغیز تصویوات سزهایِ بزای ساختار هدل ضبکِ ػصبی -5جدٍل 

Table 5- Artificial Neural Network Model Structure for the Variable of Investment Decisions 

LSTM RNN DNN ANN  

 تؼذاد لایٝ ٔخفی 2 2 1+  1 2

64 128 32 +64 64 128 32 64 ٖٚٞب دس ٞش لایٝ تؼذاد ٘ٛس 

 سبختبس ٚسٚدی ٚیژٌی 15 ٚیژٌی 15 10ٚیژٌی،  15 ٚیژٌی 15

 سبختبس خشٚجی خشٚجی 1 خشٚجی 1 خشٚجی 1 خشٚجی 1

ReLU tanh + ReLU ReLU ReLU  ٞبی پٟٙبٖ لایٝ سبصی فؼبَتبثغ 

sigmoid sigmoid sigmoid sigmoid  لایٝ خشٚجی سبصی فؼبَتبثغ 

Binary Crossentrop Binary Crossentrop Binary Crossentrop Binary Crossentrop ٝٙتبثغ ٞضی 

2/0 3/0 3/0 3/0 dropout 

 دٚسٜ 100 100 100 150

 دستٝ 32 32 32 32

 پژٚٞشٍش یٞب بفتٝیٔٙجغ: 

ثیٙأی سٚص   ای تؼشیا شذ. ثٝ ایٗ ٔؼٙی وأٝ ٔأذَ ثأشای پأیش     د٘جبِٝ طٛست ثٝٚسٚدی  RNNدس ٔذَ 

ٝ تؼأذاد دٚسٜ   LSTMوٙأذ. دس ٔأذَ    سٚص ٔتٛاِی دسیبفت ٔأی  10ای اص  یبصدٞٓ د٘جبِٝ آٔأٛص    ٔٙظأٛس  ثأ

 افضایش یبفت. 150ثٝ  دٚسٜتش ٚ وبٞش پیٛستٝ  دلیك

 هتغیز الگَی هؼاهلاتیساختار هدل ضبکِ ػصبی هصٌَػی بزای  -6جدٍل 

Table 6- Artificial Neural Network Model Structure for the Variable of Trading Pattern 
LSTM RNN DNN ANN  

 تؼذاد لایٝ ٔخفی 2 3 1 1

 ٞب دس ٞش لایٝ تؼذاد ٘ٛسٖٚ  32  64 16  32 16 32 لایٝ 2×  64

 سبختبس ٚسٚدی ٚیژٌی 8 ٚیژٌی 8 (1ٚ8تٛاِی ته ٌبٔی ) (1ٚ8تٛاِی ته ٌبٔی )

 سبختبس خشٚجی خشٚجی 1 خشٚجی 1 خشٚجی 1 خشٚجی 1

tanh tanh ReLU ReLU  ٞبی پٟٙبٖ لایٝ سبصی فؼبَتبثغ 

sigmoid sigmoid sigmoid  ٖٚخطی ثذsigmoid  لایٝ خشٚجی سبصی فؼبَتبثغ 

BCELoss BCELoss BCELoss BCEWithLogitsLoss ٝٙتبثغ ٞضی 

 dropout ٘ذاسد ٘ذاسد ٘ذاسد ٘ذاسد

 دٚسٜ 100 100 100 100

Full_batch Full_batch دستٝ ٘ذاسد ٘ذاسد 

 پژٚٞشٍش یٞب بفتٝیٔٙجغ: 
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ٞبی صٔب٘ی پیچیذٜ ٞستٙذ وٝ دس طأَٛ   ٞبی پٟٙبٖ ٚ ٚاثستٍی اٍِٛٞبی ٔؼبٔلاتی اغّت داسای ٚیژٌی

َ ثأٝ ٕٞأیٗ دِیأُ ثأشای      .وٙٙذ ٞبی صٔب٘ی وٛتبٜ یب ثّٙذ ثشٚص ٔی ثبصٜ  LSTMایأٗ ٔتغیأش اص    سأبصی  ٔأذ

ٞأب داسد.   تش ثیٗ دادٜ ٞبی صٔب٘ی ػٕیك استفبدٜ شذ صیشا ظشفیت ثیشتشی ثشای یبدٌیشی ٚاثستٍی چٙذلایٝ

چٙذلایٝ، ٘یأبص ثأٝ اػٕأبَ     LSTM تش ٔب٘ٙذ ٞبی ثبصٌشتی پیچیذٜ اص طشفی ثب تٛجٝ ثٝ ایٙىٝ طشاحی ٔذَ

ٞبی پٟٙبٖ داسد،  ٚ ٘حٜٛ ٔذیشیت حبِت ٞب ٔٙذ ٚسٚدی ٞب، سبختبس صٔبٖ ٖ دادٜتش ثش سٚی جشیب وٙتشَ دلیك

سبصی ٔذَ ثأٝ وأبس ٌشفتأٝ شأذ.      ثشای پیبدٜ PyTorchٔتغیشٞبی پیشیٗ ٔحیط  ثشخلا دس ایٗ ٔتغیش 

َ      PyTorchاستفبدٜ اص ٔحیط ٞأبی سفبسشأی ٚ ٔأذیشیت     ثٝ دِیُ اسائٝ ا٘ؼطأب  ثیشأتش دس تؼشیأا ٔأذ

 .تش اسصیبثی شذ ٚ تٛاثغ اص ٘ظش فٙی ٔٙبستٞب  تش لایٝ طشیح

  BCEWithLogitsLoss تأبثغ  ثب سبختبس سبدٜ ثٝ وبس ٌشفتٝ شذ، صیشا اص ANNدس ایٗ ٔتغیش، ٔذَ 

 ثبشذ. ٔی sigmoid سبصی فؼبَداخّی شبُٔ تبثغ  طٛست ثٝتبثغ ٞضیٙٝ استفبدٜ شذ. ایٗ تبثغ  ػٙٛاٖ ثٝ

 ّا: یافتِ

 :خزیدٍفزٍشحجن 

ثأٝ   خشیأذٚفشٚ  ٞبی شجىٝ ػظجی ٔظٙٛػی ثشای ٔتغیش حجٓ  ٘تبیج حبطُ اص ثشسسی ػّٕىشد ٔذَ

 ثبشذ: ٔی 7شش  جذَٚ 

 خزیدٍفزٍشهتغیز حجن  ساسی هدلًتایج -7جدٍل 

Table 7- Modeling Results for the Variable of Trading Volume 

MAE MSE َٔذ 

1021/0 0188/0 ANN 

1023/0 01878/0 DNN 

0398/0 0048/0 RNN 

0388/0 0045/0 LSTM 

 پژٚٞشٍش یٞب بفتٝیٔٙجغ: 

ٝ  RNNٞبی ثبصٌشتی ) ٞبی ٔجتٙی ثش شجىٝ دٞذ وٝ ٔذَ ٞب ٘شبٖ ٔی ٔمبیسٝ ػّٕىشد ٔذَ ٚیأژٜ   ٚ ثأ

LSTMَٞبی ٔجتٙی ثش شجىٝ ( ػّٕىشد ثسیبس ثٟتشی ٘سجت ثٝ ٔذ  ( ُٞبی وبٔلاً ٔتظأANN  ٚDNN )

دٞأذ وأٝ    ٘شبٖ ٔی RNN  ٚLSTMٞبی  دس ٔذَ MSE  ٚMAEتٛجٝ دس ٔمذاس  ا٘ذ. وبٞش لبثُ داشتٝ

« خشیأذٚفشٚ  حجأٓ  »ٞبی ٔشثٛط ثأٝ   ٞبی صٔب٘ی دادٜ ٞب تٛا٘بیی ثبلاتشی دس یبدٌیشی ٚاثستٍی ایٗ ٔذَ

 0388/0ثشاثش ثأب   MAEٚ  0045/0ثشاثش ثب  MSEثب ٔمذاس  LSTMٞب، ٔذَ  داس٘ذ. دس ٔیبٖ تٕبٔی ٔذَ
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ُ  LSTMوٕتشیٗ ٔیضاٖ خطب سا اص خٛد ٘شبٖ داد. ایٗ ٔٛضٛع ثیبٍ٘ش آٖ است وٝ ٔذَ  داشأتٗ   ثٝ دِیأ

ٞأبی حجٕأی ثأبصاس ثأٛدٜ ٚ      حبفظٝ ثّٙذٔذت لبدس ثٝ دسن ثٟتش سٚ٘ذٞبی صٔب٘ی ٚ اٍِٛٞبی ٟ٘فتٝ دس دادٜ

تأش   ػّٕىشد ٘سجتبً ضؼیا ثیٙی وٙذ. اص سٛی دیٍش، تش پیش تٛا٘ذ تظٕیٕبت ٔؼبٔلاتی سا دلیك ٔی دس٘تیجٝ

دٞأذ وأٝ    ( ٘شأبٖ ٔأی  10/0ثأبلای   MAEٚ  0188/0دس حأذٚد   MSE)ثأب   ANN  ٚDNNٞأبی   ٔذَ

، خشیذٚفشٚ داس ٘ظیش حجٓ  ٞبی ثذٖٚ ٔىب٘یضْ حبفظٝ صٔب٘ی دس تحّیُ ٔتغیشٞبیی ثب ٔبٞیت د٘جبِٝ ٔذَ

بی ٔؼبٔلاتی ٔشتجط ثب حجٓ، ثیٙی سفتبسٞ تٛاٖ ٘تیجٝ ٌشفت وٝ دس پیش ثٙبثشایٗ، ٔی؛ دلت وٕتشی داس٘ذ

 . شٛد ٔیتٛطیٝ  LSTMٞبی ثبصٌشتی ٔب٘ٙذ  استفبدٜ اص ٔذَ

 تغییزات لیوت سْام:

ٞبی شجىٝ ػظجی ٔظٙٛػی ثشای ٔتغیش تغییشات لیٕت سٟبْ ثٝ  ٘تبیج حبطُ اص ثشسسی ػّٕىشد ٔذَ

 ثبشذ: ٔی 8شش  جذَٚ 

 هتغیز تغییزات لیوت سْام ساسی هدلًتایج  -8جدٍل 

Table 8- Modeling Results for the Variable of Stock Price Changes 

MAE MSE َٔذ 

006/0 000147/0 ANN 

0056/0 0001239/0 DNN 

0049/0 0001322/0 RNN 

0052/0 0001202/0 LSTM 

 پژٚٞشٍش یٞب بفتٝیٔٙجغ: 

ثیٙأی   ٞأب ػّٕىأشد ٘سأجتبً خأٛثی دس پأیش      تٛاٖ ٔشبٞذٜ وشد وٝ تٕبْ ٔذَ ثش اسبس جذَٚ فٛق، ٔی

ٞأب   ثشای تٕبْ ٔذَ MSE  ٚMAEا٘ذ، چشاوٝ ٔمبدیش  اٍِٛٞبی ٔؼبٔلاتی ٔجتٙی ثش تغییشات لیٕت داشتٝ

ٚ  0001202/0ثشاثأش ثأب    MSEثب ٔمأذاس   LSTMدس سطح ثسیبس پبییٙی لشاس داس٘ذ. دس ایٗ ٔیبٖ، ٔذَ 

MAE  تشیٗ سطح خطب سا ثٝ خٛد اختظبص دادٜ است وٝ ثیبٍ٘ش دلت ثبلای ایأٗ   پبییٗ 0052/0ثشاثش ثب

وٕتشیٗ ٔیأضاٖ   0049/0ثشاثش ثب  MAE٘یض ثب  RNNثبشذ.  ٔذَ  ثیٙی تغییشات لیٕتی ٔی ٔذَ دس پیش

ٛ   ٞب داشتٝ است خطبی ٔطّك سا دس ٔیبٖ تٕبْ ٔذَ ة ایأٗ ٔأذَ دس   وٝ ایٗ ٔسئّٝ حبوی اص تٛا٘أبیی خأ

َ   ٞب ٔی ثیٙی دلیك ٘تبیج دس اغّت ٕ٘ٛ٘ٝ پیش ، تفأبٚت دس  ANN  ٚDNNٞأبی  ثبشذ. ثش اسبس ٘تأبیج ٔأذ

ثب داشتٗ لبثّیأت تحّیأُ    RNN  ٚLSTMٞبی  ٞب چٙذاٖ شذیذ ٘یست، أب ٕٞچٙبٖ ٔذَ ػّٕىشد ٔذَ

یشات لیٕت سٟبْ ٘یض داسای دٞذ وٝ تغی ا٘ذ. ایٗ أش ٘شبٖ ٔی ٞبی صٔب٘ی، ٘تبیج ثٟتشی اسائٝ دادٜ ٚاثستٍی
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تأٛاٖ   ، ٔیدسٟ٘بیتشٛ٘ذ.  داس ثٟتش شٙبسبیی ٔی ٞبی حبفظٝ اٍِٛٞبی صٔب٘ی ٔشخظی است وٝ تٛسط ٔذَ

ٝ    ٘تیجٝ ٌشفت وٝ ٞشچٙذ ٕٞٝ ٔذَ َ    ٞب ػّٕىأشد ٔٙبسأجی داشأت ٞأبی ٔجتٙأی ثأش حبفظأٝ      ا٘أذ، أأب ٔأذ

ا٘أذ ٚ   تش ػُٕ وشدٜ ٞبی صٔب٘ی تغییشات لیٕت دلیك ( دس استخشاا ٚ استفبدٜ اص ٚیژٌیLSTM)ٔخظٛطبً 

 شٛ٘ذ. ایٗ ٔتغیش ٔحسٛة ٔی سبصی ٔذَٞبی ثٟتشی ثشای  ٌضیٙٝ

 گذاری: باسدُ کل سزهایِ

ٌزاسی  ٞبی شجىٝ ػظجی ٔظٙٛػی ثشای ٔتغیش ثبصدٜ وُ سشٔبیٝ ٘تبیج حبطُ اص ثشسسی ػّٕىشد ٔذَ

 ثبشذ: ٔی 9ثٝ شش  جذَٚ 

 گذاری هتغیز باسدُ کل سزهایِ ساسی هدلًتایج  -9جدٍل 

Table 9- Modeling Results for the Variable of Total Investment Return 

MAE MSE َٔذ 

00619/0 0002053/0 ANN 

02965/0 00117/0 DNN 

00607/0 000172/0 RNN 

0053/0 000176/0 LSTM 

 پژٚٞشٍش یٞب بفتٝیٔٙجغ: 

تشیٗ ػّٕىشد سا  ، ضؼیاMSE  ٚMAEثب داشتٗ ثیشتشیٗ ٔمبدیش  DNNثش اسبس جذَٚ ثبلا، ٔذَ 

ٞأبی   دس استخشاا ٚیژٌأی  DNNتٛا٘ذ ٘بشی اص ٘بتٛا٘ی سبختبس  ٞب داشتٝ است. ایٗ ضؼا ٔی دس ثیٗ ٔذَ

ٝ  پیچیذٜ صٔب٘ی دس دادٜ َ     ٞبی ٔشثٛط ثٝ ثبصدٞی وُ سأشٔبی ٚ  RNNٞأبی   ٌأزاسی ثبشأذ. دس ٔمبثأُ، ٔأذ

LSTM ٝا٘ذ. ٔذَ  ػّٕىشد ثسیبس ثٟتشی داشتLSTM  ثبMAE  وٕتشیٗ ٔیأضاٖ خطأبی    0053/0ثشاثش

ش ٚالؼأی اسأت. ٕٞچٙأیٗ،    ثیٙی ٔمأبدی  دٞٙذٜ دلت ثبلای آٖ دس پیش وٝ ٘شبٖ ٔطّك سا یجت وشدٜ است

RNN ٗتشیٗ ٔمذاس  ثب پبییMSE  ثٟتشیٗ ػّٕىشد سا اص ٘ظش ٔیأبٍ٘یٗ ٔشثؼأبت خطأب    000176/0ثشاثش ثب ،

 RNN  ٚLSTM٘یض ػّٕىشد ٘سجتبً ٔٙبسجی داشتٝ ٚ ٔمبدیشی دس حذ  ANNتش  داشتٝ است. ٔذَ سبدٜ

ٞب حتأی ثأذٖٚ دس    پزیشی دادٜ تفىیهٔٙبست ٔتغیش ثبصدٞی وُ دس  تثییشدٞٙذٜ  وٝ ٘شبٖ اسائٝ دادٜ است

ٌأزاسی ٘مأش    ٘ظش ٌشفتٗ تٛاِی صٔب٘ی است. دس ٔجٕٛع، ٘تبیج ٘شبٖ داد٘ذ وٝ ٔتغیش ثبصدٞی وُ سشٔبیٝ

( لبدس٘أذ  RNN  ٚLSTMٞبی ٔجتٙی ثش حبفظأٝ )  ثیٙی تظٕیٕبت ٔؼبٔلاتی داسد ٚ ٔذَ ٔریشی دس پیش

ٝ    ٞبی صٔب٘ی ایٗ ٔتغیش سا ثب دلت سٚاثط پٟٙبٖ دس دادٜ ، ثأب  LSTMٚیأژٜ ٔأذَ    ثیشتشی وشأا وٙٙأذ. ثأ

 سٚد. آَ ثشای تحّیُ ایٗ ٔتغیش ثٝ شٕبس ٔی ای ایذٜ تشویت دلت ثبلا ٚ خطبی وٓ، ٌضیٙٝ
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 توایل بِ ًگْداری یا فزٍش:

ٞبی شجىٝ ػظجی ٔظٙٛػی ثشای ٔتغیش تٕبیُ ثأٝ ٍٟ٘أذاسی یأب     ٘تبیج حبطُ اص ثشسسی ػّٕىشد ٔذَ

 ثبشذ: ٔی 10فشٚ  ثٝ شش  جذَٚ 

 هتغیز توایل بِ ًگْداری یا فزٍش ساسی هدلًتایج  -10جدٍل 

Table 10- Modeling Results for the Variable of Holding or Selling Tendency 

Accuracy َٔذ 

8/75% ANN 

8/75% DNN 

8/75% RNN 

8/75% LSTM 

 پژٚٞشٍش یٞب بفتٝیٔٙجغ: 

یىسأبٖ   دلأت  ثٝ% دست یبفتٙذ. ثب تٛجٝ 8/75 دلت ثٝثشاثش  دلیمبً طٛس ثٝدس ایٗ ٔتغیش ٞش چٟبس ٔذَ 

 َ ٝ   تأٛاٖ ٌفأت وأٝ اٍِٛٞأبی ٔٛجأٛد دس دادٜ      ٞأب ٔأی   دس ٔیبٖ تٕبْ ٔأذ طأٛست ٚاضأح ٚ پبیأذاسی     ٞأب ثأ

َ  ٞب اص سبختبس ٔٙظٓ ٚ ٔشخظی ثشخٛسداس ثٛدٜ ثٛد٘ذ. ثٝ ػجبستی دادٜ تشخیض لبثُ ٞأبی   ا٘ذ وٝ حتی ٔأذ

 RNN ٚ LSTM ٞبی اص طشفی ثب تٛجٝ ثٝ ایٙىٝ ٔذَ .ٞب سا ثیبٔٛص٘ذ خٛثی آٖ ا٘ذ ثٝ ػٕك ٘یض تٛا٘ستٝ وٓ

 ANN ٞأبی  ٔذَٞب ثب  ، ػّٕىشد یىسبٖ آٖا٘ذ شذٜ طشاحیٞبی ٔتٛاِی ٚ داسای ٚاثستٍی صٔب٘ی  ثشای دادٜ

ٚ DNN ای  دٞذ وٝ احتٕبلاً ٔتغیش تٕبیُ ثأٝ ٍٟ٘أذاسی یأب فأشٚ  اص ٔبٞیأت صٔأب٘ی پیچیأذٜ        ٘شبٖ ٔی

دسأتیبثی   .است ٘شذٜ استفبدٜٞب اص سبختبس تشتیجی  ٚ ٚسٚدی  وٓ دس طشاحی دادٜ ثشخٛسداس ٘یست یب دست

ٞبی فؼّی ثٝ یه سأما   ٝ دادٜتٛا٘ذ حبوی اص آٖ ثبشذ و ٔی ٪75.8حذٚد  ثٝ دلتیٞب  تٕبْ ٔذَ صٔبٖ ٞٓ

یبدٌیشی سسیذٜ ثبشٙذ. ایٗ ٔٛضٛع ثذاٖ ٔؼٙبست وٝ ثذٖٚ ا٘جبْ ثٟجٛدٞأبیی ٘ظیأش ٟٔٙذسأی ٚیژٌأی،     

، افأضایش  Random Forest یأب  XGBoost ٞبی تشویجأی ٔب٘ٙأذ   یب استفبدٜ اص اٍِٛسیتٓ ا٘تخبة ٚیژٌی 

 .ثیٙی دشٛاس خٛاٞذ ثٛد دلت پیش

 یا خزٍج اس باسار(:گذاری )ٍرٍد  تصویوات سزهایِ

 تظأإٔیٕبتٞأأبی شأأجىٝ ػظأأجی ٔظأأٙٛػی ثأأشای ٔتغیأأش   ٘تأأبیج حبطأأُ اص ثشسسأأی ػّٕىأأشد ٔأأذَ

 ثبشذ: ٔی 11ٌزاسی ثٝ شش  جذَٚ  سشٔبیٝ
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 گذاری هتغیز تصویوات سزهایِ ساسی هدلًتایج  -11جدٍل 

Table 11- Modeling Results for the Variable of Investment Decisions 

Accuracy َٔذ 

77% ANN 

86% DNN 

51% RNN 

95/73% LSTM 

 پژٚٞشٍش یٞب بفتٝیٔٙجغ: 

ثیٙی تظٕیٕبت ٚسٚد یأب خأشٚا    ثٟتشیٗ ػّٕىشد سا دس پیش DNNدٞذ وٝ ٔذَ  ٘تبیج فٛق ٘شبٖ ٔی

ٞب سا  دسطذ، سبختبسٞبی غیشخطی ٔٛجٛد دس دادٜ 86اص ثبصاس داشتٝ است. ایٗ ٔذَ تٛا٘ستٝ است ثب دلت 

ٝ  خٛثی یبد ثٍیشد ٚ تظٕیٓ ثٝ ثٙأذی ا٘جأبْ دٞأذ. دس ٔمبثأُ، ػّٕىأشد ٔأذَ        ٌیشی دسستی دس ٔٛسد طجمأ

RNN  ثیٙی تظبدفی ػٕأُ وأشدٜ اسأت.     ضؼیا ثٛدٜ ٚ تمشیجبً دس حذ یه پیشدسطذ ثسیبس  51ثب دلت

ٞبی پیچیذٜ  ثشای یبدٌیشی ٚاثستٍی RNNایٗ ضؼا ٕٔىٗ است ثٝ دِیُ ٘بٔٙبست ثٛدٖ سبختبس سبدٜ 

دسطذ ػّٕىأشد   95/73ثب دلت  LSTMدسطذ ٚ ٔذَ  77ثب دلت  ANNٞبی ثبیٙشی ثبشذ. ٔذَ  دس دادٜ

ثب ٚجٛد سأبختبس   LSTMتش است. ٔذَ  پبییٗ DNNٞب ٘سجت ثٝ  ٝ دلت آٖا٘ذ، اٌشچ ٘سجتبً خٛثی داشتٝ

دس ایٗ ٔتغیش خبص ٔٛفك ػٕأُ   DNN ا٘ذاصٜ ثٝٞبی صٔب٘ی، ٘تٛا٘ستٝ  ٚاثستٍی سبصی ٔذَتش دس  پیششفتٝ

وٙذ وٝ ٕٔىٗ است ثٝ دِیُ ػذْ ٚجٛد تٛاِی لٛی یب سبختبس صٔب٘ی ٔؼٙبداس دس ٔتغیأش تظإٔیٓ ٚسٚد یأب    

ٌیشی ثبیٙشی ٔب٘ٙذ ٚسٚد یأب   دٞذ وٝ ثشای ٔتغیشٞبی تظٕیٓ ٔجٕٛع، ایٗ ٘تبیج ٘شبٖ ٔی خشٚا ثبشذ. دس

ٚ  RNNٞبی تشتیجأی ٔب٘ٙأذ    ، ٘سجت ثٝ ٔذDNNَٔب٘ٙذ  غیش صٔب٘یٞبی ػٕیك ِٚی  خشٚا اص ثبصاس، ٔذَ

LSTMثٙبثشایٗ، استفبدٜ اص ٔذَ ؛ دٞٙذ تشی اص خٛد ٘شبٖ ٔی ، ػّٕىشد دلیكDNN     ٗثأشای تحّیأُ ایأ

 .شٛد ٔیع ٔتغیش تٛطیٝ ٘ٛ

 هدت(: الگَّای هؼاهلاتی )بلٌدهدت یا کَتاُ

ٞبی شجىٝ ػظجی ٔظٙٛػی ثشای ٔتغیش اٍِٛٞأبی ٔؼأبٔلاتی ثأٝ     ٘تبیج حبطُ اص ثشسسی ػّٕىشد ٔذَ

 ثبشذ: ٔی 12شش  جذَٚ 
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 هتغیز الگَّای هؼاهلاتی ساسی هدلًتایج  -12جدٍل 

Table 12- Modeling Results for the Variable of Trading Patterns 

Accuracy َٔذ 

65/90% ANN 

33/97% DNN 

41/91% RNN 

65/90% LSTM 

 ٞبی پژٚٞشٍش ٔٙجغ: یبفتٝ

دسطذ ػّٕىأشد چشإٍٔیشی    33/97ثب دلت ثسیبس ثبلای  DNNدٞذ وٝ ٔذَ  ٘تبیج حبطُ ٘شبٖ ٔی

دس تشخیض اٍِٛٞبی ٔؼبٔلاتی داشتٝ است. ایٗ ٔٛضٛع ثیأبٍ٘ش تٛا٘أبیی ثأبلای ایأٗ ٔأذَ دس یأبدٌیشی       

ٞبی ثؼأذی،   ٞبی ٔشثٛط ثٝ اٍِٛٞبی ٔؼبّٔٝ است. دس ستجٝ ٞبی پیچیذٜ ٚ غیشخطی ٔٛجٛد دس دادٜ ٚیژٌی

دسطأذ ػّٕىأشد   65/90ٞش دٚ ثب دلأت   LSTMٚ ٔذَ  ANNدسطذ، ٔذَ  41/91ثب دلت  RNNٔذَ 

َ   ٔٙبسجی اص خٛد ٘شبٖ دادٜ حأبوی اص   ANN ،LSTM  ٚRNNٞأبی   ا٘ذ. ایٗ ٘ضدیىی ػّٕىشد ثأیٗ ٔأذ

ا٘أذ   ثیٙی ٔشخظی ثشخٛسداس ثٛدٜ ٞبی لبثُ پیش ٞب اص ٚیژٌی ایٗ است وٝ اٍِٛٞبی ٔؼبٔلاتی دس ایٗ دادٜ

٘سأجت   DNN، ثشتشی ٚاضح ٔأذَ  حبَ ثبایٗا٘ذ.  ثٛدٜ شٙبسبیی لبثُخٛثی  ٞبی ٔختّا ثٝ وٝ تٛسط ٔذَ

سسذ وٝ سبختبس ػٕیك ٚ چٙذلایٝ ایٗ ٔذَ ثٝ آٖ وٕه وشدٜ  است. ثٝ ٘ظش ٔی تٛجٝ لبثُٞب  ثٝ سبیش ٔذَ

تأٛاٖ ٘تیجأٝ    ٞب ٚ اٍِٛٞبی ٔؼبٔلاتی استخشاا وٙذ. دس ٔجٕأٛع، ٔأی   تشی سا ٔیبٖ ٚیژٌی تب سٚاثط پیچیذٜ

َ  ث ٌشفت وٝ ثشای پیش ٞأبی شأجىٝ ػظأجی ػٕیأك      یٙی طحیح ٚ دلیك اٍِٛٞبی ٔؼبٔلاتی دس ثأبصاس، ٔأذ

 دٞٙذ. ثٟتشیٗ ٌضیٙٝ ٞستٙذ ٚ دلت ثبلایی سا اسائٝ ٔی DNNٔب٘ٙذ 

 :گیزی ٍ ًتیجِ بحث

ٌأزاساٖ دس   ثیٙی شش ٔتغیش وّیذی تثییشٌزاس ثش سفتبس سشٔبیٝ ٚ پیش سبصی ٔذَایٗ ٔطبِؼٝ ثب ٞذ  

اص سٚیىشدٞبی ٔتٙٛع ٞٛ  ٔظٙٛػی ا٘جبْ ٌشفت. ثشای ایٗ ٔٙظٛس، چٟأبس ٔأذَ    ثبصاس سشٔبیٝ ثب استفبدٜ

ٞب  سبصی شذ٘ذ ٚ ػّٕىشد آٖ ثش سٚی ٞش ٔتغیش پیبدٜ  ANN ،DNN ،RNN  ٚ LSTM پشوبسثشد شبُٔ 

دس ایٗ ٔطبِؼٝ، ٔتغیشٞأب ثأٝ دٚ    .ٔٛسد ٔمبیسٝ لشاس ٌشفت MAE  ٚMSEثب استفبدٜ اص ٔؼیبسٞبی دلت، 

 دستٝ ٔتغیشٞبی پیٛستٝ ٚ ٔتغیش ثبیٙشی تمسیٓ شذ٘ذ.  

ٌأزاسی،   ، تغییشات لیٕت سٟبْ ٚ ثبصدٞی وُ سشٔبیٝخشیذٚفشٚ دس ٔتغیشٞبی پیٛستٝ شبُٔ حجٓ 

( ANN  ٚDNNٞبی ٔؼِٕٛی ) ( ػّٕىشد ثٟتشی ٘سجت ثٝ ٔذRNN  ٚLSTMَٞبی سشی صٔب٘ی ) ٔذَ
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ٚ  MSE; 0045/0، ثأأب LSTM، ٔأأذَ خشیأأذٚفشٚ ثیٙأأی حجأأٓ  خأأبص، دس پأأیشطأأٛس  داشأأتٙذ. ثأأٝ

0388/0;MAE  ثیٙأی ثأبصدٞی سأشٔبیٝ، ٔأذَ      ثٟتشیٗ ٘تبیج سا اسائٝ وشد. ٕٞچٙیٗ دس پأیشRNN   ثأب

00607/0;MAE  ٚ000172/0;MSE  آٖ است وٝ استفبدٜ  ثیبٍ٘شوٕتشیٗ خطب سا داشت. ایٗ ٔٛضٛع

ثیٙأی ٔتغیشٞأبی ٔأبِی پیٛسأتٝ      ٞبی صٔب٘ی، دس ثٟجأٛد پأیش   ثستٍیحبفظٝ ثّٙذٔذت ٚ ٚاٞبی ثب  ٔذَاص 

پأٛس ٚ ٕٞىأبساٖ دس    ٘جیاست.  لشاسٌشفتٝ تثویذایٗ ٔٛضٛع دس ٔطبِؼبت ٔتؼذدی ٔٛسد ثسیبس ٔریش است؛ 

 ثأٛسس ثیٙأی دس   خطبی پیش تٛجٝ لبثُوبٞش  ٔٙظٛس ثٝٔذَ یبدٌیشی ٔبشیٗ  9ٔطبِؼٝ خٛد ثٝ ٔمبیسٝ 

ثأب تفأبٚت    RNN  ٚLSTMٞأبی   اٚساق ثٟبداس تٟأشاٖ پشداختٙأذ. ثأش اسأبس ٘تأبیج ایأٗ ٔطبِؼأٝ سٚ        

پأٛس ٚ ٕٞىأبساٖ    ٘جأی ) ثیٙی داشتٙذ ٞب ثیشتشیٗ ٔیضاٖ دلت سا دس پیش ی ثٝ ٘سجت سبیش سٚ تٛجٟ لبثُ

، ثأٝ  ٘یأض دس ٔطبِؼأٝ خأٛد    (2023)سأٟشاثی ٚ  (2020) پٛس ٘پی، (2019) ٘یىٛ، (2017ٚیىشأب ). (2020

 ٘تبیج ٔشبثٟی دست یبفتٙذ.  

      ٝ اٍِٛٞأبی  ٌأزاسی ٚ   دس ٔتغیشٞبی ثبیٙشی شبُٔ تٕبیُ ثأٝ ٍٟ٘أذاسی یأب فأشٚ ، تظإٔیٕبت سأشٔبی

، ٞأش  «تٕبیُ ثٝ ٍٟ٘ذاسی یب فشٚ »تشی ثٝ دست آٔذ. ثشای ٔتغیش چٟبسْ، یؼٙی  ٔؼبٔلاتی، ٘تبیج ٔتفبٚت

ٖ    دسطذ( 8/75چٟبس ٔذَ ػّٕىشد ٘سجتبً یىسب٘ی داشتٙذ ) دٞٙأذٜ ضأؼا ٘سأجی     وٝ ٕٔىأٗ اسأت ٘شأب

أب دس ٔتغیش پٙجٓ )ٚسٚد یأب خأشٚا اص ثأبصاس(، ٔأذَ     ؛ ٞبی ٚسٚدی دس تٕبیض دادٖ ایٗ تظٕیٓ ثبشذ ٚیژٌی

DNN ٚیژٜ ٔأذَ   ٞب، ثٝ ثٟتشی ٘سجت ثٝ سبیش ٔذَ ٔشاتت ثٝػّٕىشد دسطذ  86لت ثب دRNN    ثأب دلأت(

َ      داشت. ایٗ ٘تیجٝ ٘شبٖ ٔی دسطذ( 51 ٞأبی   دٞذ وٝ ثشای ثشخأی ٔتغیشٞأبی ثأبیٙشی، اسأتفبدٜ اص ٔأذ

ٚیأژٜ صٔأب٘ی    ٞبی ٔجتٙی ثش تٛاِی ثبشذ، ثٝ ٔریشتش اص ٔذَ ( ٕٔىٗ استDNNػٕیك أب غیشتشتیجی )ٔثُ 

، ٔتغیأش ششأٓ   دسٟ٘بیأت  ای ٞستٙذ. فبلذ تشتیت صٔب٘ی لٛی یب ٚاثستٍی د٘جبِٝ ٔٛسداستفبدٜٞبی  وٝ دادٜ

ٔذت( ٘یض یه ٔتغیش ثبیٙشی ثٛد، أب ثشخلا  ٔتغیش چٟأبسْ، ٔأذَ    )اٍِٛٞبی ٔؼبٔلاتی: ثّٙذٔذت یب وٛتبٜ

DNN دٞٙأذٜ   تٛا٘ذ ٘شبٖ ثٟتشیٗ ػّٕىشد سا ٘شبٖ داد. ایٗ ٔٛضٛع ٔیدسطذ(  33/97ثبلا ) ثب دلت ثسیبس

دس استخشاا اٍِٛٞأبی پیچیأذٜ غیشدیجیتأبِی ٚ چٙذثؼأذی ثبشأذ. ٕٞچٙأیٗ        DNN ٔذَلبثّیت ثبلای 

( دس ایٗ ٔتغیش ثٝ دِیُ ٘یبص ثٝ وٙتشَ ثیشتش سٚی ٔؼٕبسی ٔأذَ ٚ  PyTorchسبصی ) تفبٚت ٔحیط پیبدٜ

 ٞبی سفبسشی ثٛدٜ است. تش لایٝ صی دلیكسب پیبدٜ

( تٟٙب دس ٔتغیشٞبیی ثب سبختبس سبدٜ یب حجٓ دادٜ وٕتش ANNتش ) ٞبی سبدٜ ٘تبیج ٘شبٖ داد وٝ ٔذَ

( دس ٔتغیشٞأبی ثأبیٙشی پیچیأذٜ ٚ    DNNتأش )  ٞأبی ػٕیأك   ػّٕىشد لبثُ لجِٛی داشتٙذ. دس ٔمبثُ، ٔذَ

. دس ٔمبیسٝ ثب سبیش ٛستٝ ػّٕىشد ثٟتشی داشتٙذ( دس ٔتغیشٞبی پیRNN  ٚLSTMٞبی ثبصٌشتی ) ٔذَ

٘ٛآٚسی داسد وٝ شش ٔتغیأش   جٟت اصایٗثیٙی ثبصاس، ایٗ پژٚٞش  دس حٛصٜ پیش شذٜ ا٘جبْٔطبِؼبت ٔشبثٝ 
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َ ٞبی ٔختّأا   جذاٌب٘ٝ ٚ دس چبسچٛة طٛست ثٝسفتبسی ٔستمُ سا  ٝ  دسحأبِی وأشدٜ اسأت،    سأبصی  ٔأذ  وأ

، طٛسوّی ثٝ  .ا٘ذ ثسیبسی اص ٔطبِؼبت پیشیٗ تٟٙب سٚی یه یب دٚ ٔتغیش ٔب٘ٙذ لیٕت یب ثبصدٜ تٕشوض داشتٝ

ٔشخض شذ وٝ ٞی  ٔذَ ٚاحذی ثشای ٕٞٝ ٔتغیشٞب ثٟیٙٝ ٘یست، ثّىٝ ا٘تخبة ٔأذَ ثبیأذ ثأش اسأبس     

ٌأزاساٖ تٙظأیٓ    بیٝٞأبی سفتأبسی سأشٔ    ٚ ٚیژٌی ٞب ٔبٞیت ٔتغیش )پیٛستٝ یب ثبیٙشی(، سبختبس صٔب٘ی دادٜ

 شٛد. 

   ٝ ٌأزاساٖ ثأٛدٜ اسأت؛     دس ایٗ ٔطبِؼٝ، تٕشوض اطّی ثش سٚی ٔتغیشٞبی وٕی ٔشتجط ثأب سفتأبس سأشٔبی

ٞبی یأبدٌیشی ٔبشأیٗ ٚ یأبدٌیشی     ٔستمیٓ ثب سٚ  سبصی ٔذَٔتغیشٞبیی وٝ أىبٖ وذٌزاسی ػذدی ٚ 

ٞبی وٕأی ٚ سأِٟٛت پأشداص      دٜپزیشی ثٟتش دا وشد٘ذ. ایٗ سٚیىشد ثٝ دِیُ دستشسی ػٕیك سا فشاٞٓ ٔی

ٝ      ، ٕ٘یحبَ ثبایٗٞب اتخبر شذ.  آٖ ٌأزاس،   تٛاٖ اص ٘مش وّیذی ٔتغیشٞأبی ویفأی ٘ظیأش احسبسأبت سأشٔبی

ٓ   اػتٕبد ثٝ ثبصاس، تجشثٝ شخظی، یب ادسان اص سیسه چشٓ ٞأبی   ٌیأشی  پٛشی وشد؛ ػٛأّی وأٝ دس تظإٔی

وأٝ دس ٔطبِؼأبت آتأی     شٛد ٔیاسبس، پیشٟٙبد داس٘ذ. ثش ٕٞیٗ  ا٘ىبس غیشلبثٌُزاسی ٘مشی  ٚالؼی سشٔبیٝ

تأب ٘تأبیج    لشاس ٌیأشد  ٔٛسداستفبدٌٜزاساٖ  سفتبس سشٔبیٝ سبصی ٔذَتشویجی اص ٔتغیشٞبی وٕی ٚ ویفی دس 

 تشی حبطُ شٛد. دلیك
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Abstract 

Today, individual investors play a key role in the dynamics of financial 

markets, and their decisions significantly affect price volatility, market liquidity, 

and overall efficiency. The behavior of this group is typically influenced by various 

factors, including macroeconomic indicators, market conditions, and behavioral 

finance components. A proper understanding of these behaviors can contribute to 

the enhancement of trading strategies and the development of more accurate 

predictive models. Accordingly, the present study aims to model the impact of 

quantitative variables on the behavior of individual investors and to forecast the 

behavior of retail investors in Iran’s capital market using artificial and deep neural 

networks. In this regard, six dependent variables were selected: buy and sell 

volumes, stock price fluctuations, total investment returns, the tendency to hold or 

sell, market entry or exit decisions, and trading patterns (long-term or short-term). 

These were modeled using four learning approaches—ANN, DNN, RNN, and 

LSTM—trained on real market data, including market information, technical 

indicators, and economic indices. The results revealed that recurrent models, 

especially LSTM, achieved higher accuracy in predicting time-series and 

continuous variables compared to other models. Furthermore, in binary (classified) 

variables, the DNN model outperformed others in certain cases, such as investment 

decisions and trading patterns. However, the findings also suggest that the mere use 

of more complex architectures does not necessarily lead to improved performance. 

As this study focused on quantitative variables, it is recommended that future 

research incorporate qualitative factors into the modeling process to gain a more 

comprehensive understanding of investor behavior. 
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Extended abstract 

Intoduction 

Stock market investment plays a fundamental role in the dynamism of the 

economy, and individual investor behavior is a key determinant of price volatility, 

liquidity, and market efficiency. This behavior is shaped by macroeconomic 

conditions, market variables, and psychological factors, and its proper 

understanding can enhance trading strategies and improve predictive models. In 

recent years, artificial intelligence (AI), with its capability to identify complex 

patterns and nonlinear relationships, has emerged as a robust alternative to 

traditional econometric models. Neural networks, by learning hidden patterns in 

financial data, enable more accurate forecasting and simultaneous analysis of both 

quantitative and qualitative information. 

In the Iranian capital market, characterized by high complexity and volatility, 

AI applications have become particularly valuable. Factors such as interest rates, 

inflation, exchange rates, GDP, and stock market indices influence investor 

decision-making. This study employs Artificial Neural Networks (ANN), Deep 

Neural Networks (DNN), Recurrent Neural Networks (RNN), and Long Short-

Term Memory (LSTM) models to identify and predict investor behavior in the 

Tehran Stock Exchange. Selecting the appropriate model is critical: RNN and 

LSTM demonstrate superior performance in time-series analysis and capturing 

long-term dependencies, whereas ANN and DNN are more effective in extracting 

complex inter-variable features. 

Individual investor behavior significantly affects market volatility and liquidity, 

and is influenced by both economic and psychological factors. Modeling such 

behavior using quantitative data, including macroeconomic indicators and trading 

records, enables more accurate market trend forecasting. The application of 

artificial neural networks and deep learning facilitates the identification of complex 

and nonlinear patterns in financial data, outperforming traditional methods. The 

findings of this study provide a deeper understanding of investor behavior and offer 

practical insights for market participants, analysts, and policymakers. 

Methods 

In this study, variables were categorized into independent and dependent 

groups, and data were collected over the period 2014–2024 (Iranian calendar 1393–

1403). Independent variables included market information (trading volume, closing 

price, highest and lowest prices, and the overall index), economic indicators (GDP, 

exchange rate, gold price, interest rate, and inflation), and stock market technical 

indicators (moving averages, RSI, MACD, ATR, and On-Balance Volume). 
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Annual and daily economic data were completed using statistical methods, and 

technical indicators were calculated based on established financial standards. 

Dependent variables comprised trading volume, returns, stock price changes, 

investment decisions, holding or selling tendencies, and short- and long-term 

trading patterns. To analyze investor behavior, Artificial Neural Networks (ANN), 

Deep Neural Networks (DNN), Recurrent Neural Networks (RNN), and Long 

Short-Term Memory (LSTM) models were employed. The data were split into 

training, validation, and prediction sets, and network architectures were optimized 

by adjusting the number of neurons, dropout rates, and activation functions 

according to the nature of the data. Model performance was evaluated using Mean 

Squared Error (MSE), Mean Absolute Error (MAE), and Accuracy. Recurrent 

models were particularly applied for predicting investor decisions and multi-layer 

trading patterns due to their capability to capture time-series dependencies and 

complex temporal relationships. All modeling and simulations were conducted 

using Python with the PyTorch framework, ensuring greater flexibility and 

accuracy in model design. 

Results  

The findings indicate that the type of neural network model plays a critical role 

in the accuracy of stock market variable predictions. For the ―trading volume‖ 

variable, recurrent models, particularly LSTM, achieved the lowest MAE and 

MSE, effectively capturing temporal dependencies in the data and outperforming 

ANN and DNN models. This highlights the importance of long-term memory in 

analyzing market volume data. 

For the ―stock price changes‖ variable, all models performed reasonably well; 

however, LSTM and RNN models, due to their ability to capture temporal 

dependencies, provided higher accuracy in extracting price patterns. These results 

suggest the presence of distinct temporal patterns in price fluctuations that are 

better identified by memory-based models. Regarding ―total investment returns,‖ 

the DNN model exhibited the weakest performance, while LSTM and RNN 

accurately predicted hidden relationships with minimal error. ANN also performed 

adequately, indicating the informative value of return variables even without 

temporal sequence analysis. For the ―holding or selling tendency‖ variable, all 

models achieved similar accuracy (~75.8%), reflecting a well-structured and easily 

recognizable pattern without complex temporal dependencies. In predicting 

―investment decisions (entry or exit),‖ DNN achieved the highest accuracy (86%), 

whereas RNN showed weaker performance. This suggests that for binary, non-

sequential variables, deep non-recurrent models are more suitable. For ―trading 

patterns‖ prediction, DNN significantly outperformed other models with an 
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accuracy of 97.33%, demonstrating its capability to identify complex nonlinear 

relationships among features and trading patterns. Overall, the results indicate that 

memory-based models excel in predicting variables with temporal patterns, while 

deep non-sequential models perform better for structured binary and nonlinear 

variables. 

Discussion and Conclusion 

This study aimed to model and predict six key investor behavior variables in the 

capital market using four artificial intelligence models: ANN, DNN, RNN, and 

LSTM. The results demonstrated that for continuous variables such as trading 

volume, price changes, and investment returns, recurrent models (RNN and LSTM) 

performed better due to their ability to capture temporal dependencies; specifically, 

LSTM showed the lowest error in predicting trading volume, while RNN excelled 

in forecasting investment returns. 

Conversely, for binary variables such as holding or selling decisions and trading 

patterns, the DNN model often outperformed others, highlighting its capability to 

extract complex non-temporal patterns, whereas ANN exhibited limited 

performance. The findings also indicate that no single model is optimal for all 

variables, and model selection should consider variable type, temporal structure of 

the data, and specific behavioral characteristics of investors. 

This research is innovative in simultaneously examining six independent 

variables and emphasizing the differential performance of models based on 

variable characteristics. Despite focusing on quantitative variables, future studies 

are recommended to incorporate a combination of quantitative and qualitative data, 

such as investor sentiment and risk perception, to enhance the accuracy and 

comprehensiveness of predictions. 

 


