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Abstract – The growing dependence on digital communication systems has heightened the need 
for advanced image encryption to safeguard confidential visual data. This study introduces an 
innovative chaos-based encryption framework that improves security through adaptive logistic 
map dynamics tuned to each image's unique properties. Departing from traditional chaotic 
encryption approaches that produce fixed pseudo-random sequences, our technique utilizes the 
Harmony Search algorithm to dynamically optimize chaotic parameters. This adaptation generates 
distinct encryption sequences for different images, enhancing both key sensitivity and cipher-
image entropy. The solution demonstrates practical value across critical domains such as 
healthcare imaging, defense communications, and secure cloud storage. Comprehensive security 
evaluations—encompassing statistical analysis, differential attack assessments, and key space 
examination—validate the algorithm's enhanced security and computational efficiency compared 
to current methods. 
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1. Introduction 
 

The widespread adoption of digital medical imaging—
including computed tomography (CT), magnetic resonance 
imaging (MRI), and ultrasound—has transformed modern 
diagnostics, enabling faster and more accurate disease 
detection [1]. However, the transmission and storage of 
these sensitive images over networks expose them to 
growing cybersecurity threats, such as unauthorized access 
and data breaches. Given the confidential nature of medical 
records, ensuring robust encryption is not merely a 
technical challenge but a critical requirement for patient 
privacy and trust [2]. Traditional encryption methods often -
struggle to balance security with computational efficiency, 
particularly for high-resolution medical images, 
necessitating more adaptive and intelligent solutions[3, 4]. 

Chaos-based encryption has gained prominence as a 
viable approach due to its inherent properties, such as 
sensitivity to initial conditions and pseudo-randomness. 
Most chaos-based techniques involve two key steps: 
permutation (rearranging pixel positions) and diffusion 
(altering pixel values using chaotic sequences)[5, 6]. While 
logistic maps are widely used for their simplicity, their 

security is frequently undermined by fixed parameters. For 
instance, many algorithms set the logistic parameter μ ≈ 
3.99 to ensure chaotic behavior, but the restricted range (μ 
∈ (0,4]) and static tuning render the keystream predictable, 
leaving systems vulnerable to brute-force and statistical 
attacks [7, 8]. To overcome these limitations, researchers 
have turned to evolutionary algorithms (EAs) for dynamic 
parameter optimization. Methods like the imperialist 
competitive algorithm (ICA) generate multiple cipher-
images using chaotic maps (e.g., asymmetric tent maps) and 
refine them using fitness functions based on entropy and 
correlation coefficients[9]. However, these approaches 
often suffer from high computational costs and fail to fully 
adapt to the unique statistical features of individual 
images[10, 11]. This gap highlights the need for a more 
efficient and adaptive encryption framework that can tailor 
chaotic sequences to specific input images while 
maintaining low computational overhead. 

Abdullah et al. [10] proposed a genetic algorithm-chaos 
hybrid that optimizes encryption through entropy 
maximization. Wang et al. [19] enhanced security through 
coupled map lattices with mixed multi-chaos systems. Raj 
et al. [20] implemented reversible logic cryptography with 
LFSR-based key generation for microcontroller 
applications. Our method advances beyond these 
approaches by unifying the computational efficiency of 
Josephus Ring permutation with the cryptographic strength 
of Logistic Map diffusion in a lightweight architecture. 

In this study, we propose a novel metaheuristic-
optimized logistic chaotic map for secure and efficient 
image encryption. Our approach leverages Harmony Search 
(HS)[12] to dynamically tune the logistic map’s parameters 
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(μ, initial conditions) based on the input image’s statistical 
properties. Unlike conventional methods, this ensures that 
the pseudo-random sequences are uniquely tailored to each 
plain-image, significantly enhancing resistance against 
pattern analysis and statistical attacks. By optimizing 
for Shannon entropy, the cipher-image achieves near-
uniform pixel distribution, while HS’s balance of 
exploration and exploitation ensures computational 
efficiency—a crucial advantage for real-time applications. 
The proposed method is particularly suited for medical 
imaging systems, where patient confidentiality is 
paramount, as well as military communications and IoT-
based video encryption, where both security and speed are 
critical.  

The remainder of this paper is organized as follows: 
Section 2 provides background on chaotic maps and 
Harmony Search, Section 3 details the proposed encryption 
framework, Section 4 evaluates its security and 
performance through statistical tests and attack analyses, 
and Section 5 concludes with future research directions.  

 
1. Background of the study 

Background of the study is explained as follow: 
 

1 Logistic chaotic function 2.
The logistic map is a well-known one-dimensional 

chaotic system defined by the recurrence Eq. 1: 
௡ାଵݔ = ௡(1ݔߤ −  (1)																													௡)ݔ

where 	 ௡ݔ ∈ [0,1]  represents the state variable at 
step ݊, and ߤ ∈ (0,4] is the control parameter governing the 
map’s behavior. Despite its simplicity, the logistic map 
exhibits complex dynamics, including period-doubling 
bifurcations and deterministic chaos. For ߤ ≥ 3.57 , the 
system enters a chaotic regime, where infinitesimal changes 
in initial conditions ( ௡ݔ ) or ߤ lead to vastly divergent 
trajectories—a hallmark of the butterfly effect. This 
sensitivity makes the logistic map ideal for generating 
pseudo-random sequences in encryption, as small 
perturbations in parameters or inputs produce entirely 
uncorrelated outputs. 

However, the logistic map’s cryptographic utility is 
limited by two key challenges. First, its parameter range 
ߤ) ∈ (0,4]) is narrow, and conventional encryption schemes 
often fix ߤ ≈ 3.99 to ensure chaos, inadvertently reducing 
key space and predictability. Second, the map’s geometric 
structure (e.g., non-uniform distribution of iterates) can leak 
statistical patterns, making cipher-images vulnerable to 
attacks. 
 
2.2 Harmony Search Algorithm: Theory and 
Formulation 

Harmony Search (HS) is a metaheuristic optimization 
algorithm inspired by the musical process of improvising 
harmonies. The algorithm iteratively refines a set of 
candidate solutions (harmonies) stored in the Harmony 
Memory (HM) to converge toward an optimal solution. 

Below are the core components and equations governing 
HS[13]: 

 
2.2.1 Harmony Memory Initialization 

The HM is initialized with HMS (Harmony Memory 
Size) random solutions, each represented as a vector 
of D decision variables: 
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where each ݔ௜
௝  is generated within predefined bounds 

,௜௠௜௡ݔ]  .[௜௠௔௫ݔ
 

2.2.2  Improvisation of New Harmonies 

For each iteration, a new harmony vector ݔᇱ =
ଵᇱݔ) , ଶᇱݔ , … , ஽ᇱݔ ) is generated using three rules: 

Memory Consideration (HMCR): With 
probability HMCR, a variable ݔ୧ᇱ is selected from the HM: 

୧ᇱݔ = ୧ݔ
୨   

(where j is randomly chosen from [14HMSHMS]). 
Pitch Adjustment (PAR): If ݔ୧ᇱ  originates from HM, it 

is perturbed with probability PAR (Eq. 2): 
←୧ᇱݔ ୧ᇱݔ .ݓܾ±  (2)																																ߝ

where ܾݓ is the bandwidth (a small step size) and ߝ is a 
random number ܷ(0,1). 

Random Selection: With probability (1 −  ୧ᇱݔ ,(ܴܥܯܪ
is randomly generated within [ݔ௜௠௜௡,  .[௜௠௔௫ݔ

2.2.3 Update of Harmony Memory 

The new harmony ݔᇱ replaces the worst solution in HM 
if its fitness ݂(ݔᇱ) (Eq.3)(e.g., entropy for encryption) is 
better: 

ܯܪ ← ܯܪ ∪
{ᇱݔ}

{୵୭୰ୱ୲ݔ} 																											(3) 

2.2.4 Termination 

The process repeats until a stopping criterion (e.g., max 
iterations or convergence) is met. 
 

 
3. Proposed Method 
 
We present a novel image encryption method using 
Harmony Search-optimized logistic chaos. By dynamically 
tuning the logistic map's parameters (μ, initial conditions) 
to each image's statistics, our approach generates unique 
pseudo-random sequences per plain-image, improving 
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resistance to statistical attacks. The optimization maximizes 
cipher-image entropy while maintaining computational 
efficiency through HS's balanced exploration-
exploitation—ideal for real-time applications. The proposed 
method is elaborated in detail in three different phases, 
including key generation, arrangement of parameters in 
Tinkerbell, and diffusion 

3.1   Key generation 
   To ensure secure and reproducible chaos-based 
encryption, the initial value ݔ଴  of the logistic map is 
derived from a 32-character secret key provided by the 
user. The 32-character key is converted into its 8-bit ASCII 
representation, yielding 32 bytes (256 bits total). These 
bytes are concatenated into a single 256-bit 
integer ܭ through bitwise operations (Eq. 4): 

ܭ =෍ܾݐݕ ௜݁

ଷଵ

௜ୀ଴

× 2଼×(ଷଵି௜) 																								(4) 

 is mapped to the interval (0,1) to ensure compatibility ܭ
with the logistic map’s domain (Eq.5): 

଴ݔ =
଼	10	݀݋݉	ܭ

10଼ 																													(5) 

The modulo operation prevents trivial values while 
preserving sensitivity to key changes. 

To avoid fixed points (e.g., ݔ଴ = 0.5) that weaken chaos, 
 :଴ is perturbed if it falls near critical values (Eq. 6)ݔ

଴ݔ ← )଴ݔ + ,1	݀݋݉	(ߜ ߜ ∈ (0,1) 									(6)			  

3.2  Encryption process 
 
    The proposed image encryption framework leverages 
a logistic chaotic map, dynamically optimized via Harmony 
Search (HS), to generate pseudo-random sequences tailored 
to each input grayscale image. The process ensures that the 
encryption parameters adapt to the statistical characteristics 
of the plain-image, enhancing security against pattern-based 
attacks.  

3.2.1 Core Logistic Map Encryption 

Before introducing the Harmony Search optimization, we 
first define the baseline encryption process using the 
logistic map. Let ܫ be a grayscale image of size M× N with 
pixel values ݔ)ܫ, (ݕ ∈ [0,255]. The steps are as follows: 

Step 1: Key-Dependent Initialization 

 Generate the initial value ݔ௡ ∈ (0,1) from the 32-
character secret key. 

 Fix ߤ ∈ [3.57,3.99] (e.g., ߤ = 3.99) to ensure 
chaotic behavior. 

Step 2: Chaotic Sequence Generation 
Iterate the logistic map 	ܯ ×ܰ + ܶ  times (where ܶ  is a 
transient discard count, e.g., ܶ = 1000): 

Discard the first ܶ values to avoid transient effects, then 
scale the remaining ܯ ×ܰ  values to integers in [0,255]  
(Eq.7): 

,ݔ)ܵ (ݕ = උ256.  (7)														256	݀݋݉	ା௬.ெା௫ඏ்ݔ
Step 3: Diffusion-Based Encryption 

Encrypt each pixel via XOR operation with the chaotic 
sequence (Eq.8): 

,ݔ)ܧ (ݕ = ,ݔ)ܫ ⊕(ݕ ,ݔ)ܵ  (8)																				(ݕ

where ݔ)ܧ, (ݕ  is the cipher-image pixel at 
position (ݔ,  .(ݕ

3.2.2 Harmony search tuning  

Step 1 :  Parameter Initialization 
  The logistic map parameter ߤ is optimized within 

the chaotic range ߤ ∈ [3.57,3.99]	 , ensuring the 
generated sequences exhibit maximal entropy and 
sensitivity. 

  A 32-character secret key derives the initial 
value ݔ଴ ∈ (0,1), guaranteeing reproducibility and 
key-dependent chaos. 

Step 2: Harmony Memory (HM) Setup 
 Initial Population: A set of ܰ candidate ߤ values 

is randomly sampled from [3.57,3.99]. 
 Sequence Generation: For each ߤ௜  , the logistic 

map iterates ܯ×ܰ  times (where ܯ ×ܰ  is the 
image size) to produce a chaotic sequence ௜ܵ . 

 Encryption Trial: Each ௜ܵ is used to encrypt the 
plain-image via pixel-wise XOR or modular 
addition. 

 Step 3: Fitness Evaluation 
The quality of the encrypted image is assessed 
using Shannon entropy as the fitness function. 

 Step 4:  Harmony Search Optimization
 Memory Consideration: New ߤ values are 

improvised by combining existing high-fitness 
solutions in HM. 
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 Pitch Adjustment: Small perturbations refine ߤ to 
escape local optima. 

 Iterative Refinement: The HM updates iteratively, 
retaining ߤ values that maximize entropy until 
convergence. 

 Final Encryption Step 5:
The optimal ߤ∗ (yielding the highest entropy) generates the 
final chaotic sequence ܵ∗, which encrypts the plain-image 
through (Eq.9): 

,ݔ)ܧ (ݕ = ,ݔ)ܲ ,ݔ)∗ܵ⨁(ݕ  (9)																		(ݕ

 
4. Simulation Results 
 
To thoroughly assess the efficacy of the proposed 
encryption method, we conducted comprehensive 
experiments analyzing multiple security metrics: 
Information entropy to evaluate randomness, Correlation 
coefficient analysis to test pixel dependency, 
Histogram examination to assess uniformity, NPCR 
(Number of Pixel Change Rate) and UACI (Unified 
Average Changing Intensity) for differential attack 
resistance, and Key sensitivity analysis to verify 
cryptographic robustness. 
This multifaceted evaluation framework ensures rigorous 
validation of the algorithm's security characteristics against 
various attack vectors. 
 
4.1 Experimental results 

 
    The proposed algorithm was implemented in MATLAB 
R2013a on a Windows 10 Professional workstation 
equipped with an Intel Core i7 2.3 GHz CPU, 8 GB RAM, 
and a 500 GB HDD to ensure reproducible benchmarking 
aligned with prior chaos-based encryption studies. For 
comprehensive evaluation, six standard grayscale test 
images (Fig. 1) 
Lena, Baboon, Peppers, Cameraman, Airplane and Boat—
were selected from the USC-SIPI Image Database, 
representing diverse textures (e.g., Baboon’s high 
complexity), edges (Cameraman), and uniform regions 
(Airplane). Each image was tested 
at 128×128 and 512×512 resolutions to validate scalability, 
with all pixel values normalized to 8-bit depth (0–255). 
This dual-resolution approach addresses both resource-
constrained scenarios (e.g., IoT devices) and high-
resolution applications (e.g., medical imaging), while 
MATLAB’s profiling tools quantified computational 
efficiency. 

 

  

 
 

  
Fig. 1. Test images at 128×128 and 512×512 resolutions 

 
4.2  Entropy 
 
    Entropy can be used to measure the randomness and 
uncertainty in an image by assessing the uniformity of its 
gray-level distribution among pixels [15]. The maximum 
possible entropy value for an image is 8, with optimal 
uncertainty achieved when the value is close to this upper 
limit. Eq. 10, referenced from [10], provides the method for 
calculating entropy. According to this equation, a uniform 
distribution enhances the entropy of the algorithm. 

(ݏ)ܪ = 	 ෍ (௜ݏ)ܲ logଶ
1

(௜ݏ)ܲ

ଶಾିଵ

௜ୀ଴

																			(10) 

Here,  ݏ௜ represents the gray level, and ܲ(ݏ௜) denotes the 
probability of its occurrence. 
To evaluate entropy, the proposed experiment was 
conducted 30 times on each test image. Table 1 presents the 
average and best entropy values obtained for the encrypted 
images. The results show that all images exhibit entropy 
values near 8, demonstrating the effectiveness of the 
proposed method. 
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Table 1. Obtained entropy for ciphered images 

 
 
4.3 Histogram analysis 

The histogram, a key statistical feature of an image, 
illustrates the distribution of gray-level frequencies across 
its pixels. An effective encryption algorithm should produce 
a cipher image with a uniformly distributed histogram, as 
this enhances resistance against statistical attacks. The 
proposed method achieves this uniformity, as visually 
confirmed by Fig. 2, which compares the histograms of the 
original images with their encrypted counterparts. 
 

 
  

Fig. 2. From left to right: plain-image, histogram of the plain-image, 
histogram of the cipher-image 
 
4.4 Correlation coefficient analysis  

The correlation test evaluates an image encryption 
algorithm’s ability to resist statistical attacks by measuring 
the relationship between adjacent pixels [16]. In plain 
images, neighboring pixels exhibit strong correlation, 
whereas a secure encryption algorithm drastically reduces 
this dependency. The correlation coefficient between 
adjacent pixels is calculated using the following equation 
(Eq. 11)[9]. 

௫௬ݎ =
,ݔ)ݒ݋ܿ| |(ݕ

ඥ(ݔ)ܦ × ඥ(ݕ)ܦ
																								(11) 

Where ܿݔ)ݒ݋, (ݕ = 	 ଵ
ே
∑ ௜ݔ) ௜ݕ)((ݔ)ܧ− − ே((ݕ)ܧ
௜ୀଵ  

(ݔ)ܧ     = ଵ
ே
∑ ௜ேݔ
௜ୀଵ 																											 

(ݔ)ܦ     = ଵ
ே
∑ ௜ݔ) − ଶே((ݔ)ܧ
௜ୀଵ 										 

 

where ݔ and ݕ signifies the gray levels of two adjacent 
pixels. 
For the experiment, 4,000 pairs of adjacent pixels (vertical, 
horizontal, and diagonal) were randomly selected from the 
and encrypted images. The proposed method was tested 30 
times, and the correlation coefficients were calculated for 
all three dimensions (vertical, horizontal, and diagonal). 
The average correlation values across these dimensions 
were then computed and recorded in Table 2. The results 
demonstrate the method’s strong encryption performance, 
as the cipher images exhibited significantly reduced pixel 
correlations compared to the original. 
 
Table 2. Average Correlation Coefficients of Adjacent Pixels (Vertical, 
Horizontal, Diagonal) 

 
 

4.5 NPCR and UACI analysis 

In a differential attack, a minor modification is applied to 
the original image, which is then encrypted using the 
proposed method. The encrypted version is compared with 
the original (unmodified) encrypted image to detect any 
correlations between them. To assess an encryption 
algorithm’s resistance to such attacks, two key measures are 
typically employed: the Number of Pixels Change Rate 
(NPCR) and the Unified Average Changing Intensity 
(UACI). These metrics, defined in Eq. 12 and Eq. 13, 
quantify the encryption scheme’s sensitivity to input 
changes and its ability to resist differential cryptanalysis 
[17]: 

1 1

( , )

100%

M N

i j

D i j

NPCR
M N

  



                     (12) 

1 2
1 1

( , ) ( , )

100%
255

M N

i j

C i j C i j

UACI
M N

 



 
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
              (13) 

Subject to: 
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1 2

0 ( , ) ( , )
( , )

1 ( , ) ( , )
if C i j C i j

D i j
if C i j C i j


  

  

In this analysis, ܯ and ܰ  denote the image height and 
width, respectively. The cipher images ܥଵ	 and 
ଶܥ  correspond to encrypted versions with a single-pixel 
difference between them. Tables 3 and 4 present 
the UACI and NPCR values, including their best and 
average results, derived from a 30-run evaluation on test 
images. These findings demonstrate the robustness and 
effectiveness of the proposed encryption algorithm. 
 
Table 3. the average and best obtained UACI of ciphered images 

 
 
Table 4. The average and best obtained NPCR of ciphered images 

 
 

4.6 Key space 

    To resist brute-force attacks, the key space must be 
large enough to make exhaustive key searches 
computationally infeasible. The secret key space refers to 
the total number of possible keys that can be generated. In 
this scheme, a 256-bit cryptographic key is used to initialize 
the Tinkerbell chaotic map, ensuring a vast key space 
of 2ଶହ଺ possible combinations. Given the enormous size of 
this key space, it is considered highly secure against brute-

force attempts, as modern computing power cannot feasibly 
explore all possible keys within a reasonable timeframe. 
Key sensitivity measures how significantly a cipher image 
changes when minimal modifications are made to the 
encryption key. To evaluate this property, we encrypted the 
Peppers image (Fig. 3a) using our method with a 256-bit 
secret key, then repeated the encryption after flipping a 
single bit (from 0 to 1) in the key. Fig. 3b shows the cipher 
image produced by the original key, while Fig. 3c displays 
the result from the modified key. The substantial visual 
differences between these encrypted versions, evident in the 
difference map (Fig. 3d), demonstrate the method's strong 
key sensitivity - a crucial security feature that prevents 
partial key recovery through brute-force attacks. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. a) Peppers b) Cipher-image with 128-bit secret key c) 
Cipher-image with the same key as Fig. 3b with alteration 1 bit   
d) difference between Figs. 3b and 3c 
 
4.7 Boxplot analysis 

   The boxplot analysis in Fig. 4 provides a robust 
statistical evaluation of the entropy distribution across 
multiple test images, each processed through 30 
independent runs of the HS algorithm. The central line 
within each box represents the median entropy, 
demonstrating consistent performance near the theoretical 
maximum of 8.0, with values ranging between 7.9985 and 
7.9994. The interquartile range (IQR) reveals minimal 
variability, particularly for images like Cameraman and 
Airplane, where the tight clustering of values (IQR ≈ 
0.0002) indicates high algorithmic stability. The whiskers, 
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extending to 1.5×IQR, confirm that most entropy 
measurements remain within an exceptionally narrow 
range, reinforcing the method's reliability. However, a 
slight outlier in the Boat image (≈7.997) suggests rare edge 
cases where performance may deviate, warranting further 
investigation. The overall symmetry of the boxes, 
especially for Lena and Peppers, implies a normal 
distribution of results, while the consistently high median 
values across all images validate the algorithm's 
effectiveness in producing near-ideal entropy regardless of 
input characteristics. These findings not only highlight the 
method's robustness but also its suitability for 
cryptographic applications where entropy stability is 
critical. The minimal overlap between confidence intervals 
(where visible) further supports statistically significant 
differences in performance across image types, though all 
remain within an acceptably high entropy range[18].  

 
Fig. 4. Boxplot for cipher-images 

 
4.8 Comparative Performance Analysis 

The proposed method was evaluated against four state-
of-the-art encryption techniques using [10,9,20,21]five 
critical metrics: entropy (measuring randomness), 
correlation coefficient (assessing pixel dependence), NPCR 
and UACI (evaluating differential attack resistance), and 
execution time (quantifying computational efficiency). As 
summarized in Table 5, our method achieves superior 
entropy (7.9993) compared to Refs. [10] (7.9990), [9] 
(7.9987),  [20] (7.9979), and [21] (7.9982), demonstrating 
closer adherence to the ideal value of 8.0 for secure 
encryption. The correlation coefficient (0.0011) indicates 
weaker inter-pixel relationships than all competitors except 
Ref. [10] (0.0009), confirming stronger resistance against 
statistical attacks. Notably, our approach outperforms all 
counterparts in differential attack metrics, achieving the 
highest NPCR (0.335217 vs. 0.333361–0.334925) and 
UACI (0.995835 vs. 0.992419–0.994793) values, which 
approach the theoretical optimums of 0.3346 and 0.9961, 
respectively. While Ref. [20] exhibits faster execution (361 
ms), its compromised security performance (lowest entropy 
and differential metrics) renders it less suitable for high-
security applications. Our method strikes a balanced trade-
off, delivering robust security (top-tier entropy and 
differential metrics) with reasonable computational 

overhead (1467 ms), outperforming Refs. [9] and [10]in 
both security and speed. These results collectively validate 
that the proposed algorithm advances the security-
performance Pareto frontier, offering enhanced 
cryptographic strength without prohibitive computational 
costs. 
 
Table5. Comparative performance metrics 

 
 
5. Conclusion 

This paper introduced a novel image encryption method 
that dynamically optimizes logistic chaotic map parameters 
using the Harmony Search (HS) algorithm. By adapting the 
chaotic sequences to each input image's characteristics, our 
approach achieves superior security performance, 
evidenced by near-ideal entropy (7.9993), strong pixel de-
correlation (0.0011), and exceptional differential attack 
resistance (NPCR: 0.3352, UACI: 0.9958). Comparative 
analyses demonstrate significant improvements over 
existing methods [9,10,19,20] while maintaining 
competitive execution times (1467 ms). The algorithm's 
consistency across 30 independent runs (IQR < 0.001) 
confirms its reliability for sensitive applications like 
medical imaging and military communications. Future work 
will explore IoT deployment and quantum-resistant 
enhancements. This research advances chaos-based 
encryption by unifying adaptive security with practical 
efficiency through intelligent metaheuristic optimization. 
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