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 چکیده

به نظارت هوشند و بلادرنگ به شدت  ازیمخصوصا در صنعت ن ایاش نترنتیا یروز افزون استفاده و کاربردها شیشدن و افزا ریبا فراگ

، در نظارت بلادرنگ RNNو  CNN یبیترک یهابا مدل قیعم یریادگی( و IoT) اءیاش نترنتیا بیپژوهش ترک نیشود، در ا یاحساس م

 یبرا CNNرا با استفاده از  IoT یحسگرها یهاکه داده دهدیارائه م نینو یستمیروش س نیشده است. ا شنهادیپ نانهیبشیپ لیو تحل

 یهایکرده و خراب ییرا شناسا هایناهنجار ستمیس نی. اکندیم بیترک یزمان یهایپردازش توال یبرا RNNو  یمکان یهایژگیو لیتحل

 یابی. ارزآوردیفراهم م ییکارا شیو افزا یاتیعمل یهانهیکاهش هز یرا برا رانهیشگیپ خلاتو امکان مدا کند،یم ینیبشیرا پ یاحتمال

نشان داد که  جیدما، رطوبت و فشار( انجام شد. نتا رینظ ییرکورد )پارامترها ونیلیم کیاز  شیشامل ب ییهابا مجموعه داده ستمیس

  است.  یبحران یهایخراب قیدق ینیبشیدر پ ستمیس ییدهنده توانانشان الادقت ب نیاست. ا افتهی شیافزا %99.2دما به  ییدقت شناسا

،  یچشیپ یشبکه عصب ق،یعم یریادگی،  ایاش نترنتیا کلمات کلیدی: 

 یبلادرنگ ناهنجار ییشناسا ،یبازگشت یشبکه عصب
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 قدمهم -1

حسگر  یهاو داده یریتصو یهااز داده یمکان یهایژگیاستخراج و یطور گسترده برا( بهCNN) یچشیپ یعصب یهاکه شبکه یدر حال

وابسته به زمان را دارند. در  یالگوها ییو شناسا یزمانیسر یهاپردازش داده یی( تواناRNN) یبازگشت یعصب یهاشبکه شوند،یاستفاده م

طور معمولاً به زین یقبل یهابوده است. پژوهش جیمختلف را یهاداده لیتحل یطور جداگانه براها بهمدل نیام از اهرکد زگذشته، استفاده ا

 یهایژگیو لیتحل یبرا CNNمطالعات از  یعنوان مثال، در برخاند. بهاستفاده کرده IoT یهاداده لیدر تحل RNNو  CNNمجزا از 

را  یانوآورانه کردیرو قیتحق نی[. اما ا2[]1استفاده شده است ] IoT یهاستمیس ندهیآ یهاتیوضع ینیبشیپ یبرا RNNو از  یریتصو

 بیترک نی. اردیگیمورد استفاده قرار م یو زمان یمکان یهاپردازش همزمان داده یبرا RNNو  CNN بیکه در آن ترک دهدیم شنهادیپ

 یبرا CNNاستفاده همزمان از  ژه،یو. بهشودیم IoT یهاستمیدر س هایو خراب هایرناهنجا ییو شناسا ینیبشیموجب بهبود دقت در پ

واحد به کار  ستمیس کیطور همزمان در هر دو مدل را به یایقادر است مزا ،یزمانیسر یهاپردازش داده یبرا RNNو  هایژگیو لیتحل

پردازش  یسازنهیتنها موجب بهما، نه قیدر تحق ینوآور نیرا برطرف کند. ا داگانهطور جموجود در استفاده از هر مدل به یهاو ضعف ردیگ

 .دهدیم شیرا افزا هایخراب ییو شناسا هاینیبشیبلکه دقت پ شود،یم IoT یهاستمیها در سداده

ها، تحقیقات اس و تنوع این دادهها شده است. با توجه به مقیمنجر به افزایش چشمگیر در تولید و انتقال داده (IoT) رشد اینترنت اشیاء

از نظر مسئله اصلی، برخی تحقیقات  .سازی جریان اطلاعات صورت گرفته استهای مربوط به مدیریت و بهینهبسیاری برای مواجهه با چالش

مطالعات اشاره شده که  عنوان مثال، در یکی ازاند. بههای اینترنت اشیاء پرداختههای تولیدشده توسط دستگاهبه چالش حجم بالای داده

. این نگرانی در پژوهش دیگری نیز مطرح شده است، جایی که [3]ها برای تحلیل متمرکز، همیشه عملی یا مطلوب نیستانتقال همه داده

ها، برای حل این چالش .های مالی مشخص شدهای مربوط به انتقال مداوم حجم زیاد داده به فضای ابری از نظر پهنای باند و هزینههزینه

ها محلی است، جایی که داده (Edge Processing) ترین رویکردها، پردازش در لبهیکی از محبوب .[3]پیشنهادات مختلفی ارائه شده است

دهد، ا را در شبکه کاهش میهتنها بار دادهگیری شود. این روش نهشوند، پیش از آنکه برای انتقال تصمیمو نزدیک به نقطه تولید پردازش می

هایی دارد. با این حال، پردازش در لبه نیز محدودیت .کند که برای کاربردهای حساس ضروری استهای بلادرنگی فراهم میبلکه پاسخ

اتی لازم برای اند، ممکن است قدرت محاسبجویی در انرژی و هزینه طراحی شدههایی که برای صرفهویژه آنهای اینترنت اشیاء، بهدستگاه

  .های پیچیده را نداشته باشندانجام تحلیل

است. برخی محققان امکان استفاده از  (AI) های تطبیقی مبتنی بر هوش مصنوعیاین چالش اساس پیشنهاد ما برای توسعه سیستم

مثال، یک الگوریتم یادگیری ماشین اند. برای های محدود از نظر منابع را بررسی کردهوزن برای دستگاههای یادگیری ماشین سبکمدل

ها قابلیت استفاده از هوش مصنوعی در اینترنت اشیاء را های محدود طراحی شده است. با این وجود، اگرچه این پژوهشمخصوص دستگاه

کمبود در مطالعات  .شودهای تطبیقی که بتوانند در بلادرنگ یاد بگیرند و تکامل یابند، احساس میاند، همچنان کمبود سیستمنشان داده

صورت بلادرنگ با الگوهای متغیر تطبیق بندی کرده و بهها را فیلتر و دستهگردد که بتوانند دادههایی برمیموجود به عدم وجود سیستم

شده ی مشاهدهکنند، پویا است و الگوهاهای اینترنت اشیاء در آن فعالیت میپذیری بسیار مهم است، زیرا محیطی که دستگاهیابند. تطبیق

شده در زمینه پردازش در لبه کند. در حالی که از دانش انباشتهپیشنهاد ما این شکاف را پر می .یک روز ممکن است روز بعد مرتبط نباشند

 .پذیری استکنیم، تمرکز ما بر روی قابلیت تطبیقوزن هوش مصنوعی استفاده میهای سبکو مدل

بینانه وجود دارند، تعداد کمی های متعددی برای نظارت بلادرنگ و تحلیل پیشهد که اگرچه سیستمدمروری بر کارهای پیشین نشان می

های موجود بیشتر بر ویژه، سیستماند. بهپذیری و یادگیری مداوم را، همانند سیستم ما، ادغام کردهطور مؤثری قابلیت تطبیقها بهاز آن

 .مند نیستنددهیم، بهرهپذیری بلادرنگی که ما ارائه میهای تحلیل پیشرفته و تطبیقاز قابلیت ها متمرکز هستند وآوری و ارائه دادهجمع

هایی منتقل شوند و چه های آگاهانه در مورد اینکه چه دادهگیریهای دریافتی، تطبیق با تغییرات، و تصمیمسیستم ما با یادگیری از داده

دهد پیشنهاد ما در زمینه های اینترنت اشیاء ارائه میها در دستگاهای چالش مدیریت حجم دادهتر و قدرتمندتر برحل جامعزمانی، یک راه
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های حلی پویا و تکاملی برای چالش مدیریت داده در دستگاهتوجه است و راهسیستم تطبیقی مبتنی بر هوش مصنوعی، یک پیشرفت قابل

 .دیگر را ذکر شده استروش مشابه چند در ادامه  دهداینترنت اشیاء ارائه می

  (IoT) های اینترنت اشیاها در سیستمبرای تشخیص ناهنجاری  (XAI) هدف ارائه یک چارچوب هوش مصنوعی قابل تفسیر روش اول

ها، کند تا علاوه بر افزایش دقت در شناسایی ناهنجاریاستفاده می XAI های پیشرفتهطراحی شده است. چارچوب پیشنهادی از روش

 SHAP (SHapley Additive های هوش مصنوعی را نیز ارتقا دهد. در این راستا، ابزارهایی مانندو اعتمادپذیری مدل شفافیت

exPlanations)  بینی مدل وها بر پیشها و تأثیر آنبرای تحلیل اهمیت ویژگی LIME (Local Interpretable Model-Agnostic 

Explanations) های پایتون از جملهاند. علاوه بر این، کتابخانههای خاص مورد استفاده قرار گرفتهبینیمنظور تفسیر محلی پیشبه Keras 

 .اندهای آماری استفاده شدهبرای محاسبات و ارزیابی  Scikit-learn ها وبرای پردازش داده  Pandasها، برای ساخت و آموزش مدل

مرتبط   N-BaIoT هایاز حسگرهای مبتنی بر تولید هوشمند و داده  MEMS هایداده کاررفته در این مطالعه شاملهای بهمجموعه داده

های هایی مانند پیچیدگی و هزینهاست. اگرچه چارچوب پیشنهادی مزایای بسیاری دارد، اما با چالش IoT هاینت در سیستمبا حملات بات

صورت زمان واقعی مواجه پذیری، و دشواری در استفاده بهدر مقیاس های آموزشی باکیفیت، محدودیتمحاسباتی بالا، وابستگی به داده

 .تواند پیچیده باشداست. همچنین، تفسیر برخی نتایج این چارچوب در شرایط خاص می

ها و های واقعی، تحلیل اهمیت ویژگیپذیری با دادهها، تطبیقتوان به افزایش دقت در تشخیص ناهنجاریاز جمله مزایای این چارچوب می

 F1-score ، وPrecision ،Recall  ها اشاره کرد. این سیستم با استفاده از پارامترهای عملکردی نظیرافزایش شفافیت و اعتمادپذیری مدل

 .ها را نشان داده استها و تفسیر قابل اعتماد آنهای هوش مصنوعی در شناسایی ناهنجاریارزیابی شده و توانایی بهبود عملکرد مدل

ها، تحلیل برای افزایش شفافیت و ارائه چارچوبی است که علاوه بر تشخیص ناهنجاری XAI های، ترکیب روشروشری اصلی این نوآو

از  IoT هایسازد. تمرکز این مطالعه بر بهبود اعتمادپذیری و کارایی سیستمپذیر میها را به شکلی دقیق و کاربردی امکاناهمیت ویژگی

 [4].مصنوعی قابل تفسیر استطریق استفاده از هوش 

است.   SERENA های تولید هوشمند از طریق پلتفرمی به نامبینانه برای سیستمهای تحلیل پیشسازی روشبررسی و پیاده دومروش 

سازی در برای شبیه  "RobotBox" توسعه یافته است، از ابزاری به نام (IIoT) لتفرم که برای کاربردهای اینترنت اشیا صنعتیاین پ

شده از حسگرهای صنعتی در آوریهای مورد استفاده در این تحقیق عمدتاً شامل اطلاعات جمعکند. دادههای رباتیک استفاده میمحیط

 .صنعتی هستند IoT های مبتنی بریستمهای تولیدی و سکارخانه

های کیفی و سازی، نیاز به منابع محاسباتی بالا، وابستگی به دادههایی همچون پیچیدگی پیادهبا وجود مزایای متعدد، این سیستم با چالش

مرتبط با امنیت و حریم خصوصی های ها، و چالشبینی کامل خرابیها و تنظیمات اولیه، محدودیت در پیشمتنوع، مدیریت پیچیده داده

های غیرمنتظره، انعطاف و بینی و کاهش خرابیها مواجه است. با این حال، مزایای استفاده از این پلتفرم شامل افزایش قابلیت پیشداده

ای، و پشتیبانی از ورههای چنددای، قابلیت تجمیع دادههای حجیم و لحظههای مختلف، امکان تجزیه و تحلیل دادهپذیری با سیستمتطبیق

 .تر تعمیر و نگهداری استتجسم داده و مدیریت ساده

های زمانی متعدد، قادر است تغییرات تدریجی و الگوهای خرابی در تجهیزات را شناسایی گیری از تحلیل دورهبا بهره SERENA پلتفرم

کند. ها استفاده میگی و کورتوزیس برای تجزیه و تحلیل دادهکند. این سیستم از پارامترهای آماری نظیر میانگین، انحراف معیار، چول

 .اندهای حسگرها به کار گرفته شدهدر فرآیند تحلیل داده Split size و Aggregation ،Horizon همچنین، پارامترهایی مانند

است که امکان شناسایی تغییرات تدریجی  های زمانی نهفتهبینانه دورهو تحلیل پیش SERENA در استفاده از پلتفرم  نوآوری این تحقیق

هوشمند از بر توانمندسازی تولید  در این روش تاکید. [5]کندهای غیرمنتظره را فراهم میهای صنعتی و پیشگیری از خرابیدر سیستم

 .های نوآورانه اینترنت اشیا صنعتی استبینانه و استفاده از پلتفرمطریق تحلیل پیش
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گیری از با بهره (IIoT) های اینترنت اشیاء صنعتیبینانه در سیستمبا هدف ارائه یک چارچوب جامع برای نگهداری پیش سومروش 

های حسگرهای صنعتی توسعه یافته چوب بر اساس تجزیه و تحلیل دادههای پیشرفته هوش مصنوعی طراحی شده است. این چارتکنیک

سازی خاصی در این مقاله ذکر نشده است، اما تمرکز بر کنند. ابزار شبیهکه اطلاعاتی همچون شرایط و عملکرد تجهیزات را ثبت و ارائه می

 .شده از حسگرهاستآوریهای واقعی جمعاستفاده از داده

های حجیم و هزینه اولیه بالا همراه است. با این وجود، استفاده از این هایی نظیر پیچیدگی، نیاز به دادهستم با چالشسازی این سیپیاده

ها و بهبود دقت جویی در هزینههای غیرمنتظره، افزایش طول عمر تجهیزات، صرفهتوجهی از جمله کاهش توقفچارچوب مزایای قابل

 .تشخیص را به همراه دارد

ترهای مورد بررسی در این سیستم شامل لرزش، دما، فشار، جریان مصرف برق و انتشار صوتی است که برای نظارت بر شرایط تجهیزات پارام

 های حافظه بلندمدتو شبکه (CNN) های عصبی پیچشیها، مقاله از شبکهشود. برای تحلیل این دادهها استفاده میبینی خرابیو پیش

(LSTM) کنندبینی طول عمر باقیمانده تجهیزات کمک میهای مهم و پیشه به استخراج ویژگیبرد کبهره می. 

بینی و افزایش کارایی در برای بهبود دقت پیش LSTM و CNN های پیشرفته هوش مصنوعی ماننددر ترکیب تکنیکروش نوآوری این 

بینانه تأکید بر رویکرد نوین و کاربردی این تحقیق در بهبود نگهداری پیشاین روش  [6]بینانه تجهیزات صنعتی نهفته است.نگهداری پیش

 .صنعتی دارد IoT هایدر سیستم

در حوزه تولید هوشمند نگاشته  (ML) و یادگیری ماشین (IoT) ترنت اشیابا هدف ارائه یک مرور جامع بر راهکارهای مبتنی بر این روشاین 

سازی رفتار های تولیدی، شبیهسازی سلولبرای مدل (Digital Twin) سازی دیجیتال توییندر این راستا از ابزار شبیه [7]شده است.

های مورد استفاده در بینی خطاهای فرآیند و تنظیم متغیرهای کنترل به صورت تطبیقی استفاده شده است. مجموعه دادهسیستم، پیش

 .بعدی( استکننده، کنترل فرآیند و تولید افزودنی )چاپ سهبینیهای مرتبط با ایمنی، نگهداری پیشاین تحقیق شامل داده

های بزرگ، مشکلات مربوط به کیفیت های مرتبط با مدیریت دادهسازی، چالشتوان به پیچیدگی در پیادهها میاز جمله معایب این روش

ها، قابلیت های امنیتی و حفظ حریم خصوصی اشاره کرد. با این حال، مزایایی همچون بهبود کارایی و کاهش هزینهها و نگرانیداده

 .ای جذاب برای تولید هوشمند تبدیل کرده استپذیری در کاربردهای مختلف، این رویکردها را به گزینهتورینگ بلادرنگ و انعطافمانی

در  هسته اصلی کار آنپارامترهای کلیدی مورد بررسی در این تحقیق شامل شرایط فیزیکی اپراتورها مانند دما و رطوبت محیط کار است. 

توجهی در ارتقای تولید هوشمند تواند نقش قابلدر کاربردهای صنعتی است که می (IoT) یادگیری ماشین و اینترنت اشیااستفاده ترکیبی از 

 .سازی فرآیندهای صنعتی ایفا کندو بهینه

 .رفت تولید هوشمند تأکید دارد ها در پیشها و اهمیت آنبر تلفیق این فناوری این تحقیق

 هامحدودیت مزایا هاداده پیشنهادیروش  مرجع / سال ردیف

1 Sensors, 2024 
(Predictive 

Maintenance of 

Robot Motors) 

CNN–RNN  برای

تشخیص خطا و 

 نگهداشت پیشگویانه

Predictive 

Maintenance 

Dataset ≈10،000 

رکورد، داده حسگر 

 موتور صنعتی

 دقت بالاتر از -

CNN و LSTM 

معماری  -تکی

-CNN تر ازسبک

LSTM-  مناسب

برای اجرا در زمان 

 واقعی

محدودیت در  -

سازی مدل

های زمانی وابستگی

 بلندمدت



 1404 تابستان، 2، شماره دومهوشمند                                                                       سال  یها ستمیبرق و س یمجله مهندس

 

2 Applied 

Sciences, 2022 
(Industry 4.0 

Case Study) 

CNN–LSTM  با
temporal skip 

connection  برای

بینی خرابی پیش

 ماشین

 دیتاست موردی

Microsoft 

سنسورهای صنعتی 

 چندمتغیره

سازی بهتر مدل -

الگوهای فصلی و 

بهبود  -بلندمدت

، MAE معیارهای

RMSE و R² 

های نسبت به مدل

 ساده

هزینه محاسباتی  -

دشواری  -بالا

استفاده در 

با  IoT هایدستگاه

 منابع محدود

 CNN/RNN:دو تحقیق مشابه روش ترکیبی 1جدول 

 

. مطالعه دهدیارائه م 4.0و صنعت  IoT یدر کاربردها RNN/LSTMو  CNN یهاشبکه بیترک ینهیدر زم مشابه دو پژوهش 1جدول 

و سرعت  یمعمار یآن سادگ یاصل تیاستفاده کرده است. مز یصنعت یهاخطا در ربات صیتشخ یبرا RNNو  CNN بیاز ترک [8] نخست

از  یریگبا بهره  [9]است. مطالعه مانده یبلندمدت باق یزمان یهایوابستگ ییآن در شناسا تیپردازش بلادرنگ است، اما محدود یلابا

CNN-LSTM  و افزودنtemporal skip connection یتمحاسبا نهیمدل کند، اما هز یبلندمدت را با دقت بالاتر یتوانسته است الگوها 

 دارد. IoT یهادستگاه یرو یسازادهیدر پ تیبالاتر و محدود

و  Quantization رینظ ییهاکیمنظور تکن نیبا منابع محدود تمرکز شده است؛ بد IoT یهادستگاه یرو نهیبه یبر اجرا ،دومپژوهش  

Pruning یکاربرد یخود را در حوزه زیکار حاضر تما ن،یپردازش بلادرنگ گردد. بنابرا یتر و مناسب برابه کار گرفته شده تا مدل سبک 

 .سازدیمنابع( آشکار م تیبا محدود IoT یهادستگاه ی)اجرا رو

 مواد و روش ها -2

 

 IoT هایروی دستگاه CNN-RNN پردازش و اجرای الگوریتمفلوچارت مراحل پیش-1شکل 

 یهافلوچارت شامل گام نی. ادهدیرا نشان م IoT یهادستگاه یبر رو CNN-RNN یبیترک تمیالگور یفلوچارت مراحل اجرا 1شکل 

. سپس شوندیم یآورمختلف جمع یها از حسگرهااست. در مرحله نخست، داده یینها یخروج دیداده خام تا تول افتیاز زمان در یاصل

 شوند. یعصب یهاها آماده ورود به شبکهتا داده ردیگیها صورت مداده میو تقس یسازنرمال ز،یشامل حذف نو پردازششیپ ندیفرآ

. گردندیم لیتحل RNNشبکه  قیاز طر یزمان یهایژگیو و شوندیاستخراج م CNNبا استفاده از شبکه  یانمک یهایژگیگام بعد، و در

 استفاده کند. یو زمان یزمان از اطلاعات مکانطور همکه مدل بتواند به شودی( باعث مFeature Fusion) یژگیدو دسته و نیادغام ا

 ییشناسا ای ینیبشیشامل پ یینها جهیرا پردازش کرده و نت یبیترک یها( دادهFully Connected Layer) یریگمیتصم هیلا سپس،

 یبه سرور مرکز جهیارسال نت ای IoTعملکرد در دستگاه  کی یسازصورت فعالبه تواندیمدل م یخروج ت،ی. در نهاشودیارائه م یناهنجار

 .ردیگمورد استفاده قرار 
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 یافزاربا منابع سخت IoT یهادستگاه یمدل بر رو یاست که اجرا یاگونهشده به یمراحل طراح شود،یکه در فلوچارت مشاهده م طورهمان

 حفظ گردد. زیپردازش بلادرنگ ن یحال، سرعت و دقت لازم برا نیباشد و در ع ریپذمحدود امکان

ق است که کیفیت و دقت مدل نهایی را تحت تأثیر های مبتنی بر یادگیری عمیها یکی از مراحل کلیدی در توسعه سیستمسازی دادهآماده

های زمانی )مانند دما، رطوبت و فشار( و دادههای سریشامل داده IoT شده از حسگرهایآوریهای جمعدهد. در این پژوهش، دادهقرار می

 :یر انجام شده استها به شرح زسازی دادهپردازش و آمادهاند. مراحل پیشپردازش شده IoT هایاز دوربین تصویری

 زمانیهای سریپردازش دادهپیش

[ تبدیل شدند. این کار باعث 1. 0به بازه ]  Min-Max Normalizationزمانی با استفاده از تکنیک های سریداده :هاسازی دادهنرمال

 .های ورودی برای مدل یکنواخت شود و فرآیند آموزش مدل تسهیل گرددشود مقیاس دادهمی

ها استفاده شده است. این مرحله برای بهبود برای حذف نویزهای تصادفی در داده (Moving Average) از فیلترهای متحرک :نویزحذف 

 .ها ضروری استهای ورودی و جلوگیری از خطا در شناسایی ناهنجاریکیفیت داده

صورت مؤثر توسط گام( تقسیم شدند تا بتوانند بهزمان 100یا  50د هایی با طول ثابت )ماننزمانی به توالیهای سریداده :هابندی دادهتقسیم

 .پردازش شوند LSTM یا RNN هایشبکه

رخداد "عنوان شده بهتعریف (Threshold) ایهای ناهنجار با استفاده از قوانین مشخص یا مقادیر آستانهداده :هاگذاری دادهبرچسب

 .گذاری شدندبرچسب "ناهنجاری

 های تصویریداده پردازشپیش

 .سازگار باشند CNN هایپیکسل تغییر اندازه داده شدند تا با ورودی استاندارد شبکه 224×224تمام تصاویر به ابعاد  :تغییر اندازه تصاویر

 .دازی مقاوم باشدهای نورپرسازی شد تا مدل نسبت به تفاوت[ نرمال1. 0تصاویر به بازه ]  R ،G ،B مقدار هر کانال رنگی :سازی رنگنرمال

 :(Data Augmentation) افزایش داده

 .شدند چرخانده( درجه 15±تصاویر در زوایای مختلف )تا  :چرخش تصادفی

 .طور تصادفی انتخاب و بریده شدندهایی از تصاویر بهبخش :(Random Cropping) برش تصادفی

 .عی تغییر یافتسازی شرایط واقشدت نور تصاویر برای شبیه :تغییر شدت روشنایی

 برازشهای آموزشی شده و از بیشها باعث افزایش تنوع دادهاین تکنیک .طور تصادفی برعکس شدندتصاویر به :معکوس کردن افقی و عمودی

(Overfitting) کندجلوگیری می. 

 (Missing Values) تشخیص و حذف مقادیر گمشده

جایگزین شدند.  (Linear Interpolation) یابی خطیگیری یا برونهای میانگیناز روشزمانی با استفاده های سریمقادیر گمشده در داده

 .ها حذف شدندها گمشده بودند، نمونهدر مواردی که مقادیر زیادی از داده
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 (Feature Engineering) هااستخراج ویژگی

 (Rate of Change) های مشتقی مانند تغییرات نرخویژگی های اصلی مانند دما، رطوبت و فشار،علاوه بر ویژگی :های جدیدایجاد ویژگی

 .ها استخراج شدندبرای بهبود قدرت مدل در شناسایی ناهنجاری (Local Standard Deviation) و انحراف معیار محلی

ها تا از افزونگی داده ها داشتند، حذف شدندهایی که همبستگی بالایی با سایر ویژگیویژگی :(Correlation Analysis) تحلیل همبستگی

 .کاسته شود

 هاتقسیم مجموعه داده

 :ها به سه بخش اصلی تقسیم شدندداده

 .ها برای آموزش مدل استفاده شدندداده 70% :(Training Set) مجموعه آموزشی

 .به کار رفتندبرازش ها برای تنظیم ابرپارامترها و جلوگیری از بیشداده 15% :(Validation Set) مجموعه اعتبارسنجی

 .ها برای ارزیابی عملکرد نهایی مدل مورد استفاده قرار گرفتندداده 15% :(Test Set) مجموعه آزمایشی

 (Batch Preparation) های دادهسازی دستهذخیره و آماده

 هاشوند. اندازه دستهپردازش  GPU تقسیم شدند تا به صورت موازی توسط (Batches) ترهای کوچکشده به دستههای پردازشداده

(Batch Size) تعیین شد تا بین کارایی و استفاده از حافظه تعادل برقرار شود 32صورت تجربی برابر با به. 

ها صورت بهینه و دقیق، ناهنجاریسازد تا بههای ورودی مدل را بهبود داده و سیستم را قادر میها، کیفیت دادهسازی دادهاین مراحل آماده

 .بینی کندزمان واقعی شناسایی و پیشرا در 

 CNN (1) فرمول

𝑌𝑖, 𝑗 = 𝑚, 𝑛∑𝑋𝑖 + 𝑚, 𝑗 + 𝑛 ⋅ 𝑊𝑚, 𝑛 + 𝑏 

 :که در آن

Yi,j خروجی کانولوشن در موقعیتi,j است. 

X ورودی )تصویر یا داده( است. 

W فیلتر کانولوشن )کرنل( است. 

b  بایاس است. 

 RNN(2) فرمول

ℎ𝑡 = 𝑡𝑎𝑛ℎ(𝑊ℎ𝑥𝑡 + 𝑊ℎℎℎ𝑡−1 + 𝑏ℎ) 
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ℎ𝑡 خروجی در زمانt است. 

  𝑥𝑡  .است tورودی در زمان  

  𝑊ℎها هستندهای لایهوزن. 

𝑊ℎℎهای بین حالات گذشته و حال هستندوزن. 

 𝑏ℎبایاس است. 

 

 تعریف مسئله -1-2

، 4.0با رشد صنعت های صنعتی طراحی شده است. آلات و شرایط محیطی در محیطمنظور نظارت بلادرنگ بر ماشیناین سیستم به

اعتماد که بتواند اند. بنابراین، وجود یک سیستم قوی و قابلسازی فرآیندهای تولید به عوامل حیاتی تبدیل شدهکارایی، ایمنی، و بهینه[11]

 .د، بسیار ضروری استآلات و شرایط محیطی ارائه دهموقعی از وضعیت ماشیناطلاعات دقیق و به

 :اندبرای این منظور، چندین حسگر استفاده شده

 .آلات جلوگیری کندازحد ماشینشدن بیشدهد تا از گرمآلات را انجام مینظارت بر دمای محیط و ماشین :حسگر دما

آلات و آسیب به محصولات حساس ماشینشود، که از خوردگی های صنعتی استفاده میبرای نظارت بر سطح رطوبت محیط :حسگر رطوبت

 .کندبه رطوبت جلوگیری می

 .های هیدرولیک(های بخار یا سیستمکنند )مانند دیگآلاتی که در شرایط فشار خاصی کار میبرای نظارت بر ماشین :حسگر فشار

ی از سایش، نقص یا نیاز به تعمیرات ادهد که ممکن است نشانهآلات را تشخیص میارتعاشات غیرعادی ماشین :محورهسنج سهشتاب

 .پیشگیرانه باشد

 .صورت بلادرنگ شناسایی شوندها، یا مشکلات دیگر بهدهد تا موانع، خرابینظارت تصویری از خط تولید ارائه می :دوربین اینترنت اشیاء

شده توسط این آوریهای جمعاند. دادهدهآلات حیاتی و نقاط خاص محیط تولید قرار داده شطور استراتژیک در ماشیناین حسگرها به

کند. در صورت شناسایی پردازش و تحلیل می بلادرنگها را در شود، جایی که مدل هوش مصنوعی آنحسگرها به سرور مرکزی منتقل می

 .شود تا اقدامات اصلاحی انجام دهندهرگونه ناهنجاری، هشدارهایی برای کارکنان کارخانه ارسال می

 

 اده هامجموعه د -2-2

شده های کنترلمحیط ها استفاده شده استآوری دادهسازی، و اعتبارسنجی سیستم پیشنهادی، دو منبع اصلی برای جمعبرای توسعه، پیاده

اند طور خاص طراحی شدهها بههای واقعی. این مجموعه دادهآوری دادههای تولید صنعتی برای جمعسازی شرایط خاص و محیطبرای شبیه

 .را تحت شرایط مختلف ارزیابی کنند CNN-RNN کارایی و دقت مدل ترکیبیتا 
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 شدههای کنترلمحیط

 .را بازسازی کنند IoT هایسازی تولید شدند تا شرایط عملیاتی دستگاههای شبیهها با استفاده از الگوریتمها، دادهدر این محیط

سازی تولید شدند که تغییرات محیطی و شرایط های شبیهتعاش با استفاده از الگوریتمپارامترهایی نظیر دما، رطوبت، فشار، و ار :تولید داده

 .کنندسازی میزا را مدلاسترس

 .آوری شدندرکورد جمع 25،000ماهه شامل شده برای یک دوره سهسازیهای شبیهداده :هامحدوده داده

های خارج از ها شامل مقادیر افراطی یا دادهها اضافه شد. این ناهنجاریهطور عمدی به دادناهنجاری به ٪5حدود  :هاافزودن ناهنجاری

 .ها آزمایش شودمحدوده طبیعی بودند تا توانایی سیستم در شناسایی ناهنجاری

 های تولید صنعتیمحیط

ای جامع و عملی برای تحلیل ونهها نماند. این دادهای صنعتی نصب شدهآوری شدند که در کارخانهجمع IoT های واقعی از حسگرهایداده

 .کنندکارایی سیستم تحت شرایط واقعی فراهم می

 .IoT سنج و دوربینحسگرهایی شامل حسگر دما، رطوبت، فشار، شتاب :منابع داده

 .آوری شدندبرداری منظم جمعماه با نرخ نمونه 12ها طی داده :آوریمدت زمان جمع

 :هاها و حجم دادهویژگی

 .درجه 0.5±گراد با دقت درجه سانتی 85تا  -40دما: 

 .٪2±با دقت  ٪100تا  ٪0رطوبت: 

 .هکتوپاسکال 1±هکتوپاسکال با دقت  1100تا  300فشار: 

 .محوره برای پایش ارتعاشاتهای سهسنج: دادهشتاب

 .های مکانیبرای تحلیل 1080pتصاویر با کیفیت  :IoT دوربین

 .میلیون رکورد 1بیش از  :تعداد رکوردها

 .ها به دلیل اختلالات محیطی و خرابی حسگرها ناهنجاری دارندداده ٪0.5حدود  :های طبیعیناهنجاری

 هاسازی و مدیریت مجموعه دادهآماده

 :سازی و حذف نویزنرمال

 .بندی شدندمقیاس[ 1. 0به بازه ] Min-Max Normalizationمقادیر دما، رطوبت، و فشار با استفاده از تکنیک 
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 .سازی شدندهای تصویری از نظر روشنایی و کنتراست نرمالداده

 (Data Augmentation) هاافزایش داده

 .برای تصاویر: چرخش تصادفی، تغییر شدت روشنایی، و برش تصادفی برای افزایش تنوع

 .ستمهای اضافی برای آزمایش استحکام سیسازی نویز و دادهزمانی: شبیهبرای سری

 (Labeling) گذاریبرچسب

 .گذاری شدندبرچسب "رخداد غیرعادی"های عنوان دادههای دارای ناهنجاری بهداده

 .تصاویر با مشکلات مشخص )مانند انسداد دید( به دسته ناهنجاری اضافه شدند

 ها برای آزمایشطراحی ناهنجاری

 .ا تغییرات ناگهانی در نرخ افزایش/کاهشورود مقادیر خارج از محدوده ی :زمانیهای سریناهنجاری

 .تصاویر با انسداد جزئی، نور کم، یا تغییرات شدید روشنایی :های تصویریناهنجاری

ها را شناسایی کرده و در شرایط عملیاتی متنوع طور مؤثر ناهنجاریتواند بهکند که سیستم میها تضمین میاین طراحی جامع مجموعه داده

 .ود را حفظ کندسازگاری و دقت خ

 

 : معماری کلی محیط اجرا2شکل 
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 روش -3

ها و سازی است که شامل تکنیکها برای تحلیل و مدلسازی دادهها یک مرحله حیاتی در آمادهپردازش دادهپیش: هاداده پردازشپیش

ها و تسهیل فرآیند، بهبود کیفیت دادهشود. هدف اصلی این ها میسازی مجموعه دادهسازی، تبدیل و آمادهابزارهای مختلف برای پاک

و  IoT ها از حسگرهایاست. در این پژوهش، مجموعه داده (CNN-RNN) های یادگیری عمیق ترکیبیها در مدلاستفاده بهینه از آن

 .پردازش دقیق قرار گرفتند تا برای آموزش و ارزیابی سیستم آماده شوندهای تصویری تحت پیشداده

 های پرتهتشخیص و حذف داد

استفاده شد.  (Interquartile Range) های پرت، از روش قاعده محدوده بین چارکیبرای شناسایی و حذف داده :بین چارکی IQR روش

های نادرست کند تا مدل با دادهها انحراف دارند را شناسایی کرده و حذف میطور قابل توجهی از الگوهای کلی دادههایی که بهاین روش داده

 .آموزش نبیند

 های گمشدهمدیریت داده

های مختلفی مانند میانگین، میانه یا مد استفاده شد. این روش بسته ها از روشبرای پر کردن مقادیر گمشده در داده Imputation روش

 .های خاص انتخاب شد تا کمترین تأثیر را بر دقت مدل داشته باشدبه نوع داده و توزیع آن در ستون

 مورد استفاده ابزارهای

 Pandas [10][11].های آماری ابتداییسازی و انجام تحلیلها، پاکبرای مدیریت داده   

 Scikit-learn پردازش پیشرفته مانند استانداردسازی و رمزگذاریهای پیشها و انجام تکنیکسازی دادهبرای نرمال One-Hot. 

 شدههای اعمالسازیتبدیلات یا نرمال

ها میانگین صفر و انحراف معیار یک داشته باشند. این کار های عددی، از استانداردسازی استفاده شد تا ویژگیبرای داده :استانداردسازی

 .ضروری است CNN-RNN های ترکیبیها در مدلو مقایسه مؤثر ویژگی[12]های یادگیری عمیق برای اطمینان از همگرایی بهتر الگوریتم

برای تبدیل مقادیر به بازه  Min-Max سازیهای بسیار متفاوتی دارند، از نرمالهای عددی که دامنهبرای ویژگی :Min-Max سازینرمال

 .بندی شوندطور یکنواخت مقیاسها بهبین مقادیر حفظ شود و دادهکند تا رابطه [ استفاده شد. این تکنیک کمک می1. 0]

 One-Hot  رمزگذاری

به بردارهای باینری تبدیل شدند. این  One-Hot Encodingای، مانند نوع دستگاه یا شرایط محیطی، با استفاده از روش های دستهویژگی

 .استفاده نیستند، ضروری استگیری عمیق قابلهای یادهای غیرعددین که توسط مدلتکنیک برای پردازش داده

 CNN-RNN های ترکیبیها برای مدلسازی دادهآماده

 224×224سازی رنگ و تغییر اندازه به ابعاد ثابت )ابتدا با استفاده از نرمال IoT هایشده از دوربینآوریتصاویر جمع :های تصویریداده

 .پیکسل( پردازش شدند
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برای شناسایی الگوهای زمانی  LSTM و RNN های زمانی تقسیم شدند تا توسطبه توالی IoT های حسگرهایداده :زمانیهای سریداده

 .پردازش شوند

های یادگیری کند که مدلکند و تضمین میهای ترکیبی آماده میطور مؤثر برای آموزش و ارزیابی مدلها را بهپردازش، دادهاین فرآیند پیش

 .های بلادرنگ بپردازندبینیها و پیشطور دقیق و کارآمد به شناسایی ناهنجاریعمیق بتوانند به

 :خلاصه روش های پیش پردازش استفاده شده2جدول 

 فیلترینگ روش شناسی و طراحی هوش مصنوعی برای سیستم -1-3

توجهی متحول کرده طور قابلها را بههای مدیریت و پردازش دادهروش (IoT) های اینترنت اشیاءاستفاده از هوش مصنوعی در سیستم

سازی استفاده از پهنای باند، یک سیستم های بلادرنگ و بهینههای مربوط به پردازش دادهاست. در این پژوهش، برای مدیریت چالش

های عصبی و شبکه (CNN) صبی پیچشیهای عفیلترینگ مبتنی بر هوش مصنوعی طراحی شده است. این سیستم ترکیبی از شبکه

برد. انتخاب صحیح مدل، تنظیم پارامترها و زمان به کار میصورت همزمانی بههای تصویری و سریرا برای تحلیل داده (RNN) بازگشتی

 .روند آموزش تأثیر مستقیمی بر کارایی و دقت سیستم دارد

 RNN و CNN هسته اصلی سیستم: ترکیب

 :استفاده شده است RNN و CNN زمانی، از ترکیب دو مدلهای تصویری و سریبرای پردازش داده
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شود. این مدل به استفاده می IoT هایهای تصویریدوربینهای مکانی از دادهبرای استخراج ویژگی :(CNN) های عصبی پیچشیشبکه

 .کندهای بصری در تصاویر کمک میشناسایی الگوهای پیچیده و ویژگی

های حسگرها طراحی شده است. زمانی و شناسایی الگوهای زمانی در دادههای سریبرای پردازش داده :(RNN) صبی بازگشتیهای عشبکه

 .های بلادرنگ حیاتی استبینیها و پیشها را دارد که برای شناسایی ناهنجاریهای قبلی در توالیاز داده "حافظه"این مدل توانایی حفظ 

 لپارامترها و معماری مد

 :RNN معماری

شوند. اندازه این لایه بستگی به تعداد های بعدی پردازش میشوند و به لایهدریافت می IoT های حسگرها از هر دستگاهداده :لایه ورودی

 .های ورودی داردویژگی

سازی ستند. هر لایه از تابع فعالنورون به ترتیب ه 32و  64، 128کند که هرکدام شامل مدل از سه لایه مخفی استفاده می :های مخفیلایه

ReLU  (Rectified Linear Unit) کندبرای کاهش مشکل محوشدگی گرادیان و افزایش کارایی استفاده می. 

 .شودسازی سیگموئید برای ارائه احتمال ناهنجاری استفاده میدهد. از تابع فعالبینی نهایی سیستم را ارائه میاین لایه پیش :لایه خروجی

 ند آموزش مدلرو

ها و مقادیر واقعی بینیها برای حداقل کردن تفاوت پیشها و بایاسشود، جایی که وزنصورت تکراری انجام میبه RNN آموزش مدل 

 :شوندروزرسانی میبه

یادگیری اولیه برابر با  شود. نرخبرای سرعت بخشیدن به همگرایی و دستیابی به عملکرد پایدار استفاده می Adamساز از بهینه :سازبهینه

 .تنظیم شده است 0.001

 .شود تا به همگرایی مناسب برسدآموزش داده می (epoch) دوره 50مدل برای  :مدت آموزش

 برازشتابع خطا و جلوگیری از بیش

بندی دودویی )شناسایی طبقهها و مقادیر واقعی در مسائل بینیبرای ارزیابی تفاوت بین پیش Binary Cross Entropy از  تابع خطا

 .ناهنجاری( استفاده شده است

طور تصادفی شود که بهاستفاده می Dropout ، از تکنیک RNN هایویژه در مدلبرازش، بهبرای کاهش خطر بیش :برازشجلوگیری از بیش

 .تولید کندتری تر و کلیهای مقاومدهد تا نمایهکند و به شبکه اجازه میها را غیرفعال مینورون

 معیارهای اصلی طراحی سیستم

 :سیستم فیلترینگ بر اساس دو معیار اصلی طراحی شده است

 .شوندهای زائد شناخته شده و فیلتر میعنوان دادهتوجهی ندارند یا تکراری هستند بههایی که تغییرات قابلداده :های تکراریحذف داده .1
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های حیاتی یا هشدارهای ناهنجاری اولویت بالا دارند، در حالی شوند. دادهبندی میاس اهمیتشان اولویتها بر اسداده :هابندی دادهاولویت .2

 .شوندبندی میهای روتین برای انتقال کمتر مکرر گروهکه داده

 گیری بلادرنگتصمیم

گیری بندی یا حذف کند. این تصمیم، گروهها را منتقلگیرد که دادهثانیه تصمیم میها در طی چند میلیسیستم پس از ارزیابی داده

 دهد که به شرایط متغیر پاسخ سریع و مناسبی بدهند. سیستم با استفاده از مدل ترکیبیاین امکان را می IoT هایبلادرنگ به دستگاه

CNN-RNN  فاده کندها را شناسایی کرده و در همان زمان از منابع شبکه بهینه استطور مؤثر ناهنجاریقادر است به. 

های بلادرنگ و حلی مناسب برای پردازش دادههای یادگیری عمیق، راهاین طراحی سیستم با استفاده از ترکیب هوش مصنوعی و مدل

 .کندهای صنعتی فراهم میها در محیطشناسایی ناهنجاری

 روش روی دستگاهعملیاتی سازی  -2-3

 یمنابع قابل توجه یهاتیها محدوددستگاه نیا رایز د،یآیبزرگ به حساب م یچالش IoT یهادستگاه یرو یهوش مصنوع یهامدل یاجرا

 یمدل در زمان واقع نهیعملکرد به نیتضم ند،یفرآ نیدر ا یمتفاوت است. هدف اصل یسنت یهاشنیاستورک ایدارند که نسبت به سرورها 

 ییشناسا یبرا CNN-RNN یبیترک قیعم یریادگی یهاپژوهش، از مدل نیعملکرد دستگاه است. در ا ایدقت  هش)بلادرنگ( بدون کا

اند تا شده نهیبه IoT یهادستگاه یاجرا بر رو یبرا ژهیطور وها بهمدل نیها استفاده شده است. ارفتار دستگاه ینیبشیو پ هایناهنجار

 پردازش کنند. یطور مؤثر در زمان واقعها را بهبتوانند داده

 مدل: یسازکپارچهی مراحل

منظور از  نیا یبا منابع محدود آغاز شد. برا IoT یهادستگاه یمدل به قالب مناسب برا لیتبد ندی، فرآCNN-RNNاز آموزش مدل  پس

 یهادستگاه یبرا شدهنهیبه یهابه نسخه TensorFlow یهامدل لیکه امکان تبد[13] دیاستفاده گرد TensorFlow Liteمانند  ییابزارها

خاص، مدل در حافظه  یادغام شده و با نوشتن کد IoTدستگاه  ورمیبه فر شدهلی. سپس مدل تبدآوردیفراهم م ا( رEdge Devicesلبه )

 .گردندیپردازش م یورود یهاو داده شودیم یدستگاه بارگذار

 قیعم یریادگی یبیبا استفاده از روش ترک اءیاش نترنتیادغام مدل در دستگاه ا ندیفرآ

 (:Input Dataداده ) یورود

. شودیگرفته م هانیاست که توسط دورب یریتصاو ایحسگرها  یها، مانند دادهIoT یهااز دستگاه هیاول یهاداده افتیدر فهیبخش وظ نیا

 ( باشند.ری)مانند تصاو یمکان یهاداده ای یزمانیصورت سرها ممکن است بهداده نیا

 

 (:Data Preprocessingداده ) پردازششیپ

ها به داده میها و تقسداده یسازنرمال ز،یمانند حذف نو ییهااتی. عملشوندیم یو استانداردساز زیمرحله تم نیدر ا یورود یهاداده

 .شودیمرحله انجام م نیدر ا RNN ای CNNورود به  یمناسب برا یهابخش

 (:Feature Fusion) هایژگیو ادغام
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 یاز اطلاعات مکان دهدیبه مدل اجازه م بیترک نی. اشوندیم بیمرحله با هم ترک نیدر ا RNNو  CNNشده توسط استخراج یهایژگیو

 ها به دست آورد.تر از دادهو جامع تریکل ینما کیزمان استفاده کند و طور همبه یو زمان

 (:Decision Layer) یریگمیتصم هیلا

 یسازیینها فهیکه وظ شوندی( مFully Connected Layerکاملاً متصل ) هیلا کیشده وارد پردازش یبیترک یهابخش، داده نیا در

عملکرد خاص در  کی یاجرا ای یزمانیسر ینیبشیپ ،یبندشامل دسته تواندیم هیلا نیا جی. نتا[14]را دارد یریگمیتصم ای ینیبشیپ

 باشد. IoTدستگاه 

 (:Output) یینها یخروج

 .دهدیعملکرد دستگاه ارائه م یسازفعال ایمقدار،  ینیبشیپ ،یبنددسته ینیبشیمانند پ یرا در قالب یینها جهیبخش نت نیا

 :DNNنسبت به  RNNو  CNN یبیروش ترک یایمزا

 :یمحاسبات یدگیچیپ کاهش

را به همراه دارد  یکه محاسبات کمتر کندیها استفاده مپردازش داده یبرا یتخصص یاز ساختارها RNNو  CNN بی، ترکDNN برخلاف

 تر است.با منابع محدود مناسب IoT یهادستگاه یو برا

 :یو زمان یمکان یهایژگیاز و یبرداربهره

CNN ( و یری)تصو یمکان یهاداده یبراRNN دو شبکه  نیا بیاند. ترکشده ی( طراحیوابسته به توال ای یزمان ی)سر یزمان یهاداده یبرا

 .کندیمحدودتر عمل م هایژگیو نیا ییدر شناسا DNNکه  یدر حال کند،یرا فراهم م یو مکان یزمان از اطلاعات زمانامکان استفاده هم

 اندازه مدل: کاهش

DNN است. حذف  ترمیها معمولاً حجو وزن هاهیلا ادیتعداد ز لیبه دلDNN  و استفاده ازCNN  وRNN ییمدل نهاکه  شودیباعث م 

 ( سازگار باشد.SRAMتر باشد و با حافظه کمتر )مانند سبک

 

 (:Real-Time) یبهتر در زمان واقع عملکرد

صورت بلادرنگ ها بهدر پردازش داده یمرتبط، عملکرد بهتر یهاها در دستهها و پردازش آنداده یسازنهیبا به RNNو  CNN یبیترک روش

 است. یاتیهستند، ح عیپاسخ سر ازمندیکه ن IoT یهادستگاه یموضوع برا نیدارد. ا

 مدل: یدر طراح شتریب یریپذانعطاف

کرد تا دقت و  بیمختلف ترک یهایها را با معماراستفاده کرد و آن یبیترت ای یصورت موازبه RNNو  CNNاز  توانیروش، م نیا در

 ت.کمتر اس DNNانعطاف در  نی. اابدی شیمدل افزا ییکارا

 :یدر مصرف انرژ ییجوصرفه
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که  RNNو  CNNو استفاده از  DNNتر هستند. حذف مصرفتر و کمسبک یهامدل ازمندین ،یانرژ تیمحدود لیبه دل IoT یهادستگاه

 .دهدیرا کاهش م یمصرف انرژ کنند،یعمل م ترنهیبه

 عملکرد بهتر: یبرا هایسازنهیبه

 کار گرفته شد:عملکرد بلادرنگ به نیمنظور تضمبه کیتکن نی، چندIoT یهادستگاه یافزارسخت یهاتیتوجه به محدود با

سرعت  شیباعث کاهش اندازه مدل و افزا کیتکن نیبر دقت دارند. ا یکم ریکه تأث ییهانورون ایها (: حذف وزنPruningکردن ) هرس

 .شودیاستنتاج م

باعث  کیتکن نی. اتیب 8کوچکتر مانند  یهابه فرمت تیب 32مدل از فرمت  یهااسیها و باوزن لی(: تبدQuantization) یسازتیکم

 .شودیم یکاهش بار محاسبات لیسرعت استنتاج به دل شیکاهش حجم مدل و افزا

خصوص م یهاترجمه مدل به دستورالعمل یبرا یتخصص یلرهای(: استفاده از کامپاOn-the-Fly Compilationمدل در زمان اجرا ) لیکامپا

 عملکرد آن. یسازنهیدستگاه و به

 عیتسر یبرا یخارج ایحافظه فلش  یبه جا SRAMدستگاه مانند  یحافظه موجود رو نیترعیمدل در سر یحافظه: بارگذار یسازنهیبه

 پردازش. ندیدر فرآ

دستگاه  یسازیمواز یهاتیپردازش شدند تا از قابل یاصورت دستهها به(: تا حد امکان دادهBatch Processing) یادسته پردازش

 .ابدیبهبود  ستمیس ییشود و کارا یبرداربهره

ها به سرعت و دقت انجام اجرا شده و استنتاج IoTدستگاه  یرو یطور مؤثر و در زمان واقعکه مدل به دهندیم نانیاطم هایسازنهیبه نیا

 .شوندیم

 اعتبار سنجی و آزمایش -3-3

 :های مختلفی طراحی و اجرا شدهای صنعتی با شرایط متغیر، آزمایشویژه در محیطاطمینان از صحت عملکرد سیستم، بهبرای 

 شدهآزمایش در محیط کنترل

شود. در این شرایط، تمام متغیرها و شرایط با مدل یکپارچه در محیطی آزمایشگاهی یا مشابه آن آزمایش می IoT در این سناریو، دستگاه

عنوان مثال، کند. بهآل را فراهم میشوند. این نوع آزمایش امکان ارزیابی عملکرد سیستم در شرایط ایدهطور دقیق کنترل و نظارت میبه

دهد یا خیر. های صحیح و مورد انتظار را ارائه میسازی کرده و بررسی کرد که آیا دستگاه پاسختوان مقادیر خاص دما و رطوبت را شبیهمی

 .های آشکار کاربرد داردزمایش برای شناسایی مشکلات بنیادی یا خرابیاین آ

 شده واقعیسازیآزمایش در محیط شبیه

طوری که دستگاه در شرایط آورد، بهشود که شرایط واقعی را برای سیستم فراهم میسازی میدر این نوع آزمایش، دستگاه در محیطی شبیه

تر و پویاتر طراحی شده است. در این یش برای ارزیابی عملکرد سیستم در مواجهه با شرایط پیچیدهنزدیک به واقعیت کار کند. این آزما

 .بینی را داشته باشدمحیط، نظارت و کنترل همچنان وجود دارد، اما دستگاه باید توانایی تعامل با شرایط متغیر و غیرقابل پیش
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 آزمایش در محیط واقعی

گیرد تا عملکرد آن در شرایط عملیاتی واقعی ارزیابی شود. این مرحله واقعی مورد آزمایش قرار می در نهایت، سیستم در محیط صنعتی

 .رودکار میبینی مشکلات بهها و پیشسازی و بررسی اثربخشی آن در شناسایی ناهنجاریبرای تأیید صحت مدل در شرایط بدون شبیه

 :هاگیری از آزمایشنتیجه

-CNN های ترکیبیشده و واقعی نشان دادند که سیستم هوش مصنوعی با استفاده از مدلسازیشده، شبیهکنترلهای ها در محیطآزمایش

RNNها همچنین کمک کردند تا مشکلات احتمالی سیستم ها را با دقت بالا در بلادرنگ دارد. این آزمایشتوانایی شناسایی ناهنجاری

 .طور مؤثر عمل کندم گردد تا سیستم در شرایط مختلف و در زمان واقعی بههای بیشتری انجاسازیشناسایی شوند و بهینه

های صنعتی مختلف طور مؤثر و با دقت بالا در محیطکند تا اطمینان حاصل شود که سیستم بهاین فرآیند اعتبارسنجی و آزمایش کمک می

 .کندو مدیریت می بینیها و مشکلات احتمالی را پیشطور مؤثری ناهنجاریشود و بهاجرا می

 

 

 :فرآیند ادغام مدل در دستگاه اینترنت اشیا3شکل 

 :متغیرها برخی کنترل

شده آشکار دهد و به شناسایی مشکلاتی که ممکن است در محیط کنترلتری از عملکرد سیستم ارائه میبینانهاین نوع آزمایش، دیدگاه واقع

 .تواند شامل استقرار دستگاه برای مدت کوتاهی در یک کارخانه یا خانه هوشمند باشدمیکند. به عنوان مثال، یک سناریو نشوند، کمک می
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 :سیستم عملکرد ارزیابی معیارهای

های مختلف سیستم فراهم شود که اطلاعات ارزشمندی درباره جنبهبرای ارزیابی جامع عملکرد سیستم، از چندین معیار کلیدی استفاده می

 :های لازم را اعمال کنیمسازیکنند تا کارایی سیستم را در شرایط واقعی و عملیاتی سنجیده و بهینهما کمک می کنند. این معیارها بهمی

 

Accuracy 

 ( دقت کنید.3به فرمول )د کنگیری میها را اندازهبینیهای صحیح مدل به کل پیشبینیاین معیار نسبت پیش

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
Number of correct predictions

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 (3) 

Latency  

دارد.  یادیز تی( اهمیخروج دیو تول یورود کی)زمان پردازش  ریبا منابع محدود، زمان تأخ IoT یهادر دستگاه ستمیس یبا توجه به اجرا

 [14].کاراتر است ستمیهرچه کمتر باشد، س شود؛یم یریگ( اندازهms) هیثانیلیبر حسب م اریمع نیا

Resource Usage 

تواند به های دارای منابع محدود. این معیار میویژه در دستگاه، حافظه و انرژی حیاتی است، بهCPU اطلاع از میزان استفاده از منابع مانند

 .صورت درصد یا مقدار مطلق بیان شود

Recall 

 (False Negative) اند. این معیار برای کاربردهایی که پیامدهای خطای منفیدرستی شناسایی شدهموارد مثبت واقعی که به نسبت

 ( دقت کنید.2به فرمول ) .دارد است،اهمیت دزیا

. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑡𝑖𝑣𝑖𝑒𝑠

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 (4) 

 

Precision 

 ( دقت کنید.3به فرمول ) [15].کندگیری میشده را اندازهبینیشده به کل موارد مثبت پیشنسبت موارد مثبت شناسایی

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑡𝑖𝑣𝑖𝑒𝑠

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑡𝑖𝑣𝑒𝑠
 (5) 

 

F1-Score 

 ( دقت کنید.4به فرمول ) .ها نامتعادل هستند، مفید استاین معیار ترکیبی از دقت و یادآوری است و برای شرایطی که کلاس

 

 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
Precision*Recall

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (6)  

 



 1404 تابستان، 2، شماره دومهوشمند                                                                       سال  یها ستمیبرق و س یمجله مهندس

 

 :معیارها اهمیت

 انتخاب معیارهای خاص به ماهیت مسئله و پیامدهای انواع خطاها بستگی دارد. برای مثال، در کاربردهایی که شناسایی تمامی موارد احتمالی

 .تر خواهد بودهای کاذب( حیاتی است، یادآوری از دقت مهم)حتی با وجود برخی مثبت

 :آزمایش و اعتبارسنجی رآیندف

دهد که سیستم شده، همراه با استفاده از معیارهای ریاضی دقیق، به ما اطمینان میسازیشده و شبیههای کنترلترکیب آزمایش در محیط

 .ما قوی، کارآمد و دقیق است

 :پارامترهای تکمیلی

 (Energy Efficiency) وری انرژیبهره

 IoT هایوری انرژی برای سیستمپردازد. بهرهگیری مصرف انرژی سیستم در شرایط عادی و در هنگام کار با بار بالا میاندازهاین پارامتر به 

 .ها بگذاردتواند تأثیر زیادی بر عمر باتری و عملکرد دستگاهویژه مهم است، زیرا مصرف انرژی میبا منابع محدود به

 (Scalability) پذیریمقیاس

دهد که سیستم ها است. این پارامتر نشان میها یا دادهپذیری توانایی سیستم برای عملکرد بهینه در مواجهه با افزایش تعداد دستگاهمقیاس

 .طور مؤثر عمل کندتواند بهشود و آیا هنوز میها در شبکه مواجه میها یا دستگاهچطور با افزایش حجم داده

 (Robustness) مقاومت در برابر اختلالات

هایی کند. این ویژگی برای سیستماین پارامتر توانایی سیستم را در حفظ عملکرد صحیح تحت شرایط متغیر یا اختلالات مختلف ارزیابی می

 .های صنعتی با شرایط تغییرپذیر و احتمالی کار کنند، حیاتی استکه باید در محیط

 نتایج -4

های هوش مصنوعی در صنعت، مطالعه حاضر یک سیستم هوش مصنوعی تطبیقی برای مهای تکنولوژیکی و ادغام بیشتر سیستبا پیشرفت

کنند. هدف اصلی طراحی سیستمی بود که آلات و محیطی را در یک کارخانه نظارت میدهد که شرایط ماشینتوسعه می IoT هایدستگاه

طور محلی نگهداری یا پردازش شوند تشخیص توانند بههایی که میدادههای بحرانی که باید فوراً ارسال شوند را از طور مؤثر قادر باشد دادهبه

سازی پهنای باند و تضمین پاسخ سریع به رویدادهای غیرعادی صورت گیرد. این رویکرد بر اساس فرضیه اصلی است که ادغام دهد تا بهینه

د سربار شبکه را کاهش داده و سرعت و دقت شناسایی توانها میآوری دادهمستقیماً در نقطه جمع IoT هایهوش مصنوعی در دستگاه

 .رویدادها یا الگوهای بحرانی را بهبود بخشد

 شدهعملکرد سیستم در محیط کنترل

ها مبنای شده در کارخانه واقعی برای اعتبارسنجی اولیه سیستم استفاده شد. این دادههای تولیدشده در یک محیط کنترلای از دادهمجموعه

شده توسط حسگر دما در طول های ثبتمیزان 3آل فراهم کردند. جدول گیری دقت و کارایی سیستم در شرایط ایدهی اندازهمحکمی برا

ها توانایی سیستم در ردیابی و مستندسازی تغییرات جزئی دما در دهد. این قرائتساعته را نشان می 10یک بازه زمانی 

 .گذارندمی نمایش به را شدهکنترل محیط

گراد تغییر کرده است. لازم به ذکر است که حد درجه سانتی 35.2گراد و درجه سانتی23.9دهند که دما بین شده نشان میقادیر ثبتم

( تجاوز کرده و هشدارهای مربوطه را فعال کرده است. این حوادث تجاوز از 9و  8، 5، 4های شده قبلی در چهار زمان خاص )ساعتمشخص
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اند. این نرخ دقت مجدداً را به دست آورده %98.7و کارایی سیستم در شناسایی تغییرات بحرانی دما هستند و دقت  دهنده دقتحد نشان

دهد. این ویژگی سیستم کند و قدرت آن را در مواجهه با تغییرات احتمالی نشان میاعتبار سیستم در انجام وظیفه نظارت بر دما را تأیید می

 .کندهای صنعتی تبدیل میآلات در محیطپیشگیری از خطرات مربوط به داغ شدن ماشینرا به ابزاری اساسی برای 

 

 

 دما حسگر:نتایج 3جدول 

ها توانایی سیستم در شناسایی و گیریدهد. این اندازهساعت را نشان می 10شده توسط حسگر رطوبت در طول های ثبت، میزان4جدول 

ویژه در تغییر کرده است. به %70و  %44کند. سطح رطوبت بین شده را منعکس میط کنترلمستندسازی تغییرات کوچک در رطوبت محی

دهنده شده قبلی تجاوز کرده و هشدارها فعال شده است. این حوادث تجاوز از حد نشان(، حد تعیین8و  6، 5های سه زمان خاص )ساعت

دهد که دست یافته است. این سطح دقت نشان می %97.8ت که به دقت دقت و کارایی سیستم در شناسایی انحرافات بحرانی در رطوبت اس

دهنده استحکام سیستم در مواجهه با تغییرات است و آن را به یک سیستم برای نظارت بر رطوبت بسیار قابل اعتماد است. این ویژگی نشان

کند، مسائلی مانند خوردگی یا آسیب به دیل میمنبع ضروری برای کاهش مشکلات احتمالی مرتبط با رطوبت در یک کارخانه صنعتی تب

 .کیفیت برخی محصولات

ها توانایی سیستم در شناسایی و ثبت گیریدهد. این اندازهساعت نشان می 10شده توسط حسگر فشار را در طول های ثبتمیزان 5جدول 

پاسکال متغیر بوده است. ذکر  101325پاسکال و  100875گذارند. مقادیر فشار بین شده را به نمایش میتغییرات فشار در محیط کنترل
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( عبور کرده و هشدارها فعال شده است. 9و  7، 6های شده در سه زمان خاص )ساعتاین نکته حائز اهمیت است که آستانه از پیش تعیین

 .دهندتوجه در فشار نشان میاین هشدارها دقت سیستم را با شناسایی تغییرات قابل

 

 رطوبت بر حسب درصد حسگر :نتایج4جدول  

کند. این شناسایی شده است. این سطح از دقت، قابلیت اعتماد سیستم نظارت بر فشار را تأیید می %96.9تغییرات فشار با نرخ موفقیت 

حال کار تحت  دهد که سیستم در برابر تغییرات مقاوم است و ابزاری حیاتی برای تضمین ایمنی و کارایی تجهیزات درویژگی نشان می

 .شودهای هیدرولیک، محسوب میهای بخار یا سیستمسطوح خاص فشار، مانند دیگ
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 فشار بر حسب پاسکال حسگر:نتایج 5جدول 

شده ها ارتعاشاتی را که در محیط کنترلدهد. این دادهساعت را نشان می 10سنج در طول شده توسط شتابهای ثبتمیزان 6جدول 

آلات صنعتی یک شاخص شود. ارتعاشات در ماشینبیان می (m/s²) صورت متر بر ثانیه مربعکند که بهمنعطف می شناسایی شده است،

دهنده سایش زودهنگام یا مشکلی روند. افزایش غیرعادی در این ارتعاشات ممکن است نشانشمار میها بهحیاتی برای وضعیت و عملکرد آن

، در سه 9و  5، 2های اند. در ساعتمتغیر بوده m/s² 0.008و  m/s² 0.002شده، ارتعاشات بین ثبت در عملکرد ماشین باشد. در طول دوره

ها و هشدارها توانایی گیریشده قبلی فراتر رفته و سیستم هشدارهایی را ایجاد کرده است. این اندازهزمان خاص، ارتعاشات از حد تعیین

گذارند. بنابراین، این ابزار دهند و دقت بالایی را به نمایش میتوجه در ارتعاشات نشان میلسیستم را در شناسایی تغییرات ظریف اما قاب

مشاهدات  7جدول .شودهای احتمالی در تجهیزات صنعتی معرفی میعنوان ابزاری ضروری در شناسایی زودهنگام مشکلات یا خرابیبه

ای بین خطاهای عمدی واردشده به سیستم و خطاهایی که دوربین مقایسهدهد. این جدول ساعت جزئیات می 10را در طول  IoT دوربین

شده توسط دوربین در طول ساعات زمانی بالایی بین خطاهای واردشده و شناساییشود که همدهد. مشاهده میشناسایی کرده، ارائه می

هایی که دوربین وت کمی بین خطاهای واردشده و آنهای خاص، مانند ساعت دوم و هشتم، تفاشده وجود دارد. با این حال، در زمانثبت

مورد را شناسایی کرد که این معادل یک  21طور دقیق خطا وارد شد و دوربین به 23شود. در مجموع، شناسایی کرده است، مشاهده می

 .ها تأکید بر دقت بالای سیستم در شناسایی مشکلات دارنداست. این داده %91.3نرخ موفقیت 



 1404 تابستان، 2، شماره دومهوشمند                                                                       سال  یها ستمیبرق و س یمجله مهندس

 

 

 نتایج حسگر شتاب سنج:6جدول 

ها نیز دهند، هرچند که نقاط قابل بهبودی در شناسایی ناهنجاریها توانایی دستگاه را در نظارت مؤثر بر خط تولید نشان میاین داده

خطرات شناسایی شده است. هر سیستم نظارت صنعتی باید نرخ شناسایی بالایی را حفظ کند تا تداوم و کیفیت تولید را تضمین کرده و 

 .مرتبط را به حداقل برساند
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 :خطاهای شناسایی شده حسگر رطوبت7جدول  

شده سازیشده و هم در یک محیط شبیهسنج را با ثبت ارتعاشات و تولید هشدارهای مربوطه، هم در یک محیط کنترلعملکرد شتاب 3شکل 

شده حساسیت و دقت بالایی را حفظ سنج در محیط کنترلشود که شتابکشد. با بررسی این نمودار، مشخص میواقعی، به تصویر می

شود. با این حال، هنگام تحلیل نتایج در محیط شده و هشدارهای صادرشده مشاهده مین ارتعاشات ثبتکند و همبستگی مستقیمی بیمی

دهند ها نشان میشود. این اختلافشده دیده میشده و هشدارهای فعالهایی بین بزرگی ارتعاشات ثبتشده طبیعی، گاهی انحرافسازیشبیه

بینی، ممکن است تحت تأثیر اختلالات یا عوامل خارجی قرار گرفته باشد که کمتر قابل پیش سنج در مواجهه با شرایط متغیرتر وکه شتاب

 .اندسازی هشدار تحت تأثیر قرار دادهتوانایی آن را در تشخیص زمان مناسب برای فعال

کننده به نظر برسند، اما این نشده طبیعی ممکن است نگراسازیشده در محیط شبیههای مشاهدهلازم به ذکر است که در حالی که انحراف

های بهبودپذیر به کنند. شناسایی این حوزهسنج فراهم میکردن و تنظیم آستانه هشدار شتابموارد فرصت ارزشمندی را برای کالیبره

مدل  سازداده میتر با دقت و قابلیت اطمینان بیشتری آمهای پیچیدهسازگاری و اصلاح سیستم کمک کرده و آن را برای مواجهه با چالش

برای تشخیص  RNNو شبکه عصبی بازگشتی یا  CNNبا ترکیب دو شبکه عصبی عمیق شبکه عصبی کانولوشن یا  CNN-RNNترکیبی 
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های اصلی این مدل برای رسم نمودار بهبود یافته تشریح کند. در ادامه روش کار و گامسنج استفاده میهای ارتعاش و شتابخطاها از داده

 :شده است

 سنجهای خام شتابدریافت داده

 .شده واقعی هستندسازیشده و شبیهشده در هر دو محیط کنترلسنج، ثبتهای ارتعاش از شتابها شامل سیگنالداده

 .شوندهای زمانی ثبت میها معمولاً در قالب سریاین داده

 هابرای استخراج ویژگی CNN استفاده از

 .های ارتعاش استهای مکانی و محلی از سیگنالولوشنی( مسئول استخراج ویژگی)شبکه عصبی کان CNN شبکه عصبی 

 .شوندها شناسایی میهای کانولوشن، الگوهای تکرارشونده و تغییرات جزئی در دادهبا استفاده از لایه

 .سنج استخراج شوندهای خام شتابهای کلیدی و مهم از دادهشود ویژگیاین کار باعث می

 های زمانیبرای تحلیل وابستگی RNN زاستفاده ا

 .شوند)شبکه بازگشتی( انتقال داده می RNNها به شبکه ، این ویژگیCNN ها توسطپس از استخراج ویژگی

 RNN کندزمانی بسیار مؤثر عمل میهای سریها را دارد و برای سیگنالهای زمانی در دادهتوانایی تحلیل وابستگی. 

بینی و تشخیص تواند تغییرات زمانی و رفتارهای غیرخطی ارتعاشات را پیش، این شبکه میGRUیا  LSTMیی مثل با استفاده از واحدها

 .دهد

RNN ها و الگوهای پیچیده خطا شناسایی شوندکند که ناهنجاریکمک می. 

 ترکیب خروجی و صدور هشدار نهایی

 .شودگیری منتقل میبه عنوان ورودی به یک لایه تصمیم RNN و تحلیل زمانی CNN هایویژگی خروجی ترکیبی از دو شبکه

 .گیرد که آیا یک خطا یا هشدار باید صادر شود یا خیرشده تصمیم میهای یادگیریاین لایه به کمک آستانه

 .شوندشده برای هر بازه زمانی ثبت و ذخیره میهشدارها در قالب تعداد خطاهای تشخیص داده

 DNN:نسبت به روش  CNN-RNN های مدل ترکیبیرتریب

 افزایش دقت تشخیص خطا

 .کندسنج به دلیل نوسانات محیطی گاهی هشدارهای کاذب یا ناقص صادر می، شتابDNNدر مدل 

 .تواند به دقت بالاتری در تشخیص خطاها برسدهای زمانی میهای عمیق و تحلیل وابستگیبا استخراج ویژگی CNN-RNNمدل 
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 شدههای غیرکنترلا محیطپذیری بقابلیت تطبیق

 .شودرو میشده و غیرخطی با خطا روبهسازیهای شبیهدر محیط DNNروش 

 .های متغیر عملکرد بهتری داشته باشدتواند در محیطبا قدرت تحلیل الگوهای پیچیده، می CNN-RNN مدل

ی از خطاهای واقعی تمایز داده شوند و در نتیجه های طبیعکند تا سیگنالکمک می RNN شبکه:(False Alerts) کاهش هشدارهای کاذب

 .تعداد هشدارهای کاذب کاهش یابد

 .تواند یادگیری مداوم داشته باشد و با گذر زمان بهبود یابدهای جدید میبر اساس داده CNN-RNN مدل:روزرسانیقابلیت یادگیری و به

تواند خوبی میبه CNN-RNN شتاب پیچیده و غیرخطی هستند که مدلدر شرایط واقعی، ارتعاشات و تغییرات :تحلیل رفتارهای غیرخطی

 .ها را تحلیل کندآن

 های حجیمافزایش سرعت و دقت در پردازش داده

 .سرعت پردازش و تحلیل کندهای سری زمانی را بهدهد که حجم زیادی از دادهبه سیستم این امکان را می RNN و CNN ترکیب

، عملکردی به RNN  با های زمانیو تحلیل وابستگی CNN با های عمیقیل توانایی در استخراج ویژگیبه دل CNN-RNN مدل ترکیبی

شده در دهد که تعداد خطاهای تشخیص دادهیافته نشان میسنج دارد. در نتیجه نمودار بهبودمراتب بهتر نسبت به روش سنتی شتاب

 .اندهشدارهای کاذب نیز کاهش چشمگیری پیدا کردهشده واقعی بهبود یافته و سازیهای شبیهمحیط
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 CNN-RNNدر برابر روش بهبود یافته  DNN:مقایسه روش های تشخیص خطا 4شکل 
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CNN-RNNدر برابر روش بهبود یافته DNNمقایسه روش های تشخیص خطا روش 

در محیط کنترل شده DNNروش  در محیط واقعی DNNروش 

در محیط کنترل شده  CNN-RNNروش بهبود یافته  در محیط واقعی CNN-RNNروش بهبود یافته 
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 PdM شده و واقعی و مقایسه آن با روشدر دو محیط کنترل CNN-RNN ای میان روش بهبود یافتهجدول مقایسه :8جدول 

 :(PdM) بینانهپیشمحور بودن رویکرد نگهداری داده -1

 تعریف PdM: ها را شناسایی و کند تا پیش از وقوع خرابی تجهیزات، آنهای بلادرنگ و تاریخی استفاده میاین رویکرد از داده

 .بینی کندپیش

 شوندآوری میها از طریق سنسورهای متنوعی مانند سنسورهای لرزش، دما، فشار، و مصرف برق جمعداده. 

  PdM در (AI) نقش هوش مصنوعی -2

 یادگیری ماشین (ML): شده و غیرنظارتی مانندهای نظارتالگوریتم SVMبندیگیری، و خوشه، درخت تصمیم k-Means 

 .شوندبینی سلامت تجهیزات استفاده میها و پیشبرای شناسایی ناهنجاری

 یادگیری عمیق (DL): استفاده از CNN و های پیچیدهها از دادهبرای استخراج ویژگی RNN (ویژهبه LSTM)  برای درک

 .(RUL) مانده تجهیزاتبینی عمر باقیهای زمانی و پیشوابستگی

  AI و IIoT افزاییاستفاده از هم -3

   هایسیستم :اینترنت اشیای صنعتی IoT دهندآوری و انتقال میها را از تجهیزات صنعتی جمعداده. 

   هایهای حجیم به کمک مدلپردازش و تحلیل داده AI های عملیاتیبرای شناسایی الگوهای پیچیده و استخراج بینش. 

 :(Sensor Fusion) هاجوشی دادهنقش هم -4

 تری از سلامت تجهیزات ایجاد کنندشوند تا تصویر جامعشده از چند سنسور ترکیب میآوریهای جمعداده. 
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 شودمثبت کاذب می ها و کاهش خطاهایاین فرآیند باعث افزایش دقت شناسایی ناهنجاری. 

 :بلادرنگ PdM چارچوب کلی -5

 .کنندسنسورها اطلاعات بلادرنگ را ثبت می :آوری دادهجمع .1

 .هاسازی دادهشامل حذف نویز و نرمال :پردازش دادهپیش .2

 .هابینی خرابیها و پیشبرای شناسایی ناهنجاری ML و DL استفاده از :سازی هوش مصنوعیمدل .3

 .شده به کاربران از طریق رابط کاربریارائه اطلاعات پردازش :هاسازی دادهتصویری .4

 .موقعارائه پیشنهادات برای اقدامات تعمیر و نگهداری به :گیریتصمیم .5

 :مزایای روش -6

 .نشدهریزیهای برنامهکاهش خرابی .1

 .هاوری عملیاتی و کاهش هزینهبهبود بهره .2

 .سازی منابعگیری مبتنی بر داده برای بهینهتصمیم .3

 .افزایش ایمنی کارکنان از طریق شناسایی زودهنگام خطرات .4

 .کندهای عملیاتی را فراهم میبینانه مؤثر و کاهش هزینه، امکان دستیابی به نگهداری پیشIIoT این روش با ترکیب قدرت هوش مصنوعی و

 .ها استدهنده عملکردی متوسط با نوسانات بیشتر نسبت به سایر روشنشان Pdmروش  8در جدول 

 .دارد PdM شده عملکرد بهتر و پایدارتری نسبت بهدر محیط کنترل CNN-RNN روش  

 .دهددهد، زیرا میانگین بالاتری داشته و نوسانات کمتری نشان میدر محیط واقعی بهترین عملکرد را ارائه می CNN-RNN روش  

دهد. این شکل، تکامل عملکرد مدل با و بدون نشان می روش ترکیبین طور گرافیکی پیشرفت و بهبود عملکرد مدل را با گنجاندبه 4شکل 

در  ٪92دهنده افزایش تدریجی از کشد. دقت اولیه مدل که نشانهفته به تصویر می 12را طی  CNN-RNNو همچنین روش  بازخورد

شود و مند میشده بهرهدر هفته دوازدهم است.. از هفته پنجم به بعد، مدل به طور قابل توجهی از بازخوردهای ارائه ٪.95.8هفته اول به 

در هفته دوازدهم  %99.65به  %92.5دقت در هفته اول از  CNN-RNNاما در روش .رسدمی ٪96.2دقت آن در هفته دوازدهم تقریباً به 

 رسیده که بسیار چشمگیر می باشد.

 99.65درصد در ساعت اول شروع شده و در ساعت دوازدهم به  92.5یابد و دقت آن از با سرعت بیشتری بهبود می CNN-RNN روش

با  ترکیبی از الگوریتم هابینی است. در مقابل، روش دهنده کارایی بالای این روش در یادگیری و پیشرسد. این رشد سریع نشاندرصد می

دهنده نیاز این روش به رسد. این رشد کندتر نشاندرصد می 97تدریج در ساعت دوازدهم به دقت شود و بهع میدرصد شرو 90دقت اولیه 

برای وظایفی که نیاز  CNN-RNN دهد کهنشان می ها مقایسه این روش.تر برای رسیدن به دقت بالاتر استزمان بیشتر یا تنظیمات بهینه

 .تر استند، مناسبتر و دقت بالاتر داربه یادگیری سریع

  CNN-RNN روش .1

 :برتری
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برای استخراج  CNN های پیچیده و زمانی طراحی شده است. در این نمودار، ترکیبطور خاص برای دادهبه RNN و CNN ترکیب

بینی در طول پیشهای زمانی )مانند برای تحلیل وابستگی RNN های حسگر( وهای تصویری یا ویژگیهای مکانی )مانند دادهویژگی

 .زمان( استفاده شده است

دهد که این ویژه با گذشت زمان. این نشان میدهد، بهبالاترین دقت را نشان می CNN-RNNها، در مقایسه با سایر روش :دقت بالا

های الگوهای پیچیده در دادهکند و توانایی آن در شناسایی سازی میها شبیههای زمانی و مکانی را در دادهطور مؤثر وابستگیترکیب به

 .شده بسیار بالاستبندیزمان

های بلندمدت دست آوردن دقت بالاتر با افزایش زمان است، که به دلیل یادگیری بهتر وابستگیتوانایی این روش در به :مزیت اصلی

 .ها استدر داده

 :علت برتری

شود این روش بتواند الگوهای زمانی بلندمدت را باعث می RNN مدلدر  LSTMاستفاده از  :های بلندمدتتوانایی یادگیری وابستگی

 .بینی در طول زمان دارند بسیار مؤثر استکه نیاز به پیش IoT هاییاد بگیرد و از اطلاعات قبلی استفاده کند، که برای داده

های تصویری استخراج کرده را از داده های مکانیاین قابلیت را دارد که ویژگی CNN-RNN مدل :های مکانی و زمانیترکیب ویژگی

 .بسیار مفید است IoT هایویژه دادههای واقعی بههای زمانی را پردازش کند، که این ویژگی در بسیاری از دادهو سپس وابستگی

 

 های عصبی عمیقشبکه DNN روش .2

 :ضعف

 .دهدتر نشان میهای طولانیویژه در زمانها به دقت کمتری در پردازش داده CNN-RNN ،DNNدر مقایسه با  :کاهش دقت

های زمانی طراحی نشده است و این موضوع باعث کاهش دقت طور کلی برای تحلیل دادهبه DNN :های زمانیعدم پردازش وابستگی

 .زمانی( هستندهای وابسته به زمان )سریویژه زمانی که دادهشود، بهها میبینیدر پیش

کند، در حالی بینی استفاده میهای اولیه برای پیشای و ویژگیتنها از ساختار لایه DNN :گوهای پیچیده زمانیناتوانی در یادگیری ال

 .سازی کندطور مؤثر شبیهمدت را بههای زمانی طولانیتواند وابستگیکه نمی

 :علت ضعف

زمانی های سریطور مستقیم از دادهکند و بهزش میها را پردااز لحاظ ساختاری تنها ویژگی DNN :های زمانیکمبود تحلیل وابستگی

 .های زمانی نیاز دارند، عملکرد آن ضعیف استهایی که به وابستگیکند. بنابراین، در مواجهه با دادهاستفاده نمی

 

 Random Forestو  SVMمثل  های دیگرروش .3

 :ضعف
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هایی که ویژه در زمانتری دارند، بهدقت پایین CNN-RNNنسبت به  Random Forestو  SVMمانند  هااین روش :تردقت پایین

 .های وابسته به زمان استنیاز به پردازش داده

 .های بلندمدت نیستنداند و بنابراین قادر به یادگیری وابستگیزمانی طراحی نشدههای سریها برای دادهاین مدل :پذیرکمتر تطبیق

 :علت ضعف

های ایستا و مستقل از معمولاً برای داده Random Forestو  SVMهایی مانند روش :های زمانیری وابستگیعدم توانایی در یادگی

 .ها ضعف دارندهای پیچیده نیاز دارند، این روشهای زمانی که به یادگیری وابستگیاند. بنابراین، در پردازش دادهزمان طراحی شده

توانند در مسائل غیر زمانی عملکرد خوبی داشته باشند، اما برای مسائل ها میاین مدل در حالی که :های پیچیدهعدم پردازش داده

 .مؤثر نیستند CNN-RNNهای مکانی و زمانی دارند، به اندازه تر که نیاز به پردازش همزمان ویژگیپیچیده
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 CNN-RNNروش ترکیبی  با های دیگر:مقایسه دقت روش 4شکل 

 

 نتیجه گیری -5

سازی و ارتباطات پیشرفته حرکت ای از دیجیتالهای پیشرفته نظارتی بسیار حیاتی است، زیرا صنعت جهانی به سمت دورهسیستم نیاز به

عنوان کند، بههای پیشرفته هوش مصنوعی ترکیب میرا با الگوریتم IoT هایهای دستگاهای قابلیتطور ماهرانهکند. پیشنهاد ما که بهمی

حل جامع ظهور عنوان یک راهآوری داده ساده، بهقوی به این نیاز شناخته شده است. این سیستم، فراتر از یک ابزار جمعیک پاسخ مؤثر و 

 .دهددستانه عملیات صنعتی را ارتقاء میبین و پیشکرده است که مدیریت پیش

ها یا روندهای های زودهنگام درباره احتمال وقوع شکستتأثیر مستقیم این سیستم بر عملیات روزمره بسیار زیاد بوده است. با ارائه هشدار

بینانه و با طور پیششود. در عوض، تصمیمات بهها اتخاذ نمیها دیگر تنها در پاسخ به مشکلات پس از بروز آنگیریغیرعادی، تصمیم

دستانه، گیری آگاهانه و پیشر به سمت تصمیمکند. این تغییهای پرهزینه جلوگیری میها یا وقفهشوند، که از شکستانداز اتخاذ میچشم

 .های عملیاتی بسیار ضروری استوری و کاهش هزینهسازی بهرهبرای بهینه
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 CNN-RNNمقایسه دقت روش های دیگر با روش ترکیبی

DNNدقت اولیه روش 

DNNدقت با بازخورد روش 

CNN-RNNدقت روش 

و شبکه های عصبی Random Forestجنگل تصادفی ،SVMترکیبی از الگوریتم های یادگیری ماشین مانند 
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های بیشتر است. این ویژگی یادگیری مداوم آوری دادههای سیستم، توانایی آن در تطبیق و یادگیری همزمان با جمعیکی از بارزترین جنبه

ها بهبود یابد. در محیط صنعتی بینی ناهنجاریدر طول زمان مرتبط باقی بماند و توانایی آن در شناسایی و پیشکند که سیستم تضمین می

 .نظیر استپذیری بیکه همواره در حال تغییر است، این انطباق

گذار ای جاری سازگار است و پایهطور کامل با نیازهدهد که پیشنهاد ما بههای موجود در بازار نشان میحل ما با سایر سیستممقایسه راه

رود و بینانه پیشرفته، جهتی است که صنعت جهانی به آن میهای پیشهای آینده است. ترکیب نظارت در زمان واقعی با تحلیلپیشرفت

 .حل ما گامی بزرگ در این مسیر استراه

های اخلاقی نظارت مداوم را نیز در نظر گرفت. اطمینان از بهاگرچه این سیستم از نظر عملیاتی ارزش خود را ثابت کرده است، اما باید جن

شوند و با احترام به حریم خصوصی و استقلال افراد است، امری حیاتی است. آوری و استفاده میطور اخلاقی جمعها بهاینکه تمام داده

 .ها اولویت خواهد داشتسازی این دادهفاده و ذخیرهحل، ملاحظات اخلاقی در مورد نحوه استعنوان بخشی از ادامه توسعه و بهبود راهبه

تواند تر میهای پیشرفتهبرای بهبود و گسترش پیشنهاد ما، فضای زیادی وجود دارد. با تکامل مداوم فناوری هوش مصنوعی، ادغام الگوریتم

و ادغام با  IoT های بیشترفزودن دستگاه، ا4.0دقت و سرعت سیستم را بیشتر بهبود بخشد. علاوه بر این، با روند رو به رشد صنعت 

 .های جدیدی برساندحل ما را به افقتواند راههای اتوماسیون میسیستم

و  (CNN) بینی در زمان واقعی، استفاده از ترکیب شبکه عصبی کانولوشنیهای پیشرفته برای نظارت و پیشبا توجه به نیاز به سیستم

 .های هوش مصنوعی را بهبود بخشدطور چشمگیری عملکرد سیستمتواند بههای پیشنهادی، میلحدر راه (RNN) شبکه عصبی بازگشتی

 CNNعنوان مثال، این شبکه کند. بههای تصویری و ساختارهای فضایی کمک میهای پیچیده و معنایی از دادهویژه در استخراج ویژگیبه

 .های حسگرهای تصویری استخراج کندنی را از دادهقادر است اطلاعات مربوط به وضعیت تجهیزات و روندهای ف

 RNNها بینی ناهنجاریویژه در پیشگیرد، بهای و زمانی که از احساسات و روندهای گذشته اطلاعات میهای دنبالهنیز برای پردازش داده

های گذشته ارتباط برقرار کند و داده کند تا یاد بگیرد که چگونه بابه سیستم کمک می RNN .ها در آینده بسیار مؤثر استیا شکست

 .تری در زمان واقعی داشته باشدهای دقیقبینیپیش

های فضایی و ویژگی CNN های هر دو شبکه استفاده کندزمان از تواناییطور همتواند به سیستم کمک کند تا بهترکیب این دو روش می

دهد. این روش ترکیبی به سیستم این امکان را تری میهای دقیقبینینی و پیشروندهای زما RNN کند و ها را استخراج میتصویری داده

 .بینی مشکلات آتی استفاده کندای و پیچیده را پردازش کند بلکه از اطلاعات تاریخی نیز برای پیشهای لحظهتنها دادهدهد که نهمی

 :مزایای این روش ترکیبی

های مختلف )فضایی و زمانی( تحلیل کند، که ها را از جنبهشود سیستم بتواند دادهث میباع RNN و CNN ترکیب :دقت و کارایی بالا

 .دهدها را افزایش میبینیدقت پیش

ها را پیش از وقوع شناسایی کند، های گذشته و روندهای زمانی، سیستم قادر است ناهنجاریبا توجه به داده :هاتر ناهنجاریبینی دقیقپیش

 .کندی مشکلات و کاهش ریسک کمک میبینکه به پیش

های خود بینیاین سیستم قادر است همزمان با تغییرات محیطی و روندهای جدید، خود را تطبیق داده و پیش :پذیرینگری و انطباقآینده

 .تپذیری بسیار ارزشمند اسهای صنعتی که دائما در حال تغییر هستند، این ویژگی انطباقرا بهبود دهد. در محیط
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های مربوط به طور مؤثری از هزینهتواند بهبینی مشکلات پیش از وقوع، این روش ترکیبی میبا پیش :وریها و افزایش بهرهکاهش هزینه

 .ها را افزایش دهدوری کلی سیستمهای ناگهانی جلوگیری کند و بهرهتعمیرات اضطراری و خرابی

ها را بینی وضعیتل پیشرفته، امکان استفاده از هوش مصنوعی در نظارت صنعتی و پیشحعنوان یک راهبه RNN و  CNN این ترکیب از 

 .رساندبه سطح جدیدی می
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