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 Feature selection is a preprocessing technique that identifies the salient 

features of a given scenario. It has been used in the past for a wide range 

of problems, including intrusion detection systems, financial problems, 

and the analysis of biological data. Feature selection has been 

especially useful in medical applications, where it may help identify 

the underlying reasons for an illness in addition to reducing 

dimensionality. We provide some basic concepts of medical 

applications and the necessary background information on feature 

selection. We review the most recent feature selection methods 

developed for and applied to medical problems, covering a broad 

spectrum of applications including medical imaging, DNA microarray 

data analysis, and biomedical signal processing. A case study of two 

medical applications utilizing actual patient data is used to demonstrate 

the usefulness of applying feature selection techniques to medical 

challenges and to highlight how these methods function in practical 

scenarios. 
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1. Introduction 

Feature selection is one way to reduce 

dimensionality; in this strategy, only significant 

traits are retained while superfluous and redundant 

ones are discarded. Two ways that a reduction in 

input dimensionality might improve performance 

are either decreasing learning time and model 

complexity or increasing generalization 

capabilities and classification accuracy. Using the 

right features might improve problem 

understanding and reduce measurement expenses. 

In certain situations, the impact of feature selection 

may be substantial; for example, in microarray data 

analysis, just two of the 7129 features may be used 

to improve classification performance [1].  

 

There are two kinds of feature selection models: 

 
• Supervised Models: The technique that selects 

features based on the output label class is known 
as supervised feature selection.  

• Unsupervised Models: An approach that selects 
features without requiring knowledge of the 
output label class is known as unsupervised 
feature selection.  

In many applications, it has been necessary to 

combine pattern recognition algorithms with FS 

techniques, since many of them were not designed 

to handle large amounts of irrelevant data at first. 

Preventing overfitting and enhancing model 

performance—more specifically, prediction 

performance in supervised classification and 

improved cluster detection in clustering—are the 

primary objectives of feature selection. Other 

objectives include (a) producing faster and more 

efficient models and (b) gaining a deeper 

comprehension of the underlying processes that 

generated the data. Nevertheless, the advantages of 

feature selection strategies are not without a price, 

as the search for a subset of pertinent 

characteristics raises the bar for modeling 

complexity. We must now determine the model's 
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optimal parameters for the optimal feature subset 

in addition to optimizing its parameters for the full 

feature subset, since there is no guarantee that the 

model's ideal parameters for the entire feature set 

will also be optimal for the optimal feature subset. 

Thus, identifying the optimal subset of pertinent 

attributes expands the scope of the search within 

the model hypothesis space. Every feature 

selection technique uses a different technique to 

include this search in the extra space of feature 

subsets when choosing a model [2, 4, 5]. 

  

Filter approaches assess the significance of the 

features by concentrating on the intrinsic properties 

of the data. Generally, features are ranked 

according to their relevance, and those with lower 

scores are ignored. This selection of attributes is 

then given as input to the classification algorithm. 

Because of the advantages of filter approaches—

which include their simplicity and speed in 

computation, their independence from the 

classification algorithm, and their ability to scale to 

extremely high-dimensional datasets—only one 

feature selection process is needed before multiple 

classifiers can be evaluated [2,]. 

 

Unlike filter techniques, which tackle the problem 

of finding a suitable feature subset independently 

of the model selection phase, wrapper approaches 

incorporate the model hypothesis search into the 

feature subset search. In this scenario, various 

feature subsets are generated and evaluated in the 

space of possible feature subsets utilizing a 

predefined search method [2]. 

Figure 1:  Overview of Feature Selection Strategies [2]

2. Choosing Feature 

Medical image and healthcare analysis, including 

diabetes [15, 24, 32], breast cancer [16, 25], 

healthcare system [17], forecasting [18], stock 

market [19], stroke [20], COVID-19 [21], types of 

epidemic [22], medicinal plants [23], heart [26], 

lung cancer [27, 30], social networks [28], 

prediction of diphenhydramine [29], and bupro, 

have all benefited from the successful application 

of artificial intelligence, which includes machine 

learning and deep learning. We present a 

comprehensive review of feature selection methods 

applied in medicine over the past five years, some 

developed on the fly to tackle specific problems. 

Specifically, feature selection has been applied in 

three main medical fields: biomedical signal 

processing, DNA microarray data, and medical 

imaging. We then go on to discuss current 

advancements in each of these fields. Then, we 

discuss how feature selection is applied to two 

actual medical image analysis situations and show 

the benefits that follow from doing so [1,39, 44]. 

The following is a summary of feature choices.  

 

• Feature Selection: Select a subset of input 

features from the dataset.  

• Unsupervised: Do not use the target variable 

(e.g. remove redundant variables).  

• Correlation  

• Supervised: Use the target variable (e.g. 

remove irrelevant variables).  

• Wrapper: Search for well-performing subsets 

of features. 

• RFE  

• Filter: Select subsets of features based on their 

relationship with the target.  

• Statistical Methods  

• Feature Importance Methods  
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• Intrinsic: Algorithms that conduct automated 

feature selection during training.  

• Decision Trees  

• Dimensionality Reduction: Project input data 

into a lower-dimensional feature space. 

 

The figure above offers an overview of the 

hierarchy of feature selection strategies. 

 

 

A. Primary Concepts  

In line with how they combine the selection 

algorithm and the model development, the feature 

selection strategies are frequently categorized into 

three forms.  

 

B. Filter Method 

Filtering strategy for picking features: Methods of 

the filter type pick variables without attention to 

the model. They are just reliant on universal 

qualities like the correlation with the expected 

variable. Filtering strategies reduce the least 

fascinating aspects. The following variables will be 

added to a regression model or classification 

scheme used to classify or forecast data. These 

approaches offer good computational efficiency 

and are resistant to overfitting. When filter 

algorithms do not take into consideration the 

relationships between variables, duplicated 

variables are typically picked. However, more 

complicated features, like the Fast Correlation 

Based Filter (FCBF) algorithm, aim to decrease 

this problem by removing variables that are highly 

linked with one another. 

 

Figure 2: The Hierarchy of Feature Selection 

Methods [29] 

C. Wrapper Method 

Wrapper approach for feature selection: Wrapper 

techniques, in contrast to filter operations, look at 

subsets of variables, which makes it possible to 

find any possible interactions between variables. 

Overfitting becomes more likely when there are 

insufficient observations, and computation time 

grows dramatically as there are more variables [41, 

42, 43]. 

 

 

Figure 2: Wrapper Method in Feature Selection 

[43] 

 

D. Embedded Methodology 

Choosing features using the embedded method: 

Embedded strategies have recently been created 

with the goal of combining the advantages of the 

two previous approaches. A learning algorithm, 

such as the FRMT technique, uses its own variable 

selection mechanism to carry out feature selection 

and classification simultaneously [40, 45]. 

 

3. Finding 

In many bioinformatics applications, feature 

selection algorithms are needed. Dedicated 

bioinformatics applications have yielded a wide 

range of recently proposed methods to supplement 

the large body of previously developed methods in 

the fields of data mining and machine learning [2, 

46]. In recent years, there has been a notable 

increase in the use of feature selection approaches 

in medical datasets. The challenging task in feature 

selection is to identify the perfect subset of relevant 

and non-redundant qualities that will provide an 

optimal solution without adding to the complexity 

of the modeling process. Therefore, it's critical to 

draw attention to recent advancements in this area 

and educate practitioners on feature selection 

strategies that have worked well with medical data 

sets. The findings demonstrate that most feature 

selection methods now in use are based on 

univariate ranking, which overlooks the stability of 

the selection algorithms, interactions between 

variables, and the requirement for additional 

features to attain very high accuracy. Less 

attributes may still lead to maximum classification 

accuracy, but more work has to be done in this area 

[3, 14, 33-38, 47]. 
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Tables1: Summary of Feature Selection Methods 

[47] 

 

 

4. Conclusion 

Feature selection is a fundamental technique for 

enhancing machine learning models by reducing 

dimensionality, improving accuracy, and 

optimizing computational efficiency. This review 

has highlighted the significance of feature selection 

in various medical applications, including 

biomedical signal processing, DNA microarray 

analysis, and medical imaging. While existing 

methods provide effective solutions for reducing 

irrelevant and redundant features, many challenges 

remain in achieving an optimal subset of features 

that balances performance and computational cost. 

Recent advances have shown that hybrid models 

combining filter, wrapper, and embedded 

approaches yield promising results. However, 

issues such as model stability, feature interaction, 

and scalability need further exploration. Future 

research should focus on developing more robust 

feature selection techniques tailored for complex 

medical datasets, ensuring better diagnostic 

accuracy and predictive performance in healthcare 

applications. 
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