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Abstract: The Reinforcement Learning Approach (RL) is used to solve the path-
planning problem of an autonomous mobile robot in unknown environments. 
Despite that RL is a recent and powerful tool, it requires a lot of training processes 
because there are so many parameters in the agent’s training process. Some of these 
parameters have a larger effect on the convergence of the learning process than 
others, so, knowing these parameters and their suitable values makes the training 
process more efficient, saves time, and consequently makes the trained agent execute 
the required task successfully. No analytical equations are available to determine the 
best values for these parameters, therefore, in this paper, a statistical analysis is made 
using the design and analysis of experiment (DoE) methods to determine the 
parameters that have the largest effect on the training process. After that, analysis is 
done to determine the values of the most effective parameters. Results show that the 
determined parameters lead to a successful autonomous path planning in different 
unknown environments  
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1 INTRODUCTION 

Mobile robot applications have been spread almost in 

everyday human life, and robots must be able to move 

efficiently and safely in various environments. Path 

planning is the fundamental task necessitated by any 

mobile robot and it is the most important part of any 

navigation process, it must address challenges such as 

perception, cognition, human-robot interaction, and 

obstacle avoidance. There exists a large number of path-

planning methods that have been developed in recent 

decades to ensure the generation of collision-free 

trajectories. However, each method has its own set of 

advantages and disadvantages, thereby, this field of 

research is still one of the most extensively studied and 

investigated scientific domains.  

Path planning methodologies are divided into two 

primary categories: classical and intelligent [1]. The 

major drawbacks of the classical approaches are the 

computational expenses, and the inability to deal with 

unknown environments [2]. Most of the new studies 

focus on intelligent methods such as artificial neural 

networks [3], reinforcement learning [4], genetic 

algorithms [5], fuzzy logic [6], cuckoo search [7], and 

various other techniques which are mainly based on 

artificial intelligence [8], and the ability of the robot to 

learn enabling it to acquire knowledge and make 

decisions in new scenarios.  

There is a tendency among researchers to solve the 

mobile robot navigation problem using reinforcement 

learning (RL) methods since they are simple, diverse, 

and more suitable for unknown systems that have a great 

amount of uncertainty. The main problem with RL 

methods is that they require a lot of training processes to 

reach a successful training agent. The classical method 

is to try different values of these parameters manually 

but it is a very time-consuming operation. 

Design and Analysis of Experiment (DoE) is a statistical 

method widely used for product design and development 

as well as optimization [9-10]. These methods find their 

way into almost all fields of engineering. For instance, 

in mechanical engineering, DoE methods are applied to 

study the suspension system of a car to improve the ride 

comfort of a vehicle at various speed domains [11], 

whereas Hussain et al. employ DoE methods to find the 

best combination of the parameters of the device that is 

used to measure the cylindricity of the engine cylinder 

core [12]. Another field for applying DoE methods is 

civil engineering and road construction in [13]. Also, 

DoE methods are applied vastly in material sciences and 

the study of the corrosion process on a steel alloy in a 

harsh salty environment [14]. Moreover, due to the 

simplicity and time cost-saving of DoE approaches, they 

are applied in medical researchers in radiotherapy [15]. 

Unlimited list can be mentioned here, in transport [16], 

product reliability improvement [17], electronics, and 

computer products industry [18], Energy production 

[19] and many other fields. 

Other approaches are used in conjunction with DoE 

methods to execute efficient research. Vieira et al [20] 

employ the design and analysis of experiments approach 

in combination with an artificial neural network (ANN) 

to improve the operation of a steam generator used for a 

power generation plant. A model to estimate the 

efficiency of the steam generator using ANN is built 

then the DoE method is applied to study the effect of 

seven parameters on the steam generator performance. 

While another study applied the DoE with ANN to 

evaluate and optimize a chemical material that is used to 

produce fuels and other chemical products [21]. So, it 

can be said that DoE is a powerful and reliable tool to 

study the effect of multiple parameters on a certain 

process. DoE gives the best inference possible of the 

executed experiments and it notably decreases the total 

number of the necessary experiments. 

In this paper, DoE is used to determine the parameters 

of a new reward function of a reinforcement learning 

agent defined especially to solve the path planning of an 

autonomous mobile robot in different unknown 

environments. The main goal of using DoE is to reduce 

the total number of the training operations of the RL 

agent which takes a very long time to be done.  

The remainder of the paper is organized as follows: In 

the following section, a theoretical background is stated 

to clarify the definition of the new proposed reward 

function then a factorial design is suggested to decrease 

the total number of training operations and all the data 

collected is summarized in the designed table of 

experiment. After that analysis of the data to determine 

the parameters with the highest effect on the training 

process is done. To evaluate the training agent with the 

obtained values, experimental tests are carried out to 

solve path planning in different environments. Finally, a 

summary of what has been achieved in this paper is 

presented in the conclusion section. 

2 THEORITICAL BACKGROUND 

Reinforcement learning (RL) approaches depend on the 

interaction between the agent and the environment to 

achieve the learning of the agent. No previous model is 

required for RL methods, because they depend on trial 

and error to learn the agent. To solve any problem with 

RL, three phases must be carried out. Setup phase, 

training phase and test phase. In the setup phase, the 

problem should be defined and formulated which means 

to choose a suitable and meaningful definition of the RL 

problem components; the state space, the action space, 

and the reward signal.  

The most distinguishing feature of RL is that taking 

good actions after training depends on maximizing a 



41                                  Issa Alali Alfares et al. 

  

 

reward function which is the most important component 

of the RL method. In order to define the reward function, 

previous studies and research divide the state space into 

four or five kinds of states: safe, unsafe, winning, and 

failure state [22-25]. Then they define the reward signal 

as a real number for each transition from one kind of 

state to another kind of state. Other researchers used a 

reward function that assigns a value of (+1) to the goal 

state, a value of (-1) for the collision state, and a value 

of (0) to all other states [26]. Other studies [27] even 

consider a much simpler definition of the reward to be (-

1) if the distance between the robot and the obstacles 

becomes less than a certain limit, and a value of (0) 

otherwise. All the previous definitions simplify the real 

environment by considering an infinite number of real 

situations as one state, but this representation is 

unrealistic and inaccurate; however, those methods can 

find solutions only in simple cases and they are not 

applicable in complicated real environments. 

To tackle this problem, we propose a totally new 

definition of the reward function taking into 

consideration the following points:   

 The agent should receive a high positive reward 

for successfully reaching the target position 

because this behavior is highly desired. 

 The agent should be highly penalized if it collides 

with an obstacle.  

 The agent should get a small positive or a small 

negative reward due to the transition from one 

state to a “better” or “worse” state.  

So, we suggest a total reward function 𝑟 which is a 

weighted sum of five partial rewards 𝑟1, 𝑟2, 𝑟3, 𝑟4, 𝑟5. 

These partial rewards are related respectively to: the 

distance between the robot and the goal point, the 

changes in distance between the robot and the goal, the 

distances between the robot and the different obstacles, 

the changes in distances between the robot and the 

obstacles, and finally how long the robot takes to reach 

the goal. 

 

𝑟 = 𝑎1. 𝑟1 + 𝑎2. 𝑟2 + 𝑎3. 𝑟3 + 𝑎4. 𝑟4 + 𝑎5. 𝑟5 

 
(1) 

Where; 𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5 are the weights of partial 

rewards and the value of these parameters will be 

determined during the training process of the RL agent 

which is represented by a deep neural network. These 

weights express the relative importance of the different 

parts of the total reward, and determining the best values 

of these parameters is the core of our study.  

As for 𝑟1, it is related to the distance between the robot 

and the target. This amount must take an increasingly 

high value as the robot gets close to the target. So, 𝑟1 is 

suggested to be in the next form: 

 

𝑟1 =
1

(𝑑𝑡(𝑟, 𝑇))2
 

 

(2) 

 

Where: 𝑑𝑡(𝑟, 𝑇) is the distance between the robot and 

the goal point at step 𝑡. “Eq. (2)” shows that if the 

distance between the robot and the target 𝑑𝑡(𝑟, 𝑇) 

becomes smaller, the reward 𝑟1 will be bigger. 

As for 𝑟2, it takes the highest value possible of the 

reward, which is (+100) when the robot reaches its 

target. Otherwise, the value of 𝑟2 will depend on the 

distance change between the robot and the target. If the 

robot is coming closer to the target, then it will receive a 

positive reward proportional to the rate of how much this 

closeness happens. Symmetrically, if the robot is going 

farther from the target, then it will receive a negative 

reward proportional to the rate of how much this change 

happens. 

 

𝑟2 = {

+100       𝑖𝑓 𝑡ℎ𝑒 𝑟𝑜𝑏𝑜𝑡 𝑟𝑒𝑎𝑐ℎ𝑒𝑠 𝑡ℎ𝑒 𝑔𝑜𝑎𝑙

𝑑𝑡−1(𝑟, 𝑇) − 𝑑𝑡(𝑟, 𝑇)

𝑚𝑎𝑥 (𝑑𝑡−1(𝑟, 𝑇), 𝑑𝑡(𝑟, 𝑇))
       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

(3) 

 

Where: 𝑑𝑡−1(𝑟, 𝑇) is the distance between the robot and 

the goal at step 𝑡 − 1. 

Regarding 𝑟3, it is related to the distance between the 

robot and the different obstacles. Of course, if the 

distance between the robot and the obstacles becomes 

smaller, the negative reward must be bigger in this case. 

Taking that into consideration, we suggest the following 

definition of 𝑟3: 
 

𝑟3𝑖 =
−1

(𝑑𝑡(𝑟, 𝑜𝑖))2
        𝑖 = 1,2, … , 𝑛 

(4) 

  
𝑟3 = 𝑟31 + 𝑟32 + ⋯ + 𝑟3𝑛 (5) 

 

Where; 𝑑𝑡(𝑟, 𝑜𝑖) is the distance between the robot 

position and the obstacle position detected in direction 𝑖 
at step 𝑡. 𝑛 is the number of the directions that the robot 

senses the existence of obstacles in that direction which 

falls in the range of the sensor. 

As for 𝑟4, It depends on the distance changes between 

the robot and other obstacles that are moving and sensed 

by the robot in different directions. We suggest the 

following definition of 𝑟4: 

 

𝑟4𝑖 =
𝑑𝑡(𝑟, 𝑜𝑖) − 𝑑𝑡−1(𝑟, 𝑜𝑖)

𝑑𝑡(𝑟, 𝑜𝑖)
        𝑖 = 1,2, … , 𝑛 (6) 

  
𝑟4 = 𝑟41 + 𝑟42 + ⋯ + 𝑟4𝑛 (7) 

 

Where; 𝑑𝑡−1(𝑟, 𝑜𝑖) is the distance between the robot 

position and the obstacle position detected in direction 𝑖 
at step 𝑡 − 1.     
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As for the last part of the reward 𝑟5, it is just a constant 

reward that reflects the effect of the number of steps 

needed to reach the goal, or in other words the less time 

spent to reach the goal the better performance the robot 

makes. So, a negative reward(punishment) is added at 

each extra time step. So, as stated above the main goal 

of this study is to find the best values of the parameters 

𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5 defined in “Eq. (1)”. 

3 PREPARING AND GATHERING DATA 

In this section, the second phase of the RL approach 

which is training the RL agent and gathering the data 

needed to determine the best values of the reward 

function is explained.  

In the RL approach, the training is done through the 

interaction between the agent and the environment. The 

agent that we propose to learn is a deep Q-neural 

network (DQN). To do that, a MATLAB platform was 

built to represent the simulation environment in which 

the RL algorithm will be implemented. This platform is 

provided with all the information that may be needed in 

the simulation process like the environment where the 

navigation is taking place, the start point, the goal point, 

and all the information related to the obstacles like their 

numbers, shapes, and positions, movement, and their 

speed (“Fig. 1”).  

 

 
Fig. 1 The geometrical environment proposed for the 

training. S: start position, G: goal position, obss1, obss2, 

obss3: static obstacles. obs1, obs2,…, ob7: dynamic 

obstacles. 

 

Also, this platform contains the definition of the state 

space, action space, and reward function. Finally, the 

platform enables the animation of the robot's motion, 

obstacles motion, and the development of the training 

process. So, one of the main goals of this platform is to 

generate the data needed for the training process and to 

test the trained robot. Figure 1 shows the proposed 

simulation environment for training which contains 

three static obstacles and seven moving ones. 

The classical method to determine good values of the 

training parameters is to try a random group of values 

until we accidentally reach acceptable results. RL has 

too many parameters to adjust during the training 

process like: the learning rate for the neural network, 

number of layers, number of neurons in each hidden 

layer, mini-batch size, regularization parameter, dropout 

parameter, replay memory size, discount rate γ, number 

of maximum episodes, number of maximum steps per 

episode, and many other parameters and with our 

suggested definition of the reward, other parameters 

have been added so this will necessities a large number 

of training processes so we suggest to design an 

experiment from the beginning in order to save time. 

Knowing that every single complete training process 

takes between 12 to 30 continuous hours; the 2𝑘 factorial 

design came to mind. The goal of this design is to 

determine the most effective parameters of the reward 

function defined in “Eq. (1)”. But first, a rough training 

operation is conducted to determine a rough domain for 

each value of the parameters 𝑎𝑖  at which the training 

process has been converged. The next domain values are 

found: 

 

𝑎1 ∈ [0.01,0.5], 𝑎2 ∈ [1,20], 𝑎3 ∈ [0.01,0.5], 𝑎4 ∈
[1,2], 𝑎5 ∈ [0.1,2]. 
 

In the definition of our reward function, there are 5 

parameters to determine and each parameter has 2 values 

then, the total number of experiments needed is  25 =
32. Therefore, a table that includes all possible 

combinations of the reward parameters is prepared 

(Table 1). After each training process, a test process is 

executed. The test environment is different from the 

training environment. Figure 2 shows the test 

environment used to evaluate the trained agent. 

 

 
Fig. 2 The test environment proposed for evaluating the 

success rate after each training process. 

 

This environment contains three static obstacles and six 

moving ones. Dimensions and positions of obstacles in 

the test environment are different from those in the 
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training environment. The trained agent is tested and the 

test is repeated three independent times. Each time, the 

robot has to conduct the test one thousand times, and in 

the end, the percentage of the robot’s success in reaching 

the target, which is called the “Success rate” is 

calculated. The results are shown in “Table 1”. The last 

three columns contain the values of the success rate for 

each experiment conducted. 
 

 

Table 1 The success rate obtained for all the combinations of the reward parameters 

 

trial 𝑎1 𝑎2 𝑎3 𝑎4 𝑎5 
Success 

rate1 % 

Success rate2 

% 

Success 

rate3 % 

1 0.01 1 0.01 1 0.1 45.1 44 43.8 

2 0.5 1 0.01 1 0.1 43.8 45 44.4 

3 0.01 20 0.01 1 0.1 45 44.9 45 

4 0.5 20 0.01 1 0.1 44.8 43.5 45.4 

5 0.01 1 0.5 1 0.1 55.7 56.9 55.8 

6 0.5 1 0.5 1 0.1 57.1 57.2 56.5 

7 0.01 20 0.5 1 0.1 56.4 57.5 56.3 

8 0.5 20 0.5 1 0.1 56.9 57 55.7 

9 0.01 1 0.01 2 0.1 28.3 28.4 27.6 

10 0.5 1 0.01 2 0.1 28.2 29 28.3 

11 0.01 20 0.01 2 0.1 29.3 29.4 29.6 

12 0.5 20 0.01 2 0.1 29.3 29.9 29.2 

13 0.01 1 0.5 2 0.1 39.8 40.4 39.2 

14 0.5 1 0.5 2 0.1 39.4 40.3 40.1 

15 0.01 20 0.5 2 0.1 40.2 40.5 40.9 

16 0.5 20 0.5 2 0.1 40.6 40.8 40.6 

17 0.01 1 0.01 1 2 82.5 82.8 82.6 

18 0.5 1 0.01 1 2 82.4 82.5 82.8 

19 0.01 20 0.01 1 2 82.8 82 82.7 

20 0.5 20 0.01 1 2 82.2 83 83.1 

21 0.01 1 0.5 1 2 94.4 95.2 94.6 

22 0.5 1 0.5 1 2 94 93.8 95.2 

23 0.01 20 0.5 1 2 94.8 94.9 95.2 

24 0.5 20 0.5 1 2 94 95.1 95.3 

25 0.01 1 0.01 2 2 65.3 66.2 66 

26 0.5 1 0.01 2 2 66 66.1 65.5 

27 0.01 20 0.01 2 2 65.4 64.9 65.3 

28 0.5 20 0.01 2 2 66 66 65.2 

29 0.01 1 0.5 2 2 78.1 78.7 77.8 

30 0.5 1 0.5 2 2 78.3 78.5 77.6 

31 0.01 20 0.5 2 2 78.2 78.4 78.3 

32 0.5 20 0.5 2 2 78.1 78.5 77.9 
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4 DETERMINATIONS OF REWARD PARAMETERS 

BY DESIGN OF EXPERIMENT 

After the data was prepared, analysis was done with 

Minitab application and the following results were 

obtained. First, the normal distribution of effects (“Fig. 

1”) shows the effective factors on the success rate. The 

factors that are far from the line that represents the 

normal distribution are the most effective factors. 

Generally, the farther the factor from the line, the bigger 

the effect that it has. So, the most effective coefficients 

on the success rate are as follows, starting with the most 

effective ones: 

1. Coefficient related to the distance change to obstacles, 

𝑎4. 

2. Coefficient related to the distance to obstacles, 𝑎3.  

3. Coefficient related to the distance to the target, 𝑎1.  

Validation of the previous results is done through the 

observation of the residuals graphs (“Fig. 3”) from 

which we can depict the following: 

Figures 4a and b show the normal probability plot and 

the histogram of the residuals. It shows clearly that the 

residuals follow a Gaussian distribution. In “Fig. 4c and 

d”, no particular pattern is followed by the residuals and 

it can be stated that these values show randomness, 

which assures the validation of the obtained results. 

The effect of the five coefficients on the success rate is 

depicted independently in “Fig. 5 and Fig. 6”. It shows 

that the coefficients related to the distance change of the 

target 𝑎2 and the number of steps 𝑎5 have negligible 

effect on the success rate. Whereas the remaining 

coefficients 𝑎1, 𝑎3, 𝑎4 have a remarkable effect on the 

success rate as depicted previously in “Fig. 3”.  

 

 
Fig. 3 Normal plot of the effects of all the reward 

coefficients and their interactions. 

 
Since 𝑎2, 𝑎5 are not very effective, their values have 

been taken in the middle of their ranges. Figures 5 and 6 

show an increasing success rate with increasing values 

of the parameters 𝑎1, 𝑎4 and with decreasing values of 

𝑎3  , so, 𝑎1, 𝑎4 have been taken to their highest limits 

whereas 𝑎3 has been considered in its lower limit. The 

following values of all the parameters, that achieve a 

high success rate which is 98.2%  are considered: 

 
𝑎1 = 0.5    , 𝑎2 = 10    , 𝑎3 = 0.01   , 𝑎4 = 2    , 𝑎5 = 1 
 

 
Fig. 4  The residuals graphs of the data. 

 

 
Fig. 5 The effects of 𝑎1, 𝑎2, 𝑎3  on the success rate. 

 

 
Fig. 6 The effects of 𝑎4, 𝑎5  on the success rate. 
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5 PATH PLANNING RESULTS 

This section contains the tests of the trained agent with 

the resulting values of reward parameters. This test is 

done in totally new environments. Simulation tests and 

also real tests on real robots are done. 

The environment consists of a group of obstacles like 

barriers forming a kind of maze between the start and the 

goal points, and then a few adjustments are made to get 

different scenarios based on the robot’s behavior in order 

to assure the robustness of the proposed method. A 

successful trial is considered when the robot can avoid 

obstacles without collision and reach the goal point 

within a limited time. 

5.1 Test Environment (E1) 

The basic scenario (E1_1) in this environment consists 

of 10 obstacles in addition to the four external walls as 

shown in “Fig. 7a”. The start point and the goal point are 

the same as the training environment: S(50, 50), G(450, 

250). Applying the proposed path planning method, the 

robot takes the trajectory shown in “Fig. 7a” to reach the 

goal successfully without colliding with any obstacles. 

Some changes are made to the first scenario which is, to 

lengthen obs2 in a way that closes the whole passage 

through which the robot has passed previously and after 

that reapply the test and observe the robot's performance 

(“Fig. 7b”). In this scenario, we notice that the robot has 

followed the same old path, but when it reaches the 

closed way, it turns and takes another path that leads to 

the goal. 

To make it more complex for the robot, the previous way 

that represents the path executed by the robot  is also 

closed by lengthening obstacle 11, and the experiment is 

performed again as shown in scenario E1-3. In this case, 

the robot tries to follow the first and second succeeding 

paths until it reaches a closed way and eventually, the 

robot could find a successful path to the goal point. 

The final scenario in this environment E1-4 is achieved 

by changing the goal point to another point G(150, 200) 

which is in this case more difficult to reach as shown in 

scenario E1-4. It is noticed that the robot takes a new 

path after turning around the goal from the closed side 

until it successfully reaches the new goal. All these 

scenarios are depicted in online-resource01. 

5.2. Test Environments (E2) 

To assure the robustness and the power of the trained 

agent, different scenarios or mazes are tested, the main 

changes in these tests are the positions and lengths of the 

obstacles, and consequently, different shapes of the 

environments are formed. The start and the goal points 

have been also changed. As we can see in “Fig. 8”, with 

all its subfigures, all the trials were successful and all 

four scenarios are depicted in online-resource02. 

a. Scenario E1-1 b. Scenario E1-2 

  c. Scenario E1-3 d. Scenario E1-4 

  
Fig. 7  Solving path planning for different scenarios in the test environment (E1). 
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a. Scenario E2-1 b. Scenario E2-2 

 
 c. Scenario E2-3 d. Scenario E2-4 

  Fig. 8 Solving path planning for different scenarios and different start and goal points in the test environment (E2). 
 

5.3. Test in Real Environment  

Real experiments that apply the new approach are 

carried out using the TurtleBot3 Burger robot shown in 

“Fig. 9”. The TurtleBot3 Burger is a small, 

programmable, ROS-based (Robot Operating System) 

mobile robot for use in education, research, and product 

prototyping. It is a Two-wheeled diff erential drive type 

platform. 

 

 
Fig. 9 The robot used for experimental tests (turtlebot3 

burger), and the remote laptop used to control the robot. 

 

The TurtleBot3 Burger is equipped with two servo 

motors, an OpenCR ARM Cortex-M7 control board, and 

a Raspberry Pi3 embedded computer. In addition to that 

it includes a gyroscope, accelerometer, 3-axis 

magnetometer, and 360 deg LiDAR.  

The trained neural network with the obtained parameters 

of the reward has been fed up to TurtleBot3 Burger robot 

through a ROS2 code. Then, experiments were done to 

evaluate the proposed approach and to show its ability to 

be executed on real robots. The test environments shown 

in “Fig. 10” have a dimension of (250 × 200) cm. The 

test is done in a completely new environment in which 

the robot can successfully move from the start point and 

reach the goal point. The path is shown completely in 

online-resource3. 

 

 
Fig. 10 Path planning test in the real environment. 
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6 CONCLUSIONS 

A new reward function is defined to solve the path-

planning problem of a mobile robot working in an 

unknown dynamic environment. This reward consists of 

five weighted parts. The coefficients of this reward 

definition had to be determined and optimized to achieve 

the most path-planning successful algorithm. Because 

the training process takes a very long time, a DoE 

approach is adopted to decrease the number of training 

operations. This statistical study leads to determining the 

most effective coefficients of the reward and 

determining their values. These coefficients are the ones 

related to the distance and the distance change to the 

obstacles. Finally, experimental tests of path planning 

were conducted to prove the efficiency of the trained 

agent with the obtained parameters and the results show 

successful training values. 
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