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 Aluminum composites have received attention in the aerospace industry due 
to their strength-to-weight ratio. In this research, the effect of three 
parameters, the percentage and type of SiC reinforcing material and the type 
of thermal cycle of composite manufacturing on the elastic modulus, yield 
strength and ultimate strength of Al/SiC composite have been investigated. 
For this purpose, the information related to composite with Al6061alloy 
reinforced with SiC particles was extracted. After normalizing the input and 
output information, the perceptron recurrent network was designed and it 
was tried to extract the optimal parameters by changing different parameters 
of the network such as the frequency of network training, changing the 
learning coefficient of the network and weight and bias coefficients and 
comparing the sum of squared errors in different conditions. Finally, by 
defining the adaptive learning coefficient in the network, it was tried to 
improve the speed and accuracy of the network. The results showed that by 
repeating the network training 10000000 times, the sum of squares of error 
was reduced to the range of 7-10. Also, the lowest error sum of squares is 
related to the learning coefficient α=0.002. The results related to the 
definition of the adaptive learning coefficient showed that if the network is 
trained 100,000 times, the training speed decreases to 60,000 times with the 
same error for the adaptive learning coefficient and the constant learning 
coefficient. In other words, if the adaptive learning coefficient is used, the 
training speed and error reduction will be higher than using the constant 
learning coefficient. 
 

 

Keywords: 
Fiber Type, Heat Treatment, 
Yield Strength, Ultimate Tensile 
Strength, Elastic Modulus  

 

 

*Corresponding Author’s Email 
Address: 
rkiahoseyni@yahoo.com 

 

 

Introduction 

Metal matrix composites reinforced by particles 

have received a lot of attention due to their 

remarkable practical properties[1-4]. These 

composites are made by various methods such as 

powder metallurgy and casting[5-9]. Although the 

manufacturing mechanism of these materials affects 

their behavior and properties, other parameters 

such as the size of particles added to the background 

can also affect the behavior of the composite. 

Various researches have been conducted on the 

effect of particle size[10]. percentage and shape on 

the properties of metal-based composites[11-14]. 

Also, studies have been conducted with the aim of 

predicting the properties of composites by means of 

modeling and simulation. For example, Lange et 

al.[15] have studied the effect of compressive force 

at ambient temperature on the density of 

composites made of aluminum powder and steel. 

Sridhar et al.[16] and Kim et al.[17] studied the yield 

stress of composites made of metal powders after 

different manufacturing mechanisms such as three-

dimensional compression and isostatic cold 
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pressing. In general, a lot of research has been done 

on composites and a lot of money has been spent in 

this regard. In order to reduce research costs and 

increase the accuracy of results, modeling the 

properties and behavior of composites by means of 

artificial neural network has been the focus of 

researchers. Genel and his colleagues[18] modeled 

and investigated the tribological properties of zinc-

aluminum composite reinforced with alumina. In 

other researches, studies such as the effect of semi-

solid extrusion of aluminum-based composite on its 

behavior[19], predicting the fatigue life of 

composites with multi-dimensional layer reinforcing 

materials[20] and predicting the effect of production 

parameters on properties Carbon/carbon 

composite[21] has been made. In this research, an 

attempt has been made to predict the effect of the 

type and percentage of SiC and the heat treatment 

of the Al6061/SiC composite on its mechanical 

behavior by means of the perceptron neural 

network. 

Research materials and methods 

In order to analyze the data extracted from the 

sources and predict the behavior of the Al6061/SiC 

composite, the backpropagation neural network 

(BP) was used. The network is shown in Fig 1 and 2. 

 

Fig.1: Schematic picture of a neural network[22]. 

 

 

Fig. 2:Schematic representation of ANN training process. 
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Also, in order to design the recurrent perceptron 

neural network, the technical report of the American 

Space Agency (NASA)[23] was used according to 

Table 1 and the effect of three parameters SiC 

percentage, SiC type and type of heat treatment on 

Ultimate strength, yield strength and Young's 

modulus (Elastic modulus) for Al/SiC composite was 

identified with Al6061 base, which is widely used in 

the aerospace industry. 

 

 

Table 1: Effect of tempering temperature, percentage and  kind of SiC on the mechanical properties of Al/SiC composite[23] 

Ultimate strength 

(MPa) 

yield strength 

(MPa) 

Elastic modulus 

(GPa) 

Tempering 

Typeb 

SiC Particles 

Shapea 

SiC content 

(%wt.) 
No. Alloy 

250 

373 

215 

359 

311 

423 

261 

385 

428 

406 

406 

329 

439 

457 

141 

311 

121 

295 

208 

321 

168 

316 

356 

334 

309 

222 

382 

428 

77 

83 

81 

90 

106 

96 

103 

99 

108 

112 

110 

112 

118 

134 

1 

2 

1 

2 

1 

2 

1 

2 

2 

1 

2 

1 

2 

2 

1 

1 

3 

3 

1 

1 

2 

2 

3 

1 

1 

3 

3 

3 

10 

10 

15 

15 

20 

20 

20 

20 

20 

30 

30 

30 

30 

40 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

6061 

a) 1: whisker structure        2: Needle structure     3: Spherical structure 

b) 1: E type treatment     2: T6 Treatment 

 

There are two computational paths in the BP 

algorithm. The first path is called the forward path 

and the second path is called the return path[24, 

25]. 
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A- Forward path:  

this route is expressed by the following equations. 

a=p(k)     (1)   

a1+1(k)=F1+1(W1+1(k)a1+b1+1(k))1= 0,1,….L-1   

 (2)  

a(k)=aL(k)               (3) 

   

In this way, as we can see, the parameters of the 

network do not change during the execution of 

calculations, and the stimulus functions act on 

each neuron, that is: 

 

F1+1(n(k))=[f1+1(n1(k)…f1+1(ns1+i(k)))]T (4) 

 

B- Return path: 

 In this path, the sensitivity vectors are returned 

from the last layer to the first layer. The following 

equations express the dynamics of the return 

path[24]: 

 

δL(k) = −2FL(n)e(k)   (5) 

δL(k) = F1(n1)(w1+1)Tδ1+1, 1 = L − 1,… ,1 

(6)              

𝑒(𝑘) = 𝑡(𝑘) − 𝑎(𝑘)     (7) 

 

 

In other words, on the way back, work starts from 

the last layer, the output layer, where the error 

vector is available. Then, the error vector is 

distributed from the right to the left from the last 

layer to the first layer, and the local gradient is 

calculated neuron by neuron with a recursive 

algorithm. In this way, the network parameters 

will not change[24]. 

C- Adjusting the parameters:  

Finally, the weight matrices and bias vectors of the 

MPL network are adjusted with the following 

relations: 

𝑊1(𝑘 + 1) = 𝑊1(𝑘) − 𝛼𝛿1(𝑘)(𝑎1−1(𝑘))𝑇  (8) 

𝑏1(𝑘 + 1) = 𝑏𝐿(𝑘) − 𝛼𝛿1(𝑘), 1 = 1,2,… , 𝐿 (9) 

We note that after applying each input-output pair 

as a learning pattern, the input vectors (input 

pattern) do not change during the above three 

steps. For this reason, the number of iteration step 

k is practically equivalent to the application of the 

k th model to the network[24]. 

D- Stopping:  

In order to stop repeating the BP algorithm, the 

following two indicators can be used 

simultaneously[24]. 

   1- The average error square in each cycle or 

Epoch (the sum of the error squares for all learning 

patterns) is less than a predetermined value, or 

the form of changes in network parameters after 

each cycle is very small. It should be noted that 

each cycle is equal to the number of repetitions, 

equal to the number of learning samples. For 

example, if there are 100 learning sample data, 

the cycle is repeated for 100 steps. 

   2- The soft gradient of the error is too small: the 

soft gradient of the error should be smaller than a 

predetermined circuit. 

 

Results and Discussion 

The results of the preliminary design of the 

multilayer perceptron neural network (MLP) in 

two layers to investigate the effect of three 

parameters SiC percentage, SiC type and 

tempering temperature on the elastic modulus, 



Paper Title 

yield stress and ultimate stress of Al/SiC composite 

based on Al6061 with initial estimation of 

coefficients Weight and bias were coded in 

MATLAB software environment. In this case, the 

learning coefficient α = 0.5 and the training 

frequency was considered 1000 times. In order to 

increase accuracy in network training, the input 

and output data were normalized. For this 

purpose, all the data were divided to the 

maximum amount of data. The results of the 

network design with the available data are shown 

in the form of diagrams in Figure 3. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Fig. 3:  the experimental results and the results of the two 

layers MLP neural network training of the composite Al / SiC, 

a) the number of errors in terms of education, b) Chart 

ultimate strength, c) the yield strength charts, D) elastic 

modulus chart. 

 

According to Figure (3-a), it can be seen that with 

1000 times of network training, the sum of 

squares of MLP network error has decreased. By 

using the two-layer feedback perceptron network, 

it is possible to estimate the Al/SiC composite 

behavior with the laboratory data, and there are 

training conditions. The sum of error squares in 

this condition was obtained as MSE = 

0.0325824651108248. 

The results related to the final strength, yield 

strength and elastic modulus of the Al/SiC 

composite in Figures 3b, c and d show that 
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although the network error is decreasing, the 

laboratory results have a significant difference 

with the results of training. This issue shows the 

need to investigate different parameters of the 

neural network, such as the change in the training 

frequency and the change in the learning 

coefficient. Then, by changing the neurons of the 

first layer, it was tried to reduce the sum of 

squared errors in network training. By changing 

the number of neurons in the designed network 

code, we tried to get the appropriate number of 

neurons with the least sum of squared errors. For 

this purpose, the weight and bias coefficients were 

randomly changed with different neurons, and 

after running 20 times for each situation, the 

average of the sum of squared errors was 

obtained as shown in Table 2. According to these 

results, the selection of 8 neurons for Al/SiC 

composite manufacturing conditions can be 

appropriate in neural network design. 

Table 2: Dependence of mean square error to number of 

back propagation Perceptron Neural Network neurons for Al 

/ SiC composite 

Number of neurons Mean squared error 

1 0.0278635155188623 

2 0.0267445761356187 

3 0.0302594017312537 

4 0.0344077839583995 

5 0.0256311891193074 

6 0.0243489990873295 

7 0.0236088564293812 

8 0.0235668894948894 

9 0.0269826702232628 

10 0.0277143768756384 

 

One of the effective parameters to reduce the sum 

of squares of errors in the feedback perceptron 

network is the change in the repetition frequency 

of training. For this purpose, the neural network 

code was executed with epoch change and the 

results of Table 3 were obtained. In all stages, the 

learning coefficient α=0.05 was considered. 

Learning coefficient training was modified. In this 

way, if the average of the sum of squares of our 5 

periods before the last was higher than the last 

period, the learning coefficient was multiplied by 

1.00015 and otherwise it was divided by 1.00015. 

Table 3: Dependence of mean square error to number of 

back propagation Perceptron Neural Network trainin for Al / 

SiC composite 

Mean squared error Training repetition times 

0.0418 10 

0.0399 100 

0.0236 1000 

0.0099 10000 

0.0062 100000 

105 1000000 

107 10000000 

  

 

 

(a) 
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(b) 

Fig. 4: Comparison of experimental results and the results of 

backpropagation artificial neural network training with the number of 

training 10 million times, a) the sum of squares of error in terms of 

frequency of occurrence, b) matched experimental results with the results 

of the neural network of the composite Al / SiC. 

 

Figure 4 shows the results of the sum of squared 

errors and the comparison of the results obtained 

from neural network training with laboratory 

results after 10,000,000 times of network training. 

It can be seen that by increasing the repetition of 

the training, the sum of squares of the error has 

decreased and also the laboratory results are in 

acceptable agreement with the results of the 

neural network. In this way, the weight and bias 

coefficients were modified to an acceptable level. 

In order to increase the accuracy and speed of the 

training of the backward perceptron neural 

network, a variable learning coefficient was used 

according to the sum of squared errors in each 

network training cycle. For this purpose, the 

learning coefficient was corrected by calculating 

the average sum of squared errors in our 5 

consecutive periods before the last training of the 

network and comparing it with the last training. In 

this way, if the average of the sum of squares of 

our 5 periods before the last was higher than the 

last period, the learning coefficient was multiplied 

by 1.00015 and otherwise it was divided by 

1.00015. 

The graph of adaptive changes of the learning 

coefficient according to the number of network 

training is shown in Figure 5-a. It can be seen that 

by increasing the number of training up to 70,000 

times, the learning coefficient increases in a 

fluctuating manner, and with the further increase 

of network training cycles, the fluctuations of the 

learning coefficient are reduced and tends to 

relatively constant values. These results show that 

the designed network has the ability to adapt the 

learning coefficient. Figure 5-b shows the sum of 

error squares according to the number of network 

training in the two cases of adaptive learning 

coefficient and fixed learning coefficient of 0.05. It 

can be seen that if the adaptive learning 

coefficient is used up to 10000 cycles, the sum of 

squared errors is almost equal to the fixed learning 

coefficient of 0.05, but with the increase in the 

number of training cycles, the sum of squared 

errors in the adaptive mode is reduced at a 

suitable rate, and wants acceptable values. As a 

result, by using the adaptive learning coefficient, 

the learning speed of the neural network will 

increase and the network error will decrease. 

With these conditions, it can be claimed that with 

artificial neural network, it is easy to predict the 

effect of three parameters, percentage, type of SiC 

and type of heat treatment of Al6061/SiC 

composite on mechanical properties such as 

elastic modulus, yield stress and final strength. . 

It is worth noting that, as shown in the flowchart 

of  Figure 2, the initial weight and bias for training 

the perceptron neural network were considered 

random, which will have a non-theoretical effect 

on the exact values of the sum of squared errors. 

Therefore, considering that the training speed of 

the network depends on the initial guesses of 

weight and bias, by repeating the execution of the 

codes written in MATLAB software, although the 

prediction of the results was obtained with 

acceptable accuracy, but the repeatable behavior 

of the network error was not visible. 
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(a) 

 

(b) 

Fig. 5. a) behavior adaptive learning coefficient 

based on the number of cycles neural network 

training, b) the sum of squared errors versus the 

number of cycles of training the neural network 

with adaptive learning coefficient and constant 

learning factor 0.05. 

 

Conclusion 

By changing different parameters of the network 

to increase the accuracy of training with 

information related to Al/SiC aerospace 

composite, the following results were obtained: 

- The dispersion of the primary data is such that in 

order to train the network, it is necessary to train 

the network 10,000,000 times. 

- The learning coefficient as an effective 

parameter on the speed and accuracy of recurrent 

perceptron network training at α=0.002 has the 

lowest error in the presence of modified weight 

and bias. 

- The number of neurons is also an effective 

parameter on the accuracy of network training. 

The best number of neurons in which the least 

training error was observed was related to the 

network with 8 neurons. 

- By using the adaptive learning coefficient in the 

network training process, it was observed that the 

network error decreased and the network training 

speed increased significantly. 

- Perceptron neural network results can be used 

with proper accuracy to predict the behavior of 

Al/Si composite with Al6061 base. 
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