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ABSTRACT 

 

The modeling of strategies for buying and selling in Stock Market Investment 

have been the object of numerous advances and uses in economic studies, both 

theoretically and empirically. One of the popular models in economic studies is 

applying the Semi-parametric Markov Switching models for forecasting the time 

series observations based on stock prices. The Semi-parametric Markov Switch-

ing models for these models are a class of popular methods that have been used 

extensively by researchers to increase the accuracy of fitting processes. The main 

part of these models is based on kernel and core functions. Despite of existence 

of many kernel and core functions that are capable in applications for forecasting 

the stock prices, there is a widely use of Gaussian kernel and exponential core 

function in these models. But there is a question if other types of kernel and core 

functions can be used in these models. This paper tries to introduce the other ker-

nel and core functions can be offered for good fitting of the financial data. We 

first test three popular kernel and four core functions to find the best one and then 

offer the new strategy of buying and selling stocks by the best selection on these 

functions for real data. 

 

 

 

1 Introduction 
     The index of the stock exchange and its subsets in the financial markets, as one of the most important 

benchmarks of the movement of stock prices of stock companies, is of particular importance. The Stock 

Exchange Index is derived from the stock price movements of all companies in the market, and thus 

enables the analysis of the price movement in the stock market. Understanding and examining the be-

havior of this index and its subsidiaries has always been the focus of researchers, economists and capital 

market activists since the formation of capital markets. Nowadays, there is a lot of research on stock 

indexes in financial markets of different countries to scientifically model the movement of stock price 

information. In addition, accurate forecasting of the stock price trends of companies in the form of 
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modeling that is relevant to the overall index process and its subsidiaries is very important in providing 

useful trading strategies. 

Predicting stock prices is one of the most complex issues because the stock market is essentially non-

linear and influenced by probabilistic issues. In addition, the stock market is affected by a variety of 

factors including political and social crises, economic performance, investor behavior, global prices and 

more. Following the efforts of economic and statistical scientists, new methods have been developed to 

predict prices in the stock market. Nowadays, nonlinear models of Markov switching, as well as non-

parametric and semi-parametric estimation methods, are among these methods. Recent research into 

the prediction of stock price trends suggests that these models outperform traditional methods such as 

the ARIMA, GARCH, and Regression models. (See Nademi and Nademi [16], Chang et al. [4], Von 

Ganske [22], Billio et al. [2], Doaei et al. [11], Davoodi et al. [8], Aghaeefaret al. [1]). 

The many investigations in economic and financial mathematics focused on what makes an investor 

profitable in the stock market. These studies can aid the researchers to decrease the investment risks 

and increase opportunities for high return of gaining. One of the important questions in the stock market 

is when the investors can buy the stocks and when they can sell their stocks. In research economic 

papers, there are two aspects of analysis: fundamental and technical analysis. In fundamental aspects, 

the researchers find the reasons of changing stock prices, in response to reasons of changing prices that 

caused from exogenous geopolitical events, supply disruptions or financial operation of the companies 

and etc. But technical analysis noted more the statistical and probabilities rules governed by processes 

of the data. In aspect of technical analysis, there are a lot of models in time series to capture the stock 

prices.  

The Semi-parametric Markov switching models are the popular models in time series that are applied 

most widely in financial and economic data. These models exhibit abrupt changes in behavior of time 

series data, called switches of regimes, where the switching between the regimes is controlled by a 

hidden Markov Chain process. In semi-parametric class of algorithms, a special function, called kernel 

function and core functions, are used. The selection of proper kernel and core function is important item 

for estimating the parameters. Such that, if we apply the proper types, we can have a fast and unbiased 

estimating process. So, offering the best kernel and core functions for estimation algorithms can be 

essential for modelling process. In this paper, we first focus on selecting the best kernel and core func-

tions in a special class of Markov switching models called semi-parametric Markov switching offered 

by Nademi and Farnoosh [15] for modeling the time series data and then offer the new strategy of 

buying and selling stocks by the best selected kernel and core function of this model on real data. 

In the next section, the theoretical fundamentals and research background of this field will be intro-

duced. Section 3 discuss on the offered kernel and core functions. Finally, section 4 probe the best 

selection of these functions and offer the new buying and selling strategy for stock markets. 

 

2 Theoretical Fundamentals and Research Background  

2.1 Research Background 

      The forecasting and offering strategies of stock buying and selling has been the object of plentiful 

expansions and applications over the past two decades, both theoretically and empirically. There are 

several attempts in this field. Pourzamani et al. [19] Compared stock buying and selling strategies in 

long-term investment using filtering, buying and holding methods and the moving average of the mar-

ket. They showed the moving average of the market and the return of the buying and holding method 
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http://amfa.iau-arak.ac.ir/?_action=article&au=722851&_au=Aliasghar++Davoodi+Kasbi
http://amfa.iau-arak.ac.ir/?_action=article&au=712771&_au=Negar++Aghaeefar


Naderi et al.  

 
 

 

 
Vol. 9, Issue 2, (2024) 

 
Advances in Mathematical Finance and Applications  

 
[369] 

 

is higher than the moving average method. Rastegar and Dastpak [20] offered a model entitled" Devel-

oping a High-Frequency Trading system with Dynamic Portfolio Management using Reinforcement 

Learning in Iran Stock Market". Results showed that, the proposed model outperformed the Buy and 

Hold strategy in Normal and Descending markets. Davallou and Meskinimood [7] examinated of trad-

ing strategy based on Stochastic Dominance. They showed the pricing of the random dominance factor 

in the Tehran Stock Exchange is approved. Sharif-far et al. [21] applied the assessment of the optimal 

Deep Learning Algorithm on Stock Price Prediction (Long Short-Term Memory Approach). The results 

showed better performance of LSTM architecture with Drop Out layer than RNN model. Pashaei and 

Dehkharghani [18] examined stock market modeling using Artificial Neural Network and compared 

with classical linear models 

In the other hand, the most widely applied type of models is AR-ARCH models. The combination of 

autoregressive (AR) processes and autoregressive conditionally heteroscedastic (ARCH) processes, the 

so-called AR-ARCH process, are well created and very general models.  

These findings clearly show a potential source of unknown structure, to explain that the form of the 

variance is relatively inflexible and held fixed throughout the entire sample period. Hence the estimates 

of an AR-ARCH model may suffer from a substantial bias in the persistence parameter. So, models in 

which the parameters are allowed to change over time may be more feasible for modeling processes. 

Recently, The Markov Switching models have repeatedly applied for making switching regimes pro-

cesses which allow for more flexibility in modeling data which only show locally a homogeneous be-

havior. The Markov Switching models are the popular models in time series that are applied most widely 

in financial and economic data. These models exhibit abrupt changes in behavior of time series data, 

called switches of regimes, where the switching between the regimes is controlled by a hidden Markov 

Chain process. (See Chang et al. [4], Von Ganske [22], Billio et al. [2], Di Persio and Frigo [9-10], 

Neale et al. [17]).  

Recently, Semi-parametric Markov switching models have repeatedly applied for making switching 

regimes processes and every of them offer an algorithm for estimating the parameters. In this respect, 

the combination of parametric and nonparametric methods, called semi-parametric algorithms, are pop-

ular and most broadly applied. (See Chan and Wang [3], Chang et al. [5], Chen et al. [6], Gupta et al. 

[14], Gu and Balasubramanian [13], Nademi and Farnoosh [15]). In the next subsection, the theory of 

these models will be explained. 

 

2.2 Theoretical Fundamentals 
      This section consists of two subsections. In the first subsection, we introduce the Markov switching 

model introduced by Nademi and Farnoosh [15] and in the second subsection, their algorithm for esti-

mating the parameters will be reviewed. Note that, their semi-parametric algorithm is a part of more 

general algorithm as EM algorithm that apply for class of Markov switching models. 

 

2.2.1. The Model 
     Suppose 𝑌1, … , 𝑌𝑁 are part of a strictly stationary time series that are generated by the following 

semi-parametric switching model  

𝑌𝑡 = ∑ 𝑍𝑡𝑘(𝜇(𝑌𝑡−1, 𝑌𝑡−2; 𝜌𝑘) + 𝜎(𝑌𝑡−1, 𝑌𝑡−2; 𝜔𝑘 , 𝛼𝑘 , 𝛽𝑘)𝑢𝑡,𝑘),

𝑀

𝑘=1

 (1) 

  such that, 

https://www.sid.ir/en/journal/SearchPaper.aspx?writer=608312
https://www.sid.ir/en/journal/SearchPaper.aspx?writer=890974
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𝜇(𝑌𝑡−1, 𝑌𝑡−2; 𝜃𝑘, 𝜌𝑘) = 𝑔(𝑌𝑡−1, 𝜃𝑘)𝜉𝑘(𝑌𝑡−1) + 𝜌𝑘(𝑌𝑡−1 − 𝑔(𝑌𝑡−2, 𝜃𝑘)𝜉𝑘(𝑌𝑡−2)), (2) 

and 

𝜎2(𝑌𝑡−1, 𝑌𝑡−2; 𝜔𝑘 , 𝛼𝑘 , 𝛽𝑘) = 𝜔𝑘 + 𝛼𝑘𝑌𝑡−1
2 + 𝛽𝑘𝑌𝑡−2

2 , 

with 

𝑍𝑡𝑘 = {
1      𝑄𝑡 = 𝑘

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
 

where switching between the regimes is controlled by a hidden Markov chain 𝑄𝑡, with values in 

{1, … , 𝑀}, and the residuals 𝑢𝑡,𝑘 , 𝑡 = 1, … , 𝑁, 𝑘 = 1, … , 𝑀  are i.i.d. random variables with mean 0 and 

variance 1. 𝑍𝑡 = (𝑍𝑡1, 𝑍𝑡2, … , 𝑍𝑡𝑀)𝑇 are random variables which assume as values of the unit vectors 

𝑒1, 𝑒2, … , 𝑒𝑀 ∈ 𝑅𝑀, i.e. exactly one of the 𝑍𝑡𝑘 is 1, and the others are 0. The stationary distribution of 

the hidden regime process is given by the 𝑀 × 𝑀 transition probability matrix A, i.e, 𝐴𝑗𝑘 = 𝑝𝑟(𝑄𝑡 =

𝑘|𝑄𝑡−1 = 𝑗). 𝜉𝑘(𝑥) is a nonparametric adjustment factor and 𝑔(𝑥, 𝜃𝑘) is a known function of 𝑥 and 𝜃𝑘 

, called the core function.  

 

2.2.2. The EM Algorithm Based on Semi-Parametric Method 

      Supposing the definition of 𝑌(𝑁) = (𝑌1, 𝑌2, … , 𝑌𝑁) and 𝑍(𝑁) = (𝑍1, 𝑍2, … , 𝑍𝑁), Nademi and Far-

noosh [15] applied a special class of log likelihood function, called "complete" log likelihood function, 

by the following form 

 

𝑙𝑐(𝑣, 𝐴|𝑌(𝑁), 𝑍(𝑁))

= 𝑙𝑜𝑔𝜋𝑞1
∑ 𝑙𝑜𝑔𝐴𝑞𝑡−1,𝑞𝑡

𝑁

𝑡=2

+ ∑ ∑ 𝑍𝑡𝑘𝑙𝑜𝑔
1

𝜎(𝑌𝑡−1, 𝑌𝑡−2; 𝜔𝑘 , 𝛼𝑘 , 𝛽𝑘)
𝜑 (

𝑌𝑡 − 𝜇(𝑌𝑡−1, 𝑌𝑡−2; 𝜃𝑘 , 𝜌𝑘)

𝜎(𝑌𝑡−1, 𝑌𝑡−2; 𝜔𝑘, 𝛼𝑘 , 𝛽𝑘)
)

𝑀

𝑘=1

𝑁

𝑡=2

 

Where 𝑣 = (𝜃1, … , 𝜃𝑀 , 𝜌1, … , 𝜌𝑀 , 𝜔1, … , 𝜔𝑀 , 𝛼1, … , 𝛼𝑀 , 𝛽1, … , 𝛽𝑀)𝑇 ∈ 𝑉 and 𝜑(. ) is the normal den-

sity with mean 𝜇(. ) and standard deviation 𝜎(. ). The word "complete" refer to this definition that if we 

would have observed the complete data (𝑌(𝑁), 𝑍(𝑁)), instead of just 𝑌(𝑁), we could maximize the com-

plete data log likelihood (see Franke et al. [9]), instead of ordinary log likelihood.  

Applying this method led to use of Expectation and Maximization algorithm known as EM algorithm. 

The EM algorithm repeats between drawing the unseen variables 𝑍𝑡𝑘 by conditional expectations 𝑍𝑡𝑘 

given the seen data 𝑌(𝑁) and using a elementary estimate of the parameters on the one phase (E-step), 

and by maximizing 𝑙𝑐(𝑣, 𝐴|𝑌(𝑁), 𝑍(𝑁)) to get an update of approximations of 𝐴 or 𝑣 on the other phase 

(M-step). These two phases until assuring certain stopping criteria are iterated. The algorithm offered 

with the EM algorithm can be summarized to the following steps. 

 

E-step: Suppose �̂�1, … , �̂�𝑀 , �̂�1, … , �̂�𝑀 , 𝜃1, … , 𝜃𝑀 , �̂�1, … , �̂�𝑀 , �̂�1, … , �̂�𝑀 and , �̂�1, … , �̂�𝑀 are given. S0, 

the conditional expectation of the unseen variables 𝑍𝑡𝑘 given 𝑌(𝑁)are calculated by  
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𝐶𝑡𝑘 = 𝐸[𝑍𝑡𝑘|𝑌(𝑁)] =
𝛼𝑘

𝑡 𝛽𝑘
𝑡

∑ 𝛼𝑖
𝑡𝛽𝑖

𝑡𝑀
𝑖=1

   𝑘 = 1, … , 𝑀   𝑡 = 1, … , 𝑁, 

where 𝛼𝑖
𝑡 and 𝛽𝑖

𝑡 are estimated by following recursive relations 

𝛼𝑗
𝑡+1 = 𝜑 (𝑌𝑡+1; 𝜇(𝑌𝑡 , 𝑌𝑡−1; 𝜃𝑗, 𝜌𝑗), 𝜎(𝑌𝑡 , 𝑌𝑡−1; 𝜔𝑗, 𝛼𝑗 , 𝛽𝑗)) ∑ 𝐴𝑘𝑗𝛼𝑘

𝑡

𝑀

𝑘=1

, 

and 

𝛽𝑗
𝑡 = ∑ 𝛽𝑘

𝑡+1

𝑀

𝑘=1

𝜑(𝑌𝑡+1; 𝜇(𝑌𝑡 , 𝑌𝑡−1; 𝜃𝑘, 𝜌𝑘), 𝜎(𝑌𝑡 , 𝑌𝑡−1; 𝜔𝑘, 𝛼𝑘 , 𝛽𝑘))𝐴𝑗𝑘, 

where 𝜑(𝑌𝑡+1; 𝜇(𝑌𝑡 , 𝑌𝑡−1; 𝜃𝑘 , 𝜌𝑘), 𝜎(𝑌𝑡 , 𝑌𝑡−1; 𝜔𝑘, 𝛼𝑘 , 𝛽𝑘)) is the normal density with mean 𝜇(. ) and 

standard deviation 𝜎(. ). 

M-step: Suppose the approximations 𝐶𝑡𝑘 for the unseen variables 𝑍𝑡𝑘 are given. Then, the transition 

probabilities are calculated by 

�̂�𝑖𝑗 =
∑ 𝛿𝑖𝑗

𝑡,𝑡+1𝑁
𝑡=1

∑ 𝐶𝑡𝑖
𝑁
𝑡=1

, 

where 𝛿𝑖𝑗
𝑡,𝑡+1

 are the joint conditional probability of 𝑄𝑡 = 𝑖 and 𝑄𝑡+1 = 𝑗  given the entire sequence of 

observations (𝑌(𝑁)) estimated by 

𝛿𝑖𝑗
𝑡,𝑡+1 = 𝑝(𝑄𝑡 = 𝑖, 𝑄𝑡+1 = 𝑗|𝑌(𝑁)) =

𝛽𝑗
𝑡+1𝜑 (𝑌𝑡+1; 𝜇(𝑌𝑡 , 𝑌𝑡−1; 𝜃𝑗, 𝜌𝑗), 𝜎(𝑌𝑡 , 𝑌𝑡−1; 𝜔𝑗, 𝛼𝑗 , 𝛽𝑗)) 𝐴𝑖𝑗𝛼𝑖

𝑡

∑ 𝛼𝑘
𝑡 𝛽𝑘

𝑡𝑀
𝑘=1

. 

 

The probabilities 𝜋1, … , 𝜋𝑀 are approximated by 

  𝜋�̂� =
1

𝑁
∑ 𝐶𝑡𝑘

𝑁
𝑡=1 , 𝑘 = 1, … , 𝑀, 

and the functions 𝜇(𝑥, 𝑦; 𝜃𝑘, 𝜌𝑘) are estimated by 

𝜇(𝑥, 𝑦; 𝜃𝑘, �̂�𝑘) = 𝑔(𝑥, 𝜃𝑘)𝜉𝑘(𝑥) + �̂�𝑘 (𝑥 − 𝑔(𝑦, 𝜃𝑘)𝜉𝑘(𝑦)),       

such that, (𝜃𝑘 , �̂�𝑘) gets from (𝜃𝑘, �̂�𝑘) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑄𝑛(𝜃𝑘, 𝜌𝑘), 𝜃𝑘, 𝜌𝑘 ∈ V, |𝜌𝑘| < 1 for 𝑘 = 1, … , 𝑀, 

where 𝑄𝑛(𝜃𝑘, 𝜌𝑘) is  

𝑄𝑛(𝜃𝑘, 𝜌𝑘) = ∑ 𝐶𝑡𝑘(𝑌𝑡 − 𝑔(𝑌𝑡−1, 𝜃𝑘) − 𝜌𝑘(𝑌𝑡−1 − 𝑔(𝑌𝑡−2, 𝜃𝑘)))2

𝑁

𝑡=2

, 

and 𝜉𝑘(𝑥) is 
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𝜉𝑘(𝑥) =
∑ 𝐶𝑡𝑘 [𝑘 (

𝑌𝑡−1 − 𝑥
ℎ𝑘

) 𝑔(𝑌𝑡−1, 𝜃𝑘)𝑌𝑡 + 𝑘 (
𝑌𝑡−2 − 𝑥

ℎ𝑘
) 𝑔(𝑌𝑡−2, 𝜃𝑘)𝑌𝑡−1]𝑁

𝑡=2

∑ 𝐶𝑡𝑘 [𝑘 (
𝑌𝑡−1 − 𝑥

ℎ𝑘
) 𝑔2(𝑌𝑡−1, 𝜃𝑘) + 𝑘 (

𝑌𝑡−2 − 𝑥
ℎ𝑘

) 𝑔2(𝑌𝑡−2, 𝜃𝑘)]𝑁
𝑡=2

 ,    (3) 

where 𝑘(. ) is a Gaussian Kernel function and (𝜔𝑘, 𝛼𝑘 , 𝛽𝑘) are estimated by 

(�̂�𝑘 , �̂�𝑘 , �̂�𝑘) = 𝐴𝑟𝑔 𝑚𝑎𝑥 ∑ 𝐶𝑡𝑘 𝑙𝑜𝑔
1

𝜎(𝑌𝑡−1, 𝑌𝑡−2; 𝜔𝑘, 𝛼𝑘 , 𝛽𝑘)
𝜑 (

�̂�𝑡𝑘

𝜎(𝑌𝑡−1, 𝑌𝑡−2; 𝜔𝑘 , 𝛼𝑘 , 𝛽𝑘)
)

𝑁

𝑡=2

, 

for 𝑘 = 1, … , 𝑀, where  �̂�𝑡𝑘 = 𝑌𝑡 − 𝜇(𝑥, 𝑦; 𝜃𝑘 , �̂�𝑘) denotes the sample residuals. The optimal selec-

tion of the bandwidth ℎ𝑘 are also estimated by 

ℎ̂𝑘 = arg max
ℎ𝑘

∑ 𝐶𝑡𝑘 [𝑌𝑡 − 𝑔(𝑌𝑡−1, 𝜃𝑘)𝜉𝑘(𝑌𝑡−1) − �̂�𝑘 (𝑌𝑡−1 − 𝑔(𝑌𝑡−2, 𝜃𝑘)𝜉𝑘(𝑌𝑡−2))]
2

𝑁
𝑡=2 . 

The estimate of the parameters are obtained by iterating these two steps (E-step and M-step) until con-

vergence. 

In estimating the functions 𝜉𝑘(𝑥) and core function, they applied the Gaussian Kernel function and 

exponential core function. But there is a question that if other types of kernel function and core function 

can improve performance of the semi-parametric algorithm. We want to trial some other types of kernel 

and core functions that are popular in mathematics field. These functions consist of: Uniform and Tri-

angle. We also apply the Gaussian kernel to compare this function with the candidate kernel functions. 

We also test some core functions to compare the ability of them in improvement of the EM algorithm.   

 

3 Materials and Methods 
      The type of study used in this study is correlational studies. The statistical population of this study 

includes all indices as well as stock prices of companies listed on the Tehran Stock market. The sample 

data consist of financial observations, including of Bank's index (industry group) of Tehran Stock mar-

ket the period March 25, 2018 to March 19, 2019, downloaded from "http://tse.ir/archive.html", where 

the sample size is 243. So, the variable of our study is Bank's index which is presented by 𝑌𝑡 (Bank's 

index in time 𝑡). 

In the first step, we must determine the number of regimes in observations. This can demonstrate by 

drawing the sample path of data and observing changes trends as increasing and decreasing function. 

Figure 1 (blue line) shows the sample path the data. Applying this plot, we applied the step function 

(red line), the down step (regime=1) and upper step (regime=2), to indicate the regimes such that we 

named increasing trends and decreasing trends by regimes =1 and regimes=2, respectively.  

In the second step, we apply the semiparametric model (1) to fit the observations and then, we use of 

EM algorithm to estimate the parameters of the model. Note that, in one part of M-step, we must select 

a kernel function (𝑘 (
𝑌𝑡−1−𝑥

ℎ𝑘
)  ) and core function (𝑔(𝑥, 𝜃𝑘)) .So, In the third step, the selected core 

functions are as follows 

𝑔1(𝑥, 𝜃) = exp(𝑥𝜃) , 𝑔2(𝑥, 𝜃) = exp(√𝑥𝜃) , 𝑔3(𝑥, 𝜃) =
exp(𝑥𝜃)

1+exp(𝑥𝜃)
, 𝑔4(𝑥, 𝜃) = 𝜃 sin(𝑥). 

The kernel functions are selected by 

𝑘1(𝑢) =
1

2
𝛪[−1,1](𝑢), 𝑘2(𝑢) = (1 − |𝑢|)𝛪[−1,1](𝑢), 𝑘3(𝑢) =

1

√2𝜋
exp (−

1

2
𝑢2), 

http://tse.ir/archive.html
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where 𝑘1(𝑢), 𝑘2(𝑢) and 𝑘3(𝑢) are called Uniform, Triangle and Gaussian kernel functions, respec-

tively. For the sake of simplicity in definition of the models, we will call the semi-parametric Markov 

switching models by MS-SEMI-k(i)-G(i) based on 𝑘𝑖(𝑢) and 𝑔𝑖(𝑥, 𝜃). 

For comparing the models, we apply two indices the square Root of Mean Squared Error (RMSE) and 

classifying index "Max𝐶𝑡𝑘 , 𝑘 = 1, … , 𝑀". The square Root of Mean Squared Error (RMSE) is defined 

by the following form: 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑌𝑡 − �̂�𝑡)

2
𝑁

𝑡=1

, 

and the classifying index "Max𝐶𝑡𝑘, 𝑘 = 1, … , 𝑀"  is defined by: "𝑌𝑡  is belonging to regime k if and only 

if 𝐶𝑡𝑘 = Max
𝑖=1,…,𝑀

𝐶𝑡𝑖". This index is suitable in evaluation of the models, such that high amounts of this 

index show the correction classifying of the best model in categorizing the observations in the right 

regimes. We also apply a step function to show the regimes based on behavior the observations (see 

Nademi and Farnoosh [15] and Nademi and Nademi [16]).  

4 Results 
      In the first step, we focus on the plot of the data. Figure 1 (blue line) shows the sample path the data. 

Based on to this plot, we applied the step function (red line), the down step (regime=1) and upper step 

(regime=2), to indicate the regimes such that we named increasing trends and decreasing trends by 

regimes =1 and regimes=2, So, we considered Twelve Semi-parametric Markov Switching models 

(MS-SEMI-K(i)-G(j), i=1,2,3, j=1,2,3,4) based on three kernel functions and four core functions with 

two regimes (M=2).  

 

Fig.1. Bank's index data (blue line) and Step function (red line). 

In the second and third steps, we apply the semiparametric model (1) and focus on selecting the core 

function for every kernel function and then compare the best models based on the best kernel function. 

Table 1 lists the estimated parameters for kernel function Uniform where we have the semi-parametric 

Markov switching models MS-SEMI-K(1)-G(1), MS-SEMI-K(1)-G(2), MS-SEMI-K(1)-G(3) and MS-

SEMI-K(1)-G(4). The results of RMSE criteria for these models show the model MS-SEMI-K(1)-G(4) 

has the minimum RMSE (0.0725) among the other models. So, we can say that the core function 

𝑔4(𝑥, 𝜃) = 𝜃 sin(𝑥) is proper for capturing the data. After this core function, the model MS-SEMI-

K(1)-G(1) with RMSE, 0.0731 can be selected for observations with the structure with Uniform kernel 

function. Figure 2 shows the classification of the data based on index 𝑀𝑎𝑥(𝐶𝑡𝑘) where the values of 
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𝑀𝑎𝑥(𝐶𝑡1, 𝐶𝑡2) for four models, which are all greater than 0.5, show the ability of semi-parametric mod-

els in classifying the data. On the other hand, in the MS-SEMI-K(1)-G(4) model the belonging proba-

bilities greater than 0.85 indicate that this model is more powerful than the other models in classifying 

the observations. 

 

Table 1. The Estimated Parameters Based on Uniform Kernel Function 

The Parame-

ters 

MS-SEMI-K(1)-

G(1) 
MS-SEMI-K(1)-G(2) 

MS-SEMI-K(1)-

G(3) 

MS-SEMI-K(1)-

G(4) 

𝜃1 -1.1501 -3.3104 -1.3116 -1.1032 

𝜃2 -6.4251 -4.3148 -3.2190 -6.2163 

𝜌1 0.4216 0.3148 0.5184 0.4084 

𝜌2 0.6218 0.7315 0.4023 0.5032 

𝜔1 0.0015 0.0051 0.0010 0.0021 

𝜔2 0.0001 0.0016 0.0003 0.0013 

𝛼1 0.0037 0.0204 0.0216 0.0001 

𝛼2 0.0028 0.0381 0.0203 0.0061 

𝛽1 0.0104 0.0204 0.0016 0.0053 

𝛽2 0.0265 0.0110 0.0367 0.0011 

𝜋1 0.3401 0.3721 0.5169 0.3606 

𝜋2 0.6599 0.6279 0.4831 0.6394 

𝐴12 0.6112 0.5143 0.4035 0.6203 

𝐴21 0.3150 0.3048 0.4318 0.3498 

ℎ1 0.0012 0.0102 0.0122 0.0016 

ℎ2 0.0034 0.0131 0.0351 0.0010 

𝑅𝑀𝑆𝐸 0.0731 0.0945 0.0871 0.0725 

 

Fig.2. Max(𝐶𝑡1, 𝐶𝑡2) for models: (a). MS-SEMI-K(1)-G(1), (b). MS-SEMI-K(1)-G(2), (c). MS-SEMI-K(1)-G(3), (d). MS-

SEMI-K(1)-G(4). 

Table 2 consists of the estimated parameters based on Triangle kernel function. This table indicate the 

RMSE for models MS-SEMI-K(2)-G(1), MS-SEMI-K(2)-G(2), MS-SEMI-K(2)-G(3) and MS-SEMI-

K(2)-G(4). According to the results, we can find that the model MS-SEMI-K(2)-G(1), with RMSE 

0.0945, has the minimum amount of RMSE, comparing the other models. So, the best core function, 
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for Triangle kernel function, is 𝑔1(𝑥, 𝜃) = exp(𝑥𝜃). After this core function, the model MS-SEMI-

K(2)-G(2), with RMSE 0.1134, has the minimum RMSE among the other models. Figure 3 shows the 

classification of the data based on index 𝑀𝑎𝑥(𝐶𝑡𝑘) for Triangle kernel function where the values of 

𝑀𝑎𝑥(𝐶𝑡1, 𝐶𝑡2) for four models, which are all greater than 0.5, show the ability of semi-parametric mod-

els in classifying the data. On the other hand, in the MS-SEMI-K(2)-G(1) model the belonging proba-

bilities greater than 0.70 indicate that this model is more powerful than the other models in classifying 

the observations based on Triangle kernel function. 

Table 2. The Estimated Parameters Based on Triangle Kernel Function 

The Parameters MS-SEMI-K(2)-G(1) MS-SEMI-K(2)-G(2) MS-SEMI-K(2)-G(3) MS-SEMI-K(2)-G(4) 

𝜃1 -1.2510 -1.1024 -2.0012 -3.1004 

𝜃2 -3.5462 -3.6412 -2.1640 -2.3145 

𝜌1 0.4325 0.5148 0.2489 0.1624 

𝜌2 0.6245 0.6489 0.4327 0.2031 

𝜔1 0.0026 0.0514 0.0031 0.0321 

𝜔2 0.0010 0.0379 0.0049 0.1202 

𝛼1 0.0311 0.0302 0.0319 0.1304 

𝛼2 0.0051 0.0942 0.0402 0.0181 

𝛽1 0.0645 0.0234 0.0521 0.0094 

𝛽2 0.0713 0.0824 0.0601 0.0081 

𝜋1 0.5732 0.2859 0.3289 0.3186 

𝜋2 0.4268 0.7141 0.6711 0.6814 

𝐴12 0.3489 0.6150 0.6502 0.4316 

𝐴21 0.4685 0.2462 0.3186 0.2018 

ℎ1 0.0013 0.0046 0.0027 0.0003 

ℎ2 0.0048 0.0487 0.0062 0.0042 

𝑅𝑀𝑆𝐸 0.0945 0.1134 0.1246 0.1215 

 

Fig. 3. Max(𝐶𝑡1, 𝐶𝑡2) for models: (a). MS-SEMI-K(2)-G(1), (b). MS-SEMI-K(2)-G(2), (c). MS-SEMI-K(2)-G(3), (d). MS-

SEMI-K(2)-G(4). 
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Table 3 shows the estimated parameters based on Gaussian kernel function. Comparing the amounts of 

RMSE for the models MS-SEMI-K(3)-G(1), MS-SEMI-K(3)-G(2), MS-SEMI-K(3)-G(3) and MS-

SEMI-K(3)-G(4), we can see the best model is the model MS-SEMI-K(3)-G(1) in which RMSE is 

0.0703. Therefore, we can find that the best core function for Gaussian kernel function is 𝑔1(𝑥, 𝜃) =

exp(𝑥𝜃). After this model, the core function 𝑔4(𝑥, 𝜃) = 𝜃 sin(𝑥) of the model MS-SEMI-K(3)-G(4) 

can be offer as the proper core function based on Gaussian kernel function. Figure 4 shows the classi-

fication of the data based on index 𝑀𝑎𝑥(𝐶𝑡𝑘) for Gaussian kernel function where the values of 

𝑀𝑎𝑥(𝐶𝑡1, 𝐶𝑡2) for four models, which are all greater than 0.6, show the ability of semi-parametric mod-

els in classifying the data. On the other hand, in the MS-SEMI-K(3)-G(1) model the belonging proba-

bilities greater than 0.87 indicate that this model is more powerful than the other models in classifying 

the observations based on Gaussian kernel function. 

Table 3. The Estimated Parameters Based on Gaussian Kernel Function 

The Parame-

ters 
MS-SEMI-K(3)-G(1) MS-SEMI-K(3)-G(2) MS-SEMI-K(3)-G(3) MS-SEMI-K(3)-G(4) 

𝜃1 -1.0162 -3.0510 -1.4692 -0.8472 

𝜃2 -2.3201 -2.4210 -4.3150 -1.3496 

𝜌1 0.1240 0.3160 0.4682 0.4081 

𝜌2 0.4201 0.5015 0.4182 0.2486 

𝜔1 0.0213 0.0105 0.0013 0.0003 

𝜔2 0.0010 0.0315 0.0041 0.0008 

𝛼1 0.0114 0.0021 0.0203 0.0214 

𝛼2 0.0315 0.0184 0.0344 0.0804 

𝛽1 0.0243 0.0648 0.0510 0.0034 

𝛽2 0.0152 0.0921 0.0025 0.0107 

𝜋1 0.3812 0.5501 0.3091 0.3329 

𝜋2 0.6188 0.4499 0.6809 0.6671 

𝐴12 0.5142 0.4210 0.3162 0.4316 

𝐴21 0.3168 0.5147 0.1482 0.2154 

ℎ1 0.0032 0.0032 0.0018 0.0002 

ℎ2 0.0102 0.0012 0.0054 0.0011 

𝑅𝑀𝑆𝐸 0.0703 0.0791 0.0849 0.0748 

 

Comparing the RMSE of the models, we can find that the MS-SEMI-K(3)-G(1) has the least amount of 

RMSE among the others. So, the selected kernel function and core function for the data are Gaussian 

kernel and 𝑔1(𝑥, 𝜃) = exp(𝑥𝜃), respectively. But, with a closer look, one see that the Uniform kernel 

can be a strongly rival for selecting the kernel function. Because some RMSE's for this kernel, regard-

less in selecting the core function 𝑔1(𝑥, 𝜃), is better than the Gaussian kernel. This indicate that in mod-

eling data, the researchers should not focus on just one kernel or core function.   

After estimating the models for the data, we forecasted future of the data for four lags of time. Figures 

5, 6 and 7 consist of the estimated joint conditional probabilities for twelve the models. The estimated 

joint conditional probabilities were defined by 𝛿𝑖𝑗
𝑡,𝑡+1 = 𝑝(𝑄𝑡 = 𝑖, 𝑄𝑡+1 = 𝑗|𝑌(𝑁)), such that we can 

write the joint conditional probability matrix 

𝛿𝑖𝑗
𝑇 = (

𝑝(𝑄𝑡 = 1, 𝑄𝑡+1 = 1|𝑌(𝑁)) 𝑝(𝑄𝑡 = 1, 𝑄𝑡+1 = 2|𝑌(𝑁))

𝑝(𝑄𝑡 = 2, 𝑄𝑡+1 = 1|𝑌(𝑁)) 𝑝(𝑄𝑡 = 2, 𝑄𝑡+1 = 2|𝑌(𝑁))
), 
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Fig. 4.  Max(𝐶𝑡1, 𝐶𝑡2) for models: (a). MS-SEMI-K(3)-G(1), (b). MS-SEMI-K(3)-G(2), (c). MS-SEMI-K(3)-G(3), (d). MS-

SEMI-K(3)-G(4). 

for the models. This matrix can offer the strategy of buying and selling stock in financial markets. Such 

that, the probability elements of the matrix indicate the behavior of the data in passing time "t" to "t+1". 

According to structure of the Semi-parametric model (1) and dependency degree of observation 𝑌𝑡  that 

is degree of 2, based on dependency of observation 𝑌𝑡  on 𝑌𝑡−1 and 𝑌𝑡−2, we can see that the plots can 

predict strongly the behavior of observations just for two lags of future time and after that there is not 

a certain decision for behavior the observations for future lags. Such that, these figures show that after 

the lag 4 the joint conditional probabilities almost converge to the same amount. 
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Fig. 5. (a). MS-SEMI-K(1)-G(1), (b). MS-SEMI-K(1)-G(2), (c). MS-SEMI-K(1)-G(3), (d). MS-SEMI-K(1)-G(4), the colors 

of green, brown, red and blue are the joint conditional probability of (𝑄𝑡 = 1, 𝑄𝑡+1 = 2), (𝑄𝑡 = 1, 𝑄𝑡+1 = 1), (𝑄𝑡 = 2, 𝑄𝑡+1 =

1) and (𝑄𝑡 = 2, 𝑄𝑡+1 = 2), respectively. 

Fig. 6. (a). MS-SEMI-K(2)-G(1), (b). MS-SEMI-K(2)-G(2), (c). MS-SEMI-K(2)-G(3), (d). MS-SEMI-K(2)-G(4), the colors 

of green, brown, red and blue are the joint conditional probability of (𝑄𝑡 = 1, 𝑄𝑡+1 = 2), (𝑄𝑡 = 1, 𝑄𝑡+1 = 1), (𝑄𝑡 = 2, 𝑄𝑡+1 =

1) and (𝑄𝑡 = 2, 𝑄𝑡+1 = 2), respectively. 

 

 

 
Fig. 7. (a). MS-SEMI-K(3)-G(1), (b). MS-SEMI-K(3)-G(2), (c). MS-SEMI-K(3)-G(3), (d). MS-SEMI-K(3)-G(4), the colors 

of green, brown, red and blue are the joint conditional probability of (𝑄𝑡 = 1, 𝑄𝑡+1 = 2), (𝑄𝑡 = 1, 𝑄𝑡+1 = 1), (𝑄𝑡 = 2, 𝑄𝑡+1 =

1) and (𝑄𝑡 = 2, 𝑄𝑡+1 = 2), respectively. 

 

Table 5 shows the estimated joint conditional probability matrix for the observations of the Banks index 

(industry group) for the selected time period based on the twelve models.  
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According to the result of this Table for the best selected model (MS-SEMI-K(3)-G(1)), we can see the 

most probabilities among the elements of the matrices 𝛿𝑖𝑗
𝑡,𝑡+1

for period (t=243, t+1=244), (t=244, 

t+1=245) and (t=245, t+1=246) are 0.5247, 0.3680 and 0.4670, respectively, that are belong to the 

switching between the regimes from 1 to 2 (𝑄𝑡 = 1, 𝑄𝑡+1 = 2). This offers that the strategy of buying 

the stocks in period of time t=243 to t= 245. In the other hand, the results indicate that the most proba-

bilities among the element of the matrices 𝛿𝑖𝑗
𝑡,𝑡+1

for period (t=246, t+1=247) is 0.3610. This shows the 

switching between the regimes is from 2 to 1 (𝑄𝑡 = 2, 𝑄𝑡+1 = 1) that offers the strategy of selling the 

stocks in period of time t=246. On the other hand, if we select the second proper model (MS-SEMI-

K(1)-G(4)), the most probabilities among the elements of the matrices 𝛿𝑖𝑗
𝑡,𝑡+1

for period (t=243, 

t+1=244) and (t=245, t+1=246) are 0.5256 and 0.4602, respectively, that are belong to the switching 

between the regimes from 1 to 2 (𝑄𝑡 = 1, 𝑄𝑡+1 = 2). This offers that the strategy of buying the stocks 

in period of time t=243 and t= 245. But, the most probabilities among the elements of the matrices 

𝛿𝑖𝑗
𝑡,𝑡+1

for period (t=244, t+1=245) is 0.3234 that is belong to the switching between the regimes from 2 

to 2 (𝑄𝑡 = 2, 𝑄𝑡+1 = 2) that show the trend of the data will stay in increasing trend. This state indicate 

that the strategy of buying for traders in time of t=244. Although, the probability of the switching be-

tween the regimes from 1 to 2 (𝑄𝑡 = 1, 𝑄𝑡+1 = 2) (0.1810) is weak, comparing the other probabilities. 

Table 5. The Estimated Joint Conditional Probability for the Models 

The model 
Time period 

t=243, t+1=244 t=244, t+1=245 t=245, t+1=246 t=246, t+1=247 

MS-SEMI-K(1)-G(1) (
0.2243 0.5252
0.1751 0.0753

) (
0.1198 0.2797
0.4203 0.1802

) (
0.0475 0.5321
0.1102 0.3102

) (
0.1451 0.3395
0.3605 0.1550

) 

MS-SEMI-K(1)-G(2) (
0.2249 0.5243
0.1757 0.0752

) (
0.1200 0.2806
0.4193 0.1801

) (
0.1619 0.3775
0.3225 0.1381

) (
0.1457 0.3387
0.3613 0.1543

) 

MS-SEMI-K(1)-G(3) (
0.2253 0.5242
0.1755 0.0750

) (
0.1201 0.2807
0.4193 0.1800

) (
0.0792 0.4602
0.3225 0.1382

) (
0.1452 0.3391
0.3609 0.1548

) 

MS-SEMI-K(1)-G(4) (
0.2247 0.5256
0.1746 0.0750

) (
0.2854 0.1810
0.2102 0.3234

) (
0.0810 0.4602
0.3209 0.1379

) (
0.1449 0.3381
0.3619 0.1551

) 

MS-SEMI-K(2)-G(1) (
0.2923 0.4310
0.1747 0.1020

) (
0.1201 0.2796
0.4205 0.1798

) (
0.1598 0.4811
0.3214 0.0377

) (
0.0331 0.4041
0.3613 0.2015

) 

MS-SEMI-K(2)-G(2) (
0.2010 0.4903
0.1416 0.1671

) (
0.1246 0.2591
0.4128 0.2035

) (
0.1633 0.3785
0.3215 0.1367

) (
0.2402 0.3105
0.1042 0.3451

) 

MS-SEMI-K(2)-G(3) (
0.2250 0.5254
0.1747 0.0749

) (
0.1224 0.2910
0.4175 0.1691

) (
0.1548 0.4030
0.1054 0.3368

) (
0.1449 0.3387
0.3613 0.1551

) 

MS-SEMI-K(2)-G(4) (
0.2437 0.5349
0.2134 0.0080

) (
0.1181 0.2471
0.5118 0.1230

) (
0.1502 0.3584
0.3413 0.1501

) (
0.1449 0.3387
0.3613 0.1551

) 

MS-SEMI-K(3)-G(1) (
0.2253 0.5247
0.1751 0.0749

) (
0.1512 0.3680
0.3010 0.1798

) (
0.1471 0.4670
0.2480 0.1379

) (
0.1451 0.3390
0.3610 0.1549

) 

MS-SEMI-K(3)-G(2) (
0.2317 0.4902
0.1564 0.1217

) (
0.1202 0.2802
0.4198 0.1798

) (
0.1531 0.33694
0.3108 0.1667

) (
0.1451 0.3390
0.3610 0.1549

) 

MS-SEMI-K(3)-G(3) (
0.2038 0.5011
0.1698 0.1253

) (
0.1227 0.2712
0.4037 0.2024

) (
0.1584 0.3698
0.3157 0.1561

) (
0.0679 0.4570
0.0541 0.4210

) 

MS-SEMI-K(3)-G(4) (
0.2102 0.5063
0.1502 0.1333

) (
0.1215 0.2641
0.4005 0.2139

) (
0.1981 0.4230
0.2410 0.1379

) (
0.1906 0.3940
0.1104 0.3050

) 
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