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Abstract. This paper presents a mechanism for insurance companies to assess the most
effective features to classify the risk of their customers for third party liability (TPL) car in-
surance. Basically, the process of underwriting is carried out based on the expert experiences
and the industry suffers from lack of a systematic method to categorize their policyholders
with respect to the risk level. We analyzed 13,388 observations of an insurance claim dataset
from body injury reports provided by an Iranian insurance company. The main challenge is
the imbalanced dataset. Here we employ logistic regression and random forest with different
resampling of the original data in order to increase the performance of models. Results in-
dicate that the random forest with the hybrid resampling methods is the best classifier and
furthermore, victim age, premium, car age and insured age are the most important factors
for claims prediction.
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1. Introduction

1.1 Background

As one of the most influential financial institutions in the economy and society,
insurance companies need to have access to powerful risk analysis tools to be able
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to manage their risks properly. The output of risk analysis can be applied within
risk management through various methods such as product pricing, marketing,
and identification of customers risk level. In this regard, data mining includes very
accurate and practical tools for risk assessment that can be used in various fields
(see for example [17, 25]). These tools have also provided sound results in the field
of insurance in evaluating and classifying the risk of insured (see [4, 13, 19, 27]).
In car insurance, data mining methods have been used to investigate the variables

affecting the probability of an accident. Driving records, age, gender, marital status
are the main factors commonly used to perform risk analysis ([9, 15, 20, 36, 38]).
Four main features namely age, area of residence, vehicle type, and no-claim dis-
count have been studied in [28]. In [5], the age is discussed in detail as an insurance
rate class variable.
With the advent of telematics and usage-based insurance (UBI), some studies

examine the impact of driver characteristics and behaviors to classify the risk of
insured ([3, 40]). In [18] authors used logistic regression along with four machine
learning algorithms: support vector machines, random forests, XGBoost, and arti-
ficial neural networks to model the risk probability taking driver behavior factors
into consideration and employed a Poisson regression as claim frequency model.

1.2 Related works

One of the serious challenges associated with datasets of bodily third-party automo-
bile insurance is the imbalance in the target variable. In [32] authors employed SVM
models to overcome the issue of highly imbalanced classification. Cost-sensitive
learning is another approach tackling imbalance dataset. The examples can be
found in [12, 34, 42]. Some studies provide ensemble learning which try to reduce
the result of variance on the test data [23, 31]. Fraud detection is a common imbal-
anced classification in which boosting [10, 26, 33] and bagging [30, 41] algorithms
have been used to improve the model performance.
In some cases, algorithms are not solely able to overcome the challenge of im-

balanced data. In this regard, first re-sampling methods are used to balance the
distribution of the target variable and so that then one can use known classification
algorithms. In over-sampling, the number of samples in the minority class is in-
creased to achieve a relative balance between the two classes [11, 43]. On the other
hand, under-sampling methods focus on the majority class and, based on different
criteria, eliminate some samples in order to bring the distribution of the majority
class to an appropriate level of balance with the minority class [6, 37, 39]].
As the contribution of this paper, a combination of machine learning models

and sampling methods has been systematically used to solve this challenge. To the
best of our knowledge this is the first paper to tackle the imbalance dataset in
third-party liability car insurance. Studies based on Iranian data (see for example:
[21, 29]) follow the similar strategy as ones carried out using overseas data (see for
example [1, 18, 44]). These papers consider combination of individual, car and be-
havioral features. This can be a reasonable approach in cases where suitable data is
available. Thus the main contributions of this paper are: (1) thorough study focus-
ing on the most challenging issue namely imbalanced dataset; (2) comprehensive
algorithms suitable for typical datasets collected in Iran insurance companies and
provide a systematic applied approach to assess high and low risk customers.
The rest of the paper is structured as follows. In Section 2, we cover the essentials

of the data set and methods to overcome imbalanced issue. In Section 3, we provide
the results of the model and finally in Section 4 we discuss the results and present
the guideline to assess the risk level.
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Figure 1. Distribution of class imbalance in the dataset.

2. Data and methods

Throughout this section we introduce dataset, and the methods and strategies in
getting the results are provided. The algorithms are coded in Python programming
language.

2.1 The dataset

For this study, an Iranian insurance company provided the dataset concerning
bodily injury liability motor insurance. The dataset contains four features and a
target, each with the following descriptions:

• Insured Age – age of the driver involved in an accident

• Victim Age – age of the person injured in an accident

• Premium – premium paid for one year of car body insurance

• Car Age – age of the car that caused the injury

• Target – binary variable indicating the occurrence/non-occurrence of the claim

An important point to note about the dataset is the imbalance of the target vari-
able. This occurs when the dataset has many more instances of certain classes than
of the others. In our case, the dataset consists of a negative class (0) of 98.7% and
positive class (1) of 1.3%.
As most machine learning algorithms assume balanced distributions, building

decision boundaries to classify the observations accurately is a challenge. Basically,
samples from the minority class are most often misclassified. This makes an issue
since we are mainly interested in the minority class.
In the next section we provide solutions to overcome the imbalanced issue and

to build the most efficient machine learning algorithm.

2.2 Methods

One of the main strategies to approach imbalanced dataset is the data level method.
In this approach one modifies the distribution of the data in a way to obtain either
more observations in the minority class (over-sampling) or less data point in the
majority class (under-sampling). In fact, these methods yield similar ratio for each
class. In under-sampling, our focus is on the majority class and we reduce the
number of samples within this class. There are basically two main categories of
under-sampling namely; fixed and cleaning. Fixed methods reduce majority class
to the equal number of observations in the minority class: On the other hand,
in the cleaning case, we delete datapoints from majority class according to some
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Figure 2. Fixed under-sampling outcome.

Figure 3. (a) original data. (b) detecting Tomek link. (c) data after under-sampling.

constraint. Basically, we define a balancing ratio to reach to the desired balance
level:

R(class) =
n(minority)

n(majority)
.

Tomek link are pairs of opposite-class samples in close proximity. We remove
the points of the majority class from the Tomek link. This approach results in a
better decision boundary for a classifier. This under-sampling process belongs to
the category of cleaning types as it removes observations that sit in the boundary
of the classifier. These are the points that are very similar to each other but from
different classes. In this method, we believe that the observations on the boundary
are noises or not very important to focus on.
In over-sampling techniques, the aim is to increase the number of observations

in the minority class to obtain some extent of balance between two classes. Similar
to the under-sampling methods we can have two different versions namely; fixed
and cleaning. In this section we introduce the Synthetic Minority Over-sampling
Technique (SMOTE) as an approach to the construction of classifiers from imbal-
anced datasets. For more information regarding over-sampling methods one can
read ([2, 14, 24]).
SMOTE creates new samples from the minority class through interpolation in

which new data points are added within the range of known observations. In this
way new samples are different from the original ones and therefore it prevents
duplication.

2.3 ROC curve

The ROC Curve, known as the ”Receiver Operating Characteristics” is a graphical
diagram that demonstrates the ability of a binary classification model to distinguish
between classes. The curve is a performance measurement tool which can be used
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Figure 4. Plot of ROC curve.

to examine concepts such as cutoff, sensitivity and specificity. The Rock Curve
(ROC Curve), as shown below, is used to express the True Positive Rate (TPR)
versus the False Positive Rate (FNR). The vertical and horizontal axis of the curve
denote sensitivity and its (1-specificity) respectively. A bisector line can also be
seen in Figure 4.
As shown in Figure 4, the ROC Curve is divided into three parts as follows:

(1) Above the bisector line: There are points in this area that have a higher
sensitivity or true positive rate (TPR) than false positive rate (FPR). The
higher the ROC Curve above the bisector line, the better model perfor-
mance and more reliable results will be achieved.

(2) On the bisector line: In this area, the numerical values of the true positive
rate (TPR) and the false positive rate (FPR) are equal. This means the
model has not learned anything and is predicting the classes by chance.

(3) Below the bisector line: There are points in this area whose sensitivity or
true positive rate (TPR) is lower than false positive rate (FPR). When the
rock curve (ROC Curve) is below the bisector line, the model has a very
poor performance and the outcomes cannot be the basis of any analysis.

Therefore to evaluate the model performance we have the notion of AUC (area
under the curve). The numerical value of AUC is clearly a real number between
zero and one and indicates the power of detection or accuracy of the model. If the
number is close to one, it means the point are generally at the top of the bisector
line, and the model possesses good detection ability or accuracy.

3. Results

In this paper, the classification model (logistic regression) and ensemble model
(random forest) are used to investigate the effect of variables on the probability of
car accident injuries in third party liability insurance. Due to the imbalance of the
target variable, before applying the algorithms, over-sampling and under-sampling
techniques and their combination have been used on the dataset.
The following graph depicts the outcome of random forest on the dataset along

with over-sampling, under-sampling and under-over-sampling techniques on the
dataset:
In Figure 5, the first column from the left shows the original data without ap-

plying any resampling technique. The resampling methods are divided into over-
sampling and under-sampling techniques which are abbreviated in Figure 4 and for
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Figure 5. (a) random forest with over-sampling methods. (b) random forest with under-
sampling methods. (c) random forest with combination of under and over-sampling meth-
ods.

over-sampling we have; Random= random oversampling, SMOTE= synthetic mi-
nority over-sampling technique, ADASYN= adaptive synthetic, SMOTE Border=
Borderline SMOTE, Svm= SVM SMOTE. The abbreviations for under-sampling
methods stand for; Random= random under-sampling, cnn=condensed nearest
neighbors, tomek= Tomek links, oss=one sided selection, enn=edited nearest neigh-
bors, renn=repeated edited nearest neighbors, allknn=all k-nearest neighbors,
ncr=neighborhood cleaning rule, nm=near miss, iht=instance hardness threshold.
The vertical axes demonstrates the area under the curve (AUC) as a summary

of the ROC curve for different resampling methods which measures the ability of
a classifier to distinguish between classes. The red horizontal line indicates the
performance of the random forest model on the original data and other outputs
can be evaluated based on this benchmark. Furthermore, for each over-sampling
method, hyperparameters are tuned through k-fold cross validation (k=10) and
grid search approach. In cross validation the training data is randomly split into
10 folds in which one fold is used iteratively as a validation set to evaluate the
performance of the model.
Figure 6, shows the best result for random forest model in the case that we

apply SMOTE (over-sampling) and ENN (under-sampling) as a hybrid resampling
method on the data. Moreover, hyperparameters are set as number of estimators
(=300), maximum features (=sqrt) and maximum depth (=6).
Next we run logistic regression along with different resampling methods and the

following graph demonstrate the outcome:
In Figure 7, the first column from the left shows the original data without apply-

ing any resampling technique. The red horizontal line indicates the performance of
the random forest model on the original data and other outputs can be evaluated
based on this benchmark. Furthermore, for each over-sampling method, hyperpa-
rameters are tunned through k-fold cross validation (k=10) and the grid search
approach. Figure 8, shows the best result for the logistic regression model in the



F. Khamesian et al./ IJM2C, 12 - 03 (2022) 153-162. 159

Figure 6. ROC AUC for the random forest model with SMOTENN method.

Figure 7. (a) logistic regression with over-sampling methods. (b) logistic regression with
under-sampling methods. (c) logistic regression with combination of under and over-
sampling methods.

case that we apply ADASYN as the over-sampling method on the data. Moreover,
hyperparameters are set as the C parameter (=1000), and the penalty (=L2).
For a better understanding of the model results, the following diagram compares

the performance of logistic regression and random forest with respect to the ROC
AUC metric: Given that the random forest model has shown the best performance,
it has been used to prioritize the effective variables, which is presented in the figure
below:
Figure 10 shows the impact of various features on the occurrence of bodily injured

accidents in third party liability insurance. The next section provides a detailed
interpretation of how the features affect the prediction.



160 F. Khamesian et al./ IJM2C, 12 - 03 (2022) 153-162.

Figure 8. ROC AUC for the logistic regression model with SMOTENN method.

Figure 9. Comparison of logistic regression and random forest.

Figure 10. Importance of features on classification task.
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4. Discussion

As can be deduced from the results, victim age is the main factor explaining the
number of injured in traffic accidents. Car body premium is the second most im-
portant factor affecting the number of injured. In fact this variable indicates the
value of the car, or in other words, the quality of the car. As we would expect,
cars with more modern control and braking systems (i.e. higher priced cars) play
a crucial role in preventing injury.
Another significant variable in this study is the car age, which is logically sim-

ilar to the car value and is somewhat correlated with the change in car value.
The last important variable explaining the extent of the injury is the age of the
driver involved in an accident. Since most injuries are related to low-cost and high-
consumption cars such as taxi drivers, we expect the age distribution, especially
for the tails, look similar. As a result, it is expected that insured age is not a very
important and determining factor in predicting the occurrence of an accident.
According to the results, it can be said that older ages of the victims are the

main cause of injuries and another important factor is the quality of the culprit
vehicles. The third and fourth priorities are related to the car age and the age of
the insured, respectively.
In this regard, due to the high importance of vehicle quality as a controllable

factor in the rate of injuries, it is expected that by changing the quality of in-
sured vehicles, one can observe a significant reduction in the rate of injuries in the
insurance portfolio.
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