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Abstract 

This paper is concerned with the problem of synchronization for complex dynamic networks with state and coupling time-

delays. Therefore, larger class and more complicated complex dynamic networks can be considered for the synchronization 

problem. Based on the Lyapunov-Krasovskii functional, a delay-independent criterion is obtained and formulated in the form 

of linear matrix inequalities (LMIs) to ascertain the synchronization between each nodes of the complex dynamic network. 

The effectiveness of the proposed method is illustrated using a numerical simulation. 

Keywords:  Complex Dynamic Network; Synchronization; Lyapunov–Krasovskii; Time-Delayed Systems  

© 2015 IAUCTB-IJSEE Science. All rights reserved  

 

1. Introduction 

Many systems in the real-world can be 

modeled by networks, such as the electrical power 

grids, neural networks, social network, 

communication networks, the Internet, and the 

World Wide Web [1]. Complex networks are made 

up of interconnected nodes interacting with the 

others via a topology defined on the network edges 

[2-5]. These nodes are representing the individuals 

in the network with different meaning in different 

situations [6]. Each node of the network can be a 

nonlinear dynamical system and create a complex 

dynamic network (CDN), which have been widely 

applied to model many complex systems. In the 

past few decades, the study of CDNs has received 

increasing attention from researchers in various 

disciplines, such as physics, mathematics, 

engineering, biology, and sociology [7-11]. 

Synchronization among all network’s 

dynamical nodes is one of the most typical 

collective behavior and basic motions in nature and 

is one of the most interesting and significant 

phenomena in CDNs [12-18]. In general, time 

delays occur commonly in networks because of the 

network traffic congestion as well as the finite 

speed of signal transmission over the links. Hence, 

the synchronization study of CDNs with coupling 

time delays is quite important [19-22]. Exponential 

synchronization in CDNs with time-varying delay 

and hybrid coupling is investigated in [21]. 

Guaranteed cost synchronization of CDNs is 

introduced in [23-25]. To the best of the author’s 

knowledge, complex dynamic networks with time-

delay in the states of dynamical nodes have been 

rarely studied. In [26], synchronization criterion for 

Lur’e type complex dynamical networks are 

considered with time-delay in the states of nodes, 

but the coupling delay between nodes is not 

considered.  

In this paper, synchronization criteria for 

complex dynamic networks with state and coupling 

time-delays are presented. Therefore, larger class 

and more complicated CDNs can be considered for 

the synchronization problem. Based on the 

Lyapunov-Krasovskii functional approach, a delay-

independent criterion is obtained and formulated in 

the form of LMIs. The effectiveness of the 

proposed method is illustrated using some 

numerical simulations. 
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The organization of this paper is as follows. In 

Section 2, the problem formulation for the complex 

dynamic network structure with state and coupling 

time-delays are presented. In Section 3, based on 

the Lyapunov–Krasovskii functional and LMI, a 

criterion is given to ascertain the synchronization 

between the nodes of complex dynamic network. 

Section 4 provides simulation results. Finally, 

section 5 concludes the paper. 

Notations. Throughout this paper, denotes the 

n-dimensional Euclidean space and  is the set of 

real n m  matrices. 0P means that P  is a real 

positive definite and symmetric matrix. I  is the 

identity matrix with appropriate dimensions and 

1diag{ , , }mW W refers to a real matrix with 

diagonal elements 1, , mW W . T
A denotes the 

transpose of the real matrix A . Symmetric terms in 

a symmetric matrix are denoted by * and the sign 

  is stand for the Kronecker product. 

2. Problem Statement and preliminaries 

Consider a complex dynamic network with 

N delayed identical nodes with coupling delay: 

           

       1 2

1 2

1 1

, 1,2, ,

i i i i i

N N

ij i ij i c

j j

t t t t t

G t G t i N

 


 

     

    

dx Ax A x Bf Mx Cf Dx

Γ x Γ x
 
(1) 

where 

     1 2( )
T n

i i i int x t x t x t    x  denote the 

state vector of node i , : n nf  is a nonlinear 

vector-valued function, , , , , , n ndA A B M C D  are 

constant matrices, 0   denotes the state delay and 

0c   is the coupling delay. 

     ( ) , 1,2
q q

ij N NG q G  denotes the coupling 

connections and 1 2, n nΓ Γ  represent the inner 

coupling matrices. 

Remark 1. To the best of the author 

knowledge, this model is not considered yet. In this 

model, the state delay ( ) could be different to 

coupling delay ( c ). Hence, more general complex 

dynamic networks could be modeled in this way. 

Assumption 1. The coupling connection 

matrices should satisfy 

   

   

1,

0, , 1,2,

0, , 1, , , 1,2.

q q

ij ji

N
q q

ii ij

j j i

G G i j q

G G i j N q
 

    



    



 

 

Throughout this paper, we make the following 

assumption on  .f . 

Assumption 2. For any 1 2,x x   there are 

some constants, ,r r   , which the nonlinear 

function satisfies 

   1 2

1 2

, 1,2, , .
r r

r r

f x f x
r n

x x
  


  


 

 

For notation simplicity, let 

       1 2

T
T T T

Nt t t t   x x x x   

With the help of the matrix Kronecker 

product, the network 

Error! Reference source not found. can be 

written as the following form: 
              (1) 

           

           
         1 2

1 2 ,

N N N

N N N

c

t t t

t t

t t







       

    

    

dx I A x I A x I B

F I M x I C F I D x

G Γ x G Γ x

 
(2) 

The following definition and lemmas will be 

needed in the derivations of our main results. 

Definition1. The system 

Error! Reference source not found. is said to be 

globally synchronized for any initial conditions

   0 , 1,2, ,i s i N  , if the following holds: 

   lim 0, , 1,2, ,i j
t

t t i j N


   x x , 

where .  denotes Euclidean norm.  

Lemma 1. ([8]). Let    and , , ,A B C D  be 

matrices with appropriate dimensions. The 

following properties can be proved 

 
      A B A B

 

 
 

T T T  A B A B
 

 
         A B C D AC BD

 

 
          A B C A B C A B C

 
Lemma 2. ((Jensen Inequality), [19]). Assume 

that the vector function 
 : 0, nr ω

 is well 

defined for the following integrations. For any 

symmetric matrix n nR  and scalar 0r  , one 

has  

         0 0 0

T
r r r

Tr s s ds s ds s ds  ω Rω ω R ω . 

Lemma 3. According to [27] and Assumption 

2, for any diagonal matrices 0, 0 J L , and 

constant matrices M  and D  with appropriate 

dimensions, it follows that 

   

   

1 2

1 2

*

0,
*

T T

T

T T

T

t t

t t 

 
 

 

 
    

 

M JΔM M JΔ
θ θ

J

M LΔM M LΔ
θ θ

L

 

(3) 

where 
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 
   

     
i j

i j

t t
t

t t

 
  

  

x x
θ

f Mx f Mx
,

1 1 1 , , n ndiag          Δ , 

 1 1
2 diag , ,

2 2

n n        
  

 
Δ . 

Lemma 4. ([28]). Let  1,1, ,1
T

e , T

N E ee

, and N NN U I E , n nP , 1 , ,
T

T T

N
   x x x , and 

1 , ,
T

T T

N
   y y y  with , n

k k x y ,  1,2, ,Nk  , 

then 

     
1

N
T

T

i j i j

i j N  

   x U P y x x P y y

 . 

Lemma 5. ([28]). Let H , S  be n n  any 

real matrix,  1,1, ,1
T

e , T

N E ee , N NN U I E , 

1 , ,
T

T T

N
   x x x , and 1 , ,

T
T T

N
   y y y  with 

, n

k k x y ,  1,2, ,Nk  , and  .f and  .F  are 

functions and defined in (1). Then, for any vectors 

x  and y  with appropriate dimensions, the 

following matrix inequality holds: 

    

      
1

T

N

N
T

i j i j

i j N  

  

  

x U P F S y

x x H f Sy f Sy
 

3. Main Result 

In this chapter, a sufficient condition based on 

the Lyapunov-Krasovskii functional method will be 

presented for the synchronization between the 

nodes of complex dynamic network (1). 

Theorem 1. The system (1) is globally 

synchronized if there exist positive definite 

matrices 0P  ,  0Q , 0R , and positive 

diagonal matrices 1 0J , 2 0J , 1 0L , 2 0L , 

such that the following LMIs hold for all 

1 i j N   : 

11 13 14 16

22 25 27

44 23

55 23

66

77

0

* 0 0 0

* * 0 0 0 0

* * * 0 0 0

* * * * 0

* * * * * 0

* * * * * *

d

ij

    
 

  
 
 
 

   
  
 

 
  

PA PC

R

Ξ Q

Q

 

(4) 

  

11 12 13

22 23

33

* 0

* *

 
 

 
 
  

Q Q Q

Q Q Q

Q

, 

where 

   

11 11 1 1 2 1

1 1

1 1 ,

T T T

T

ij ijNG NG

      

 

PA A P Q R M J ΔM D J Δ D

PΓ Γ P

 2

13 2ijNG   PΓ , 14 12 1 2

T   PB Q M J Δ ,

16 13 2 2

T  Q D J Δ , 

22 11 1 1 2 1

T T    Q M LΔM D L Δ D , 

25 12 1 2

T   Q M LΔ , 27 13 2 2

T   Q D L Δ , 

44 22 1  Q J , 55 22 1   Q L , 66 33 2  Q J , 

77 33 2   Q L . 

Proof. Consider the following Lyapunov-

Krasovskii functional: 

       1 2 3V t V t V t V t    (1) 

where 

      1

TV t t t x U P x , 

 

 

  
  

 

  
  

2

11 12 13

22 23

33

*

* *

T

t

t

V t

s s

s s ds

s s




      
    

     
           



x U Q U Q U Q x

F Mx U Q U Q F Mx

U QF Dx F Dx

, 

      3
c

t
T

t
V t s s ds


  x U R x , 

where U  is defined in Lemma 4.  

Taking the derivative of  1( )V t  with respect to t 

yields: 

             

          

           

    

1

1

1

2

2

2 2T T

N

N N N

N N

c

V t t t t t

t t

t t

t







     

     

     

  


d

x U P x x U P I A x

I A x I B F I M x

I C F I D x G Γ x

G Γ x

 

(2) 

According to Lemma 4, 
Error! Reference source not found. can be written 
as the following: 

           

           

             
      

1

1

1 1

1

1

2

2

2

.

N N
T

i j i j

i j i

d i j i j

i j ij i j

ij i c j c

V t t t t t

t t t t

t t NG t t

NG t t

 

 

 



  

   


     

     

   


  x x PA x x

PA x x PB f Mx f Mx

PC f Dx f Dx PΓ x x

PΓ x x

 

(3) 

The second term of 
Error! Reference source not found. becomes 
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 

 

  
  

 

  
  

 

  
  

 

  
  

11 12 13

2 22 23

33

11 12 13

22 23

33

*

* *

*

* *

T

T

t t

V t t t

t t

t t

t t

t t

 

 

 

      
    

      
           

        
    

        
            

x U Q U Q U Q x

F Mx U Q U Q F Mx

U QF Dx F Dx

x U Q U Q U Q x

F Mx U Q U Q F Mx

U QF Dx F Dx

 

(4) 

According to Lemma (4) and (5), 

Error! Reference source not found. can be 

written as the following: 

           

           

           

             

             

             

         

1

2 11

1 1

12

13

22

23

33

11

2

2

2

2

N N
T

i j i j

i j i

T

i j i j

T

i j i j

T

i j i j

T

i j i j

T

i j i j

T

i j i j

V t t t t t

t t t t

t t t t

t t t t

t t t t

t t t t

t t t t   



  

  


  

  

  

  

  

      



  x x Q x x

x x Q f Mx f Mx

x x Q f Dx f Dx

f Mx f Mx Q f Mx f Mx

f Mx f Mx Q f Dx f Dx

f Dx f Dx Q f Dx f Dx

x x Q x x

x            

           

             

             

             

12

13

22

23

33

2

2

T

i j i j

T

i j i j

T

i j i j

T

i j i j

T

i j i j

t t t t

t t t t

t t t t

t t t t

t t t t

   

   

   

   

   

     

      

      

      

      


x Q f Mx f Mx

x x Q f Dx f Dx

f Mx f Mx Q f Mx f Mx

f Mx f Mx Q f Dx f Dx

f Dx f Dx Q f Dx f Dx

 

(5) 

The third term of 
Error! Reference source not found. becomes 

           

         

         

3

1

1 1

T T

c c

N N
T

i j i j

i j i

T

i c j c i c j c

V t t t t t

t t t t

t t t t

 

   



  

     

  


      


 

x U R x x U R x

x x R x x

x x R x x

 

(6) 

According to Lemma 3 and Assumption 2, for 

any positive diagonal matrices 1 2 1 2, , ,J J L L , one has 

   

   

1 1 1 2

1

1 1 1 2

1

*

0
*

T T

T

T T

T

t t

t t 

 
 

 

 
    

 

M J ΔM M J Δ
θ θ

J

M L ΔM M L Δ
θ θ

L

 

(7) 

   

   

2 1 2 2

2

2 1 2 2

2

*

0
*

T T

T

T T

T

t t

t t 

 
 

 

 
    

 

D J Δ D D J Δ
β β

J

D L Δ D D L Δ
β β

L

 

(8) 

where 

  
   

     
i j

i j

t t
t

t t

 
  

  

x x
θ

f Mx f Mx
, 

 
   

     
i j

i j

t t
t

t t

 
  

  

x x
β

f Dx f Dx
. 

Considering Error! Reference source not found.--
Error! Reference source not found., it is 
straightforward to show that 

     
1

1 1

N N
T

ij ij ij

i j i

V t t t


  

     ξ Ξ ξ  
(9) 

where ijΞ  is defined in 

Error! Reference source not found. and 

           

           

             

      

,

,

,

.

T T

ij i j i j

TT

i c j c i j

T T

i j i j

T
T

i j

t t t t t

t t t t

t t t t

t t

 

 

 

 

    


   

   

  


ξ x x x x

x x f Mx f Mx

f Mx f Mx f Dx f Dx

f Dx f Dx

 

If 0ijΞ  for 1 i j N    , then   0V t  . 

From Definition 1, this implies that the system (1) 

has a global synchronization. This completes the 

proof.          

Remark 2. Theorem 1 provides delay-

independent criterion. If Theorem 1 satisfied for a 

system, then the system has global synchronization 

for any state delay ( ) and coupling delay ( c ). 

Obviously this criterion is a conservative condition. 

4. Illustrative Example 

Example. Consider the system (1) with the 

following parameters [28]: 

1 0

0 1

 
  

 
A , 

1.2 0.8

0.2 0.2
d

 
  

  
A , 

1 0

0 1

 
   

 
B C , 

3.8 2

0.1 1.8

 
  
 

M , 
3.5 1

0.1 1.5

 
  

 
D , 1

3 0

0 3

 
  
 

Γ , 

2

1 0

0 1

 
  
 

Γ , 1

0 0

0 0

 
  
 

Δ , 2

0.5 0

0 0.5

 
  
 

Δ ,  

and  

   1 2

5 1 1 1 1 1

1 5 1 1 1 1

1 1 5 1 1 1

1 1 1 5 1 1

1 1 1 1 5 1

1 1 1 1 1 5

 
 


 
 

   
 

 
 

  

G G . 

By applying Theorem 1 into this example, it is 

shown that this system can achieve global 

synchronization with any admissible time delay. 

For    0.25 1 1f x x x    , 0.6  , and 

0.7c  , the states trajectories and the 

synchronization errors are shown in figures 1 and 2, 

where       1j ij jt t t e x x , 2, ,6; 1,2i j  . 
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5. Conclusion 

This paper is considered the problem of 

synchronization for complex dynamic networks 

with state and coupling time-delays. Based on the 

Lyapunov-Krasovskii functional, a delay-

independent criterion was obtained and formulated 

in the form of linear matrix inequalities (LMIs) to 

ascertain the synchronization between each nodes 

of the complex dynamic network. The effectiveness 

of the proposed method was illustrated using a 

numerical simulation. 

 

 

Fig. 1. State trajectories:  ; 1,2i t i x . 

 

 

Fig. 2. Synchronization errors for the network:    1 2,e t e t  
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