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Abstract 

One of the most frequently acknowledged personal behavioral traits in the biometric system is the 

handwritten exam. Numerous fields, including e-health, psychological issues, medical diagnosis, 

and many more, can benefit from handwriting analysis. In this study, a handwriting-based 

computer diagnostic method for identifying neurodegenerative disorders is established. The 

suggested computer diagnosis system uses the SFTA feature extraction approach, and the findings 

are classified using SVM, kNN, and D-Tree algorithms. MATLAB R2021b and the handwritten 

tests gathered at Botucatu Medical School, So Paulo State University—Brazil—are used to assess 

the performance of the suggested computer diagnosis method. The best results were related to two 

models of classifier, the Optimizable model of SVM and kNN. The accuracy, sensitivity, and 

specificity are 89.2%, 88.3%, and 90.0% for SVM and 89.2%,90.0%, and 88.3% for kNN over the 

Meander handwritten exam. These results indicate that the use of the SFTA feature extraction 

method, SVM classification algorithm, and handwritten database in the proposed computer 

diagnosis system  gives acceptable results. 
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1. INTRODUCTION 
 

Neurodegenerative disorders may severely  

 

 

 
affect handwriting, which is produced 

through a complex network of cognitive, 

kinesthetic,  and perceptual motor skills [1]. *Corresponding Authors Email:     
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The association between neurodegenerative 

illnesses and the characteristics used to 

define patients' handwriting has been studied 

extensively in several papers published in the 

fields of medicine and psychology using this 

framework for instance using a tablet to 

collect handwriting for the study [2] or a 

study on Arabic handwriting [3]. The initial 

stage in medical practice, a proper diagnosis, 

is essential for wise clinical judgment. Once 

people exhibit cognitive deficits that are 

worse than those that would be statistically 

expected given their age and educational 

level, neurodegenerative disorders like 

Alzheimer's [2], Parkinson's disease [4], and 

Multiple Sclerosis (MS) [5] are identified. 

Neurodegenerative disorders primarily affect 

the central nervous system and have an 

impact on movement, such as the degree of 

immobility and tremors. In order to identify 

these diseases, clinicians analyze the 

controlled movements of their patients, 

particularly their handwriting. They also use 

imaging, electroencephalography, blood 

testing, and lumbar punctures. Unfortunately, 

noninvasive and accessible early diagnosis 

such as handwriting exams is less applied. 

Observing motor movements may help 

identify a condition because research has 

revealed that people with neurodegenerative 

disorders have decreased movement control 

and poor spatial organization. Handwritten 

trace is considered as a movement under 

control. So, analysis of a patient’s 

handwriting is a well-known way to diagnose 

neurodegenerative disorders [1-5]. Recent 

research ignores the complex interactions 

between potential multiple features. When 

combined with other features, weakly linked 

single features to the target class can 

frequently be utilized to increase 

classification accuracy [6]. It is crucial to 

show the intricate relationships between the 

features extracted from people's handwriting 

in order to predict cognitive state [7].  The 

conclusions and recommendations of the 

feature investigation conducted on the 

handwritten exams collected at Botucatu 

Medical School, So Paulo State University – 

Brazil, are presented in this paper[8].  

The primary contribution of this research 

is the ability to diagnose neurodegenerative 

disorders from patient-drawn handwritten. 

SFTA feature selection has been used to 

identify the most discriminating traits for 

disease diagnosis. On both Spiral and 

Meander handwritten, the effectiveness of 

three classifiers—Support Vector Machine, 

K Nearest Neighbor, and D Tree 

Algorithm—has been examined. With an 

accuracy of 90.0%, the mutual information 

gain feature selection strategy in conjunction 

with SVM classifiers yields the greatest 

results.  

The other parts of this essay are arranged 

as follows. Section 2 presents related works. 

Section 3 (Materials and Methods) discusses 

the design process for the dataset. Following 

is a description of the suggested method for 

extracting visual characteristics from 

handwriting assessments. The experimental 

findings and discussion are presented in 

Section 4, and the conclusions and suggested 

future research are presented in Section 5. 

 

2. RELATED WORK  
 

Numerous methods have been proposed to 

anticipate the presence of the disease at its 

primary stage because neurodegenerative 

diseases (NDDs) have a significant global 
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impact. In 2013 [9], Radial Basis Function 

(RBF) and Multi-Layer Perceptron (MLP), 

two dissimilar forms of feed-forward 

networks, were used to identify patient data 

using Artificial Neural Networks (ANNs).  A 

comprehensive review of the current 

computational methods used across the entire 

neurodegenerative spectrum has been 

published by Tautan, et al. [10]. In addition 

to offering a thorough examination of the 

numerous modalities and decision-making 

processes used for each disease, they have 

offered a taxonomy of the specific clinical 

aspects and the current computational 

approaches. In contrast to the fact that most 

machine learning techniques have 

weaknesses as a result of congenital 

comments, they enabled an interpretable 

diagnosis of NDDs [11]. In [12], The 

potential for predicting neurodegenerative 

disorders using handwriting signatures has 

been discussed by Pirlo, et al. With a bagging 

cart classification tree, the sigma-lognormal 

model has been taken into consideration for 

handwritten signature analysis and specific 

important features that are employed for the 

early diagnosis of neurodegenerative 

disorders. 

Neurologists and medical facilities could 

use ANNs in automatic disease diagnosis 

systems because of the results, which showed 

that the RBF exhibits less accuracy than 

MLP. By identifying the similarity between 

the exam pattern and the patient's 

handwritten trace using the Structural Co-

occurrence Matrix (SCM), De Souza, et al. 

[13] suggested a method in 2018 to diagnose 

disease. To evaluate this strategy and the 

patient's handwriting traces, numerous exam 

templates were developed and put to use. The 

Nave Bayes (NB), Optimum-Path Forest 

(OPF), and Support Vector Machine (SVM) 

classifiers were used collectively to apply 

each of the modifications. The results suggest 

that this method can assist in the diagnosis of 

Parkinson's disease (PD) with high SVM 

accuracy, 85.54% for spiral data and 82.23% 

for meander. In [14], Convolutional Neural 

Network (CNN), a deep learning approach 

used to extract information from handwritten 

tests, has been used to identify diseases. 

Particle Swarm Optimization (PSO), Bat 

Algorithm (BA), and Firefly Algorithm (FA) 

were used to enhance the CNN restrictions. 

When compared to spiral images, they prove 

that meandering images produce the greatest 

results. Tom Quisel and co. [15] noticed in 

2017 that many variables might affect a 

character's health, making it challenging to 

anticipate a person's medical state. Wearable 

sensors and smart devices have been utilized 

to make it feasible to collect a few parameters 

with a minimal impact on people by passively 

and continually tracking actions and 

environmental factors. In 2011, 

neurodegenerative disease was identified 

using data mining methods  [16]. In order to 

discover the classifier algorithm with the best 

accuracy while utilizing the Tanagra data 

mining tool, a study of the most recent 

knowledge detection techniques in databases 

employing data mining algorithms has been 

offered. The data mining project employed in 

this study is open-source. It's noticeable 

that the dataset's feature relevance was 

assessed before the classifiers were applied to 

it. In 2018, Wroge, et al. [17] suggested a 

diagnosis method built on voice recognition 

and machine learning. This system's goal is 

to examine how well it can accurately 
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diagnose patients with disease by using 

supervised classification methods like deep 

neural networks. It was achieved that using 

some features such as noninvasive voice 

biomarkers, the disease diagnosis prediction 

technique is capable. A PD system prediction 

that was based on the Internet of Things (IoT) 

position in the medical field was introduced 

by novelists in [18]. Through the extraction 

of Kinematic Features (KF) from spiral 

handwritten drawings and classification 

using the AdaBoost classifier, Lamba R., et 

al. [19] offered a methodical strategy to 

identify disease in 2021, achieving 96.02% 

accuracy. 

 

3. MATERIALS AND METHODS 
 

This section presents the standard methods 

that are employed to resolve the problem that 

is being examined. The work scope is to 

consider the handwritten exam images as the 

input data (meander and spiral separately), at 

that point the SFTA method is used for 

extracting features. After feature extraction, 

three different algorithms, SVM, kNN and D-

Tree, are employed in order to classification 

of results. This method is used two-time, first 

time for Meander exam and second time for 

Spiral exam. Figure 1 depicts the suggested 

system design. 

Four basic pieces of the suggested system 

architecture are discussed in this section. The 

entire set of experiments was carried out 

using MATLAB R2021b on a machine with 

4GB of RAM and a 3.20 GHz processor, it 

should be emphasized. 

 

3.1. Handwriting Dataset 
 

 
Fig. 1. The proposed system architecture. 

 

We utilize the handwriting images dataset 

presented in [8]. To build this handwriting 

images dataset of neurodegenerative disease,  

Pereira et al. in [8] have designed a protocol 

and collected handwriting exams with the 

purpose of describing individual aids at 

Brazil, the Sao Paulo State University, and 

the Faculty of Medicine of Botucatu. The 

idea behind the test was to ask a person to 

draw while they were taking a handwriting 

test, such as "meanders" in Figure 2 and 

"spirals" in Figure 4.  

The applied dataset consists of 

screenshots from 92 people's handwriting 

evaluations separated into two groups: (i) 

The first group, known as the control group, 

conducts 18 examinations on healthy 

individuals. It consists of 6 men and 12 

women; (ii) another group was made up of 74 

exams of persons who had the disease; as a 

result, the name "patient group" was chosen 

for this group, which has 59 men and 15  
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women as subjects. As a result, 19.56% of the 

dataset is made up of control individuals, 

while 80.44% of the dataset is made up of 

patient individuals. Although the dataset's 

distribution is skewed, adding more control 

people than patients will allow for similar 

results. The control group consisted of 2 left-

handed people and 16 right-handed people, 

with an average age of 44.22±16.53 years. 

Regarding the patient group, there have been 

69 right-handed people with an average age 

of 58.75±7.51 years and 5 left-handed 

people. As a result, the dataset is not age-

skewed, providing an intriguing scenario for 

learning. It should be taken into account that 

the dataset was sufficiently inclusive to 

include a 38-year-old male patient. 240 

photos from handwriting examinations are 

chosen from the dataset and divided into four 

groups. The Meander Control Set (CS) 

contains 60 images with samples displayed in 

subfigures 2(a), 2(b), 2(c), and 2(d). The 

Meander Patient Set (PS) has 60 photos with 

samples displayed in subfigures 3(a), 3(b), 

3(c), and 3(d).  The third set includes 60 

photos of the Spiral Control Set with samples 

shown in 4(a), 4(b), 4(c), and 4(d). while the 

fourth set includes 60 images of the 

Spiral Patient Set with some examples 

displayed in 5(a), 5(b), 5(c), and 5(d).  

 

 
Fig. 2. Meander Control Images Samples. 

 

 
Fig. 3. Meander Patient Images Samples. 

 
Fig. 4. Spiral Control Images Samples. 

 

 
Fig. 5. Spiral Patient Images Samples. 

 

Each subject was asked to complete a 

form with various activities, such as drawing 

circles, spirals, and meanders, in order to 

create the dataset. Each person had to 

complete six different tasks, each of which 

involved repeating a number of actions in line 

with specific drawings. The forms have been 

scanned after being filled out in order to 

further extract spirals and meanders. Each 

drawing is cropped to or almost to its 

minimum bounding box during this manual 

process. The focus of the image analysis will 

be on creating spirals and meanders that 

follow the template. We alter the size of each 

image to 640×480 and the image format to 

PNG (from JPG) to achieve better results 

when using MATLAB algorithms to analyze 

photos and extract features. We then 

separated the cropped photos into four 

groups, each consisting of 60 patient spiral 

images, 60 control spiral images, 60 patient 

meander images, and 60 control meander 

images. For more technical information 

regarding the dataset's arrangement, the 

reader may go to the HandPD home page 

[20]. 

 

3.2. Preprocessing 
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Choosing a valid dataset [8]  which contained 

handwriting exam images from both 

meanders and spirals and the test was the first 

step. Images from digital handwritten 

examinations have been adjusted. We 

changed the size of each image to 640×480 

and also the format of the images into PNG 

(from JPG (. Soon after, we divide the 

cropped images into 4 groups: 60 patient 

spiral images, 60 control spiral as well as 60 

patient meander images, and 60 control 

mender images. With these changes over the 

handwritten exam, the proposed approach 

was able to extract both the handwritten trace 

and the template from each exam 

automatically. 

 

3.3. Feature Extraction 
 

The segmentation-based fractal texture 

analysis (SFTA) method   [21] is used in this 

paper to extract features.  The SFTA algorithm 

is shown in Figure 6 to aid with 

comprehension. 

In fact, a gray level image and the number 

of threshold levels must be used in order to 

run the SFTA algorithm. Two essential steps 

are taken into consideration when the SFTA 

algorithm is implemented. Applying the 

OTSU multilevel thresholding algorithm to 

the gray level image with the total number of 

threshold levels yields the multi-threshold 

levels in the first phase. The vector T =t1, t2, 

t3, ..., tn will be used to store the discovered 

n thresholds. To the vector TA = 

(MinGrayValue , t1), (t1, t2 ), … (tn−1, tn ), 

these thresholds are inserted in pairs. The 

threshold levels will be placed in the 

vector TB as TB = (t1, MaxGrayVal), (t2, 

MaxGrayVal), …, (tn, MaxGrayVal) after TA is 

finished.  

The gray level image is converted into 

binary images by applying these threshold 

pairs in an unconnected manner on the gray 

image using the Two Threshold Binary 

Decomposition (TTBD) technique. 
 

𝐼𝑏(𝑥, 𝑦) =

{
1, 𝑖𝑓 𝑡𝑙𝑜𝑤𝑒𝑟 < 𝐼𝑔(𝑥, 𝑦) ≤ 𝑡𝑢𝑝𝑝𝑒𝑟               

0,                                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      
(1) 

 

Thus, a variety ofsubbinary images is created 

from our participation image. 𝐼𝑏: 𝑏𝑖𝑛𝑎𝑟𝑦 

𝑖𝑚𝑎𝑔𝑒, 𝐼𝑔: 𝑔𝑟𝑎𝑦 𝑖𝑚𝑎𝑔𝑒, 𝑡𝑙𝑜𝑤𝑒𝑟 and 𝑡𝑢𝑝𝑝𝑒𝑟  

values stand for threshold pairs.  

By ingesting these binary images, the 

features will be retrieved in the second stage. 
 

∆(𝑥, 𝑦) =

{
1, 𝑖𝑓∃ (𝑥́, 𝑦́) ∈  𝑁8[(𝑥, 𝑦)]:

𝐼𝑏(𝑥́, 𝑦́) = 0 ∧ 𝐼𝑏(𝑥, 𝑦) = 1
0,                           𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                    (2) 

 

The binary picture border is represented 

by ∆ (𝑥, 𝑦), and 𝑁8 [(𝑥, 𝑦)] stands for the 

eight pixels connected to (x, y). Each of the 

generated images has edge pixels, and 

 

 
Fig. 6. SFTA Extraction Algorithm [22]. 
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their total number of pixels is counted. The 

edge pixel coordinates will be used to 

calculate the average gray-level values in the 

gray-level images. The Fractal dimension 

information is obtained by applying the box-

counting technique for each binary sub-

image, after which the feature vector is 

created [22-24]. The SFTA algorithm is 

shown in Figure 6 to aid with comprehension. 

 

3.4. Classification Algorithm 
 

3.4.1. Decision Tree (DT)  
 

The Decision Tree is a supervised learning 

method that may be applied to classification 

and regression issues; however, it works best 

when dealing with the first type. It is a tree-

structured classifier, where internal nodes 

stand in for the dataset's features, branches 

for the decision-making processes, and each 

leaf node for the result [25, 26].  

 

3.4.2. Support Vector Machine (SVM)  
 

An effective supervised machine learning 

technique for classification and regression 

problems is the SVM. The imposition 

detection system, protein structure 

prediction, handwriting recognition, and 

detecting steganography in digital photos are 

a few examples of common applications of 

the SVM method. The SVM algorithm's goal 

is to develop the optimal mark or decision 

borderline that can classify an n-dimensional 

space, making it easier in the future to assign 

fresh data points to the appropriate category. 

A hyperplane is referred to as the optimal 

choice boundary in this situation [25, 26].  

 

3.4.3. k-Nearest Neighbor (kNN)  

One of the simplest machine learning 

algorithms, the k-Nearest Neighbor is based 

on the supervised learning method. The kNN 

method places the new case in the category 

that is most similar to the extant categories 

based on the assumption that the new 

case/data and the existing cases are 

comparable. The kNN algorithm saves all the 

information that is available and categorizes 

new data points based on similarity. This 

means that using the kNN method, fresh data 

can be quickly and accurately sorted into a 

suitable category [25, 26].  

 

4. EXPERIMENTAL RESULT  
 

4.1. Evaluation of Meander Test Result  
 

k-Nearest Neighbor, Decision Tree (DT), and 

Support Vector Machine (SVM) classifier 

approaches have all used the extracted 

features from SFTA over the meander images 

as an input.  

Table 1 shows the results of applying the 

aforementioned classification techniques to 

the features that were taken from meander 

images utilizing such classifiers. The 

findings demonstrate that although applying 

various classifiers to the SFTA output yields 

a range of values, depending on the classifier 

type, we can achieve high values for 

accuracy, sensitivity, specificity, and 

precision. The Validation ROC Curve is 

another significant measured parameter. 

When distinguishing between patients and 

healthy people, diagnostic tests' abilities can 

be assessed using the area under the curve 

(AUC) and the Receiver Operating 

Characteristic (ROC), which stands for 

Receiver Operating Characteristic[27]. 

Therefore, and due to the importance of the 
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related ROC of each used classifier, figure 7 

is a compressed picture including all 

Validation ROC curves plotted during the 

experimental try. With the accuracy of 

Coarse kNN (the lowest measure and equal to 

50%) it was predictable that the worse state 

would be for its validation ROC as well. 

 

4.2. Evaluation of Spiral Test Result  
 

k- Nearest Neighbor, Decision Tree (DT), 

and Support Vector Machine (SVM) 

classification approaches have all used the 

extracted features from SFTA over the spiral 

images as input.  

Similar to the previous section, table 2 

shows the results of applying the earlier 

classification techniques to features that were 

derived from spiral pictures using such 

classifiers. The findings show that although 

applying a different classifier to the SFTA 

output produces varied values, depending on 

the classifier type, we can reach high values 

for accuracy, sensitivity, specificity, and 

precision. 

The same as Meander's result, figure 8 is 

a compressed picture including all Validation 

ROC curves plotted during the experimental 

try. Again, the lowest and worst state would 

be for Coarse kNN validation ROC as well. 

 

 

Table 1. The measured values over Different Classifiers- Meander Handwritten.  

Classifier Model Accuracy Sensitivity Specificity Precision 

Decision Tree 

Fine Tree 75.0% 76.6% 73.3% 74.1% 

Medium Tree 75.0% 76.6% 73.3% 74.1% 

Coarse Tree 78.3% 83.3% 73.3% 75.7% 

Optimizable Tree 84.2% 85.0% 83.3% 83.6% 

Support Vector Machine 

Fine Gaussian SVM 75.0% 92.5% 56.6% 65.7% 

Linear SVM 82.5% 86.6% 78.3% 80.0% 

Quadratic SVM 85.0% 85.0% 85.0% 85.0% 

Qubic SVM 85.0% 86.6% 83.3% 83.8% 

Qoarse Gaussian SVM 81.7% 85.0% 78.3% 79.6% 

Optimizable SVM 89.2% 88.3% 90.0% 89.8% 

k Nearest Neighbor 

Fine kNN 85.8% 85.0% 86.6% 86.4% 

Cosine kNN 83.3% 86.6% 80.0% 81.2% 

Coarse kNN 50.0% 97% 97% 50.0% 

Weighted kNN 83.3% 85.0% 81.6% 82.2% 

Optimizable kNN 89.2% 90.0% 88.3% 88.5% 
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Fig. 7. Meander Handwritten- Validation ROC Curve. 

 

Table2. Measured Values over Different Classifiers- Spiral Handwritten. 

Classifier Model Accuracy Sensitivity Specificity Precision 

Decision Tree 

Fine Tree 72.5% 73.3% 71.6% 72.1% 

Medium Tree 72.5% 73.3% 71.6% 72.1% 

Coarse Tree 75.8% 76.6% 75.0% 75.4% 

Optimizable Tree 77.5% 78.3% 76.6% 77.0% 

Support Vector Machine 

Fine Gaussian SVM 75.0% 81.6% 68.3% 72.0% 

Linear SVM 80. 0% 86.6% 75.8% 76.4% 

Quadratic SVM 86.7% 91.6% 81.6% 83.3% 

Qubic SVM 82.5% 86.6% 78.3% 80.0% 

Qoarse Gaussian SVM 80.8% 85.0% 76.6% 78.4% 

Optimizable SVM 81.7% 86.6% 76.6% 78.7% 

K Nearest Neighbor 

Fine kNN 80.8% 83.3% 78.3% 79.3% 

Coarse kNN 50.00% 98% 98% 50.0% 

Cosine kNN 80.8% 93.3% 68.3% 74.6% 

Weighted kNN 83.3% 93.3% 73.3% 77.7% 

Optimizable kNN 86.7% 90.0% 83.3% 84.3% 
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Fig. 8. The Spiral Handwritten- Validation ROC Curve. 

 

Table3.Comparison of Different Classifications and Data Set. 

                                          Classifiers Meander Accuracy Spiral Accuracy 

Decision Tree 

Fine Tree 75.0% 72.5% 

Medium Tree 75.0% 72.5% 

Coarse Tree 78.3% 75.8% 

Optimizable Tree 84.2% 77.5% 

Support Vector Machine 

Fine Gaussian SVM 75.0% 75.0% 

Linear SVM 82.5% 80.0% 

Quadratic SVM 85.0% 86.7% 

Qubic SVM 85.0% 82.5% 

Qoarse Gaussian SVM 81.7% 80.8% 

Optimizable SVM 89.2% 81.7% 

k Nearest Neighbor 

Fine kNN 85.8% 80.8% 

Coarse kNN 50.00% 50.00% 

Cosine kNN 83.3% 80.8% 

Weighted kNN 83.3% 83.3% 

Optimizable kNN 89.2% 86.7% 
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5. CONCLUSION AND FUTURE WORK 
 

Solving the problem of neurodegenerative 

disease recognition by more noninvasive and 

less expensive way was the main purpose of 

this paper. Using new methods such as 

machine learning and computer vision 

techniques has been the second important 

aim that we were able to achieve. The main 

challenge in this sort of study is related to 

access to a valid dataset. By utilizing a 

genuine dataset that includes handwriting 

exam photos from both the spirals and 

meanders tests, we can resolve this issue. 

They were removed from digitally preserved 

handwriting tests. A pipeline was suggested 

to address the issue of learning from 

unregistered photos. The suggested method 

was able to automatically extract the 

handwritten trace and the template from each 

exam for subsequent feature extraction and 

categorization. The results of the experiment 

lead us to believe that meandering exams are 

more informative than spiral exams (a 

comparison of their correctness is provided in 

Table 3) and that the posture of the latter is 

more difficult because of the curves in its 

design. Additionally, the results did not seem 

to be improved by combining the two 

strategies. The dataset's high degree of 

changeability, which includes people with 

the disease in its very early stages and makes 

it challenging to diagnose, has been the main 

issue. Future research should aim to add 

additional samples to the dataset and develop 

new features that can more effectively 

distinguish between patients and controls. 

Future research will focus on gathering 

more information from various 

neurodegenerative patients and using 

different categorization approaches to 

automatically diagnose the condition based 

on the suggested criteria. More research will 

be done to determine whether training on 

entirely novel, straightforward handwriting 

tasks improves accuracy percentage and 

other crucial metrics. In a similar vein, 

further research will assess if extended 

training on complex form tasks is beneficial 

as well as deploy such electronic equipment 

to enable dynamic and online analysis of the 

results. 

 

Acknowledgments The authors like to 

special thanks to Professor Clayton and Dr 

João Paulo for making their dataset 

accessible. 

 

 

REFERENCES 
 

[1] N. D. Cilia, C. De Stefano, F. 

Fontanella, and A. S. Di Freca, "Feature 

selection as a tool to support the 

diagnosis of cognitive impairments 

through handwriting analysis," IEEE 

Access, vol. 9, pp. 78226-78240, 2021. 

[2] S. Müller, O. Preische, P. Heymann, U. 

Elbing, and C. Laske, "Diagnostic 

value of a tablet-based drawing task for 

discrimination of patients in the early 

course of Alzheimer’s disease from 

healthy individuals," Journal of 

Alzheimer's Disease, vol. 55, no. 4, pp. 

1463-1469, 2017. 

[3] M. Amakrane, G. Khaissidi, M. Mrabti, 

A. Ammour, B. Faouzi, and G. 

Aboulem, "Feature Selection of Arabic 

Online Handwriting Using Recursive 

Feature Elimination for Parkinson’s 



12                                                                             Soleimanidous, Rezai, Barghamadi, Ahanian.  Diagnostic Study … 

Disease Diagnosis," E3S Web of 

Conferences, vol. 351, p. 01044, 2022. 

[4] Y. M. Elbarawy, W. A. Ghonaim, and 

A. S. Desuky, "Diagnostic Study for 

Parkinson’S Disease Based on 

Handwriting Analysis Using 

Computational Intelligence 

Techniques," IAENG International 

Journal of Computer Science, vol. 50, 

no. 1, 2023. 

[5] S. Linnhoff, A. Haghikia, and T. 

Zaehle, "Fatigability-related oscillatory 

brain activity changes in people with 

MS," Multiple Sclerosis and Related 

Disorders, vol. 69, p. 104457, 2023. 

[6] [6] D. Impedovo, G. Pirlo, G. Vessio, 

and M. T. Angelillo, "A handwriting-

based protocol for assessing 

neurodegenerative dementia," 

Cognitive computation, vol. 11, pp. 

576-586, 2019. 

[7] N. D. Cilia, C. De Stefano, F. 

Fontanella, M. Molinara, and A. Scotto 

Di Freca, "Using handwriting features 

to characterize cognitive impairment," 

Image Analysis and Processing–ICIAP 

2019: 20th International Conference, 

Trento, Italy, September 9–13, 2019, 

Proceedings, Part II 20, pp. 683-693, 

2019. 

[8] C. R. Pereira et al., "A new computer 

vision-based approach to aid the 

diagnosis of Parkinson's disease," 

Computer Methods and Programs in 

Biomedicine, vol. 136, pp. 79-88, 2016. 

[9] F. S. Gharehchopogh and P. 

Mohammadi, "A case study of 

parkinson’s disease diagnosis using 

artificial neural networks," 

International Journal of Computer 

Applications, vol. 73, no. 19, pp. 1-6, 

2013. 

[10] A.-M. Tăuţan, B. Ionescu, and E. 

Santarnecchi, "Artificial intelligence in 

neurodegenerative diseases: A review 

of available tools with a focus on 

machine learning techniques," 

Artificial Intelligence in Medicine, vol. 

117, p. 102081, 2021. 

[11] H. Zhao et al., "Wearable sensors and 

features for diagnosis of 

neurodegenerative diseases: A 

systematic review," Digital Health, vol. 

9, p. 20552076231173569, 2023. 

[12] G. Pirlo, M. Diaz, M. A. Ferrer, D. 

Impedovo, F. Occhionero, and U. 

Zurlo, "Early diagnosis of 

neurodegenerative diseases by 

handwritten signature analysis," New 

Trends in Image Analysis and 

Processing--ICIAP 2015 Workshops: 

ICIAP 2015 International Workshops, 

BioFor, CTMR, RHEUMA, ISCA, 

MADiMa, SBMI, and QoEM, Genoa, 

Italy, September 7-8, 2015, 

Proceedings 18, pp. 290-297, 2015. 

[13] J. W. de Souza, S. S. Alves, E. d. S. 

Rebouças, J. S. Almeida, and P. P. 

Rebouças Filho, "A new approach to 

diagnose parkinson’s disease using a 

structural cooccurrence matrix for a 

similarity analysis," Computational 

Intelligence and Neuroscience, vol. 

2018, 2018. 

[14] C. R. Pereira, D. R. Pereira, J. P. Papa, 

G. H. Rosa, and X.-S. Yang, 

"Convolutional neural networks 

applied for Parkinson’s disease 

identification," Machine Learning for 

Health Informatics: State-Of-The-Art 



Signal Processing and Renewable Energy, March 2024                                                                                                  13 

and Future Challenges, pp. 377-390, 

2016. 

[15] T. Quisel, L. Foschini, A. Signorini, 

and D. C. Kale, "Collecting and 

analyzing millions of mhealth data 

streams," Proceedings of the 23rd ACM 

SIGKDD international conference on 

knowledge discovery and data mining, 

pp. 1971-1980, 2017. 

[16] R. N. Kumar and M. A. Kumar, 

"Medical data mining techniques for 

health care systems," International 

Journal of Engineering Science, vol. 

3498, 2016. 

[17] T. J. Wroge, Y. Özkanca, C. 

Demiroglu, D. Si, D. C. Atkins, and R. 

H. Ghomi, "Parkinson’s disease 

diagnosis using machine learning and 

voice," 2018 IEEE signal processing in 

Medicine and Biology symposium 

(SPMB), pp. 1-7, 2018. 

[18] C. F. Pasluosta, H. Gassner, J. Winkler, 

J. Klucken, and B. M. Eskofier, "An 

emerging era in the management of 

Parkinson's disease: wearable 

technologies and the internet of things," 

IEEE Journal of Biomedical and 

Health Informatics, vol. 19, no. 6, pp. 

1873-1881, 2015. 

[19] R. Lamba, T. Gulati, K. A. Al-Dhlan, 

and A. Jain, "A systematic approach to 

diagnose Parkinson’s disease through 

kinematic features extracted from 

handwritten drawings," Journal of 

Reliable Intelligent Environments, pp. 

1-10, 2021. 

[20] C. R. Pereira, "Handwritten Exams 

Dataset," Unesp/Bauru, Dataset no. 

https://wwwp.fc.unesp.br/~papa/pub/d

atasets/Handpd/, 2017. 

[21] M. Imran, R. Hashim, and N. E. Abd 

Khalid, "Segmentation-based fractal 

texture analysis and color layout 

descriptor for content based image 

retrieval," 2014 14th International 

Conference on Intelligent Systems 

Design and Applications, pp. 30-33, 

2014. 

[22] [A. F. Costa, G. Humpire-Mamani, and 

A. J. M. Traina, "An efficient algorithm 

for fractal analysis of textures," 2012 

25th SIBGRAPI Conference on 

Graphics, Patterns and Images, pp. 39-

46, 2012. 

[23] F. Titrek and Ö. K. Baykan, "Finger 

Vein Recognition Based on Multi-

Features Fusion," Traitement du Signal, 

vol. 40, no. 1, p. 101, 2023. 

[24] A. Gheytasi, A. Rezai, S. S. Falahieh 

Hamidpour, and F. Khajeh-Khalil, "A 

New Computer-Aided Diagnosis 

System for Breast Cancer Detection in 

Thermal Images," Journal of Soft 

Computing and Information 

Technology, vol. 11, no. 4, pp. 79-88, 

2023. 

[25] N. Srinivasulu and R. Sabitha, 

"Analysis of Decision Tree Classifier, 

Novel Tree Specific Random Forest 

Classifier, Support Vector Machine 

Algorithm with K-Nearest Neighbor 

For Detecting Spam SMS " Eur. Chem. 

Bull., no. 12, pp. 4342 – 4350, 2023. 

[26] [N. Darabi, A. Rezai, and S. S. F. 

Hamidpour, "Breast Cancer Detection 

Using RSFS-Based Feature Selection 

Algorithms in Thermal Images " 

Biomedical Engineering: Applications, 

Basis and Communications, vol. 33, no. 

03, p. 2150020, 2021. 

https://wwwp.fc.unesp.br/~papa/pub/datasets/Handpd/
https://wwwp.fc.unesp.br/~papa/pub/datasets/Handpd/


14                                                                             Soleimanidous, Rezai, Barghamadi, Ahanian.  Diagnostic Study … 

[27] K. Hajian-Tilaki, "Receiver operating 

characteristic (ROC) curve analysis for 

medical diagnostic test evaluation," 

Caspian journal of internal medicine, 

vol. 4, no. 2, p. 627, 2013. 

 

 

 


