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Abstract 

In this investigation, automatic face recognition algorithms are discussed. For  this purpose, a combi-

nation of learning algorithms with supervision are realized; in this way, the classification is first de-

signed by the  fuzzy-based support vector machine and then the AdaBoost meta-algorithm is applied 

to the designed classification to reach more accuracy and overfitting control. In the research pro-

posed here, in order to address the effects of asymmetric classes, the adaptive coefficients are em-

ployed. In addition, to reduce the data size, the principal components analysis is also applied to the 

raw data. It is to note that the proposed approach is carried out in a set of images extracted from Yale 

University data set and its accuracy of the proposed one is verified. 
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1. INTRODUCTION 

Face recognition is an action which is usually 

done unconsciously without any effort and by 

humans, but in the field of computer vision, even 

after 30 years of research, it is still a difficult 

problem and at the beginning of the way to 

achieve a technological and effective solution. 

Automatic Face Detection as a biometric tech-

nology has the desirable features that conduct 

research into practical techniques. Over the past 

decade, face recognition and detection has be-

come one of the most popular fields of research 

and application in the field of system diagnostics 

and analysis. One of the goals of  

such researches is developing user-friendly secu-

rity systems. Although reliable biometric meth-

ods such as fingerprint analysis and retinal or iris 

scan were successful, they

 

 

are based on participant’s cooperation while im-

age-based systems are usually effective even 

without participant’s cooperation or awareness. 

Reduction in the price of cameras and increase in 

operational capacity has led to the development 

and production of new algorithms that make face 

recognition systems more functional. These sys-

tems are increasingly being used in a wide range 

of practical applications, and future enhance-

ments will promise greater use of face recogni-

tion. 

The automatic human’s face detection in-

volves a wide range of technologies. At the high-

est level, technologies are distinguished by the 

type of input data, such as visible light, infrared 

light or 3D data. However, more focus is on static 

black and white images which are captured in 

visible light, although face recognition in color 

video images has recently been taken into con-

sideration [1]. *Corresponding Author’s Email: mazinan@azad.ac.ir                      
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Each data which is used to detect faces, re-

sistant it to certain conditions, for example, infra-

red imaging is practically resistant to change in 

light [2] or in the theory, the 3D data are immu-

table regardless of how the head is placed [3]. 

Hence, imaging in the visible light spectrum is 

still prominent in research and applied fields due 

to the large amount of legacy data, the simple and 

continual presence of imaging and inexpensive 

imaging equipment. 

Investigations in the field of face recognition 

have not mostly been done according to modes, 

appearance, intensity of light, and facial expres-

sions at the same time. This led to a comprehen-

sive approach for face recognition. Therefore, the 

fuzzy-based support vector machine model with 

adaptive coefficients was adopted in combination 

with Adabobst algorithm. 

This method is one of the supervisory learning 

methods which the data is divided into two parts 

of the training data and testing data. Using train-

ing data, the classifier is designed. Then, the ac-

curacy and precision of the classifier is investi-

gated by testing data. Meanwhile, using dimen-

sional diminishing methods was necessary for 

reducing dimensions of the data. In the next sec-

tion, we will look at literature of research. In sec-

tion 3, used methods are going to be introduced. 

Section 4 includs numerical results and finally, 

section 5 is devoted to a general conclusion. 

 

2. BACKGROUND 

Due to the fact that facial images are used as data 

in face recognition process, it is natural that the 

dimensions of raw data be become numerically 

large. Hence, in feature based face recognition, 

use of feature extraction methods is common. 

Lots of dimension reduction methods are pro-

posed, including those which are based on: spe-

cial spaces [4]-[6], function core[7]-[9] and Fish-

er core [10] while owing to low processing speed 

and the hardness of setting core parameters in 

nonlinear methods, linear PCA method is used in 

this research. Although feature extraction tech-

niques greatly facilitate the diagnostic problem, 

there is a severe drop in the performance when 

faced with new inputs that are not considered in 

the training process; for example, when the test 

face viewing angle is not in front of the camera. 

That’s while training faces had been front faced. 

Feature extraction with PCA and FLDA varies 

greatly with such big changes, because these 

methods are basically based on appearance. As 

authors suggest in [11], more complex classifica-

tion than the closest neighborhood is needed ow-

ing to inseparable distribution of the face pattern 

in the FLDA-based and PCA-based subsystem. In 

other words, classification with appropriate gen-

eralization and minimum empirical risk is needed 

to eliminate the weakness of appearance-based 

feature extraction. Accordingly, the support vec-

tor machine can be a suitable candidate for the 

classifier. 

The support vector machine, which has been 

successfully applied in many applications, was 

firstly introduced by Vapnick [12]. In the last 

decade, lots of efforts have been done in the field 

of face recognition by using SVM, which has 

contained desirable results [13], [14]. 

The first problem of SVM is its sensitivity to 

inappropriate data because the weight of the pen-

alty is the same for all data [15], [16]. The second 

problem is that when the SVM is applied to a 

problem with an unbalanced data set, the class 

margin skews [17], [18]. In other words, when 

the number of negative-class data is much higher 

than the positive-class, the class boundary, or the 

optimal separating super-plate, obtained using 

SVM, is skewed toward positive class. 

In this case, the fuzzy-based support vector 

machine and comparative penalty factor are used 

for solving the distributing data and class margin 

skewness problems, respectively. The fuzzy-

based support vector machine was firstly intro-

duced by Lin and Wang [16] in 2002. In FSVM, 

a membership grade is assigned to each training 

data. 

 Different membership grades lead to different 

approaches for learning the super-plate. In this 

way, when the super-splitter plate is found, the 

effect of distortion and noisy data decreases. 

Wang [19] introduced a double-faced FSVM by 
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representing two membership functions for each 

sample, which was later extended to vague col-

lections in [20]. EBA and Aino proposed FSVM 

for multi-class problems [21], which was a gen-

eralization of the binary classification problem, 

and then applied it to the multi-class categoriza-

tion [22]. Fuzzy-based support vector regression 

was also introduced in [23]. While a lot of work 

has been done in choosing the appropriate fuzzy 

membership grade, it is still an open problem 

[16]. The fuzzy membership function is defined 

based on the Euclidean distance between the 

samples and the center of classes in the original 

space while [24] defines these intervals in the 

high dimension property space. However, both of 

these fuzzy membership functions are based on 

the distance between each sample and the center 

of its class. 

In [25], [26], fuzzy membership functions are 

calculated based on the distance between the 

samples and the centers of their classes and the 

dependency of the samples. Using the decision 

values which are generated by the SVM 

[27],[28], other membership functions are also 

obtained. In [29], initial knowledge about the 

importance of the data which is used to determine 

the membership grade of the samples is obtained 

by using the internal class structure of samples 

(Weraidi). In another approach [30], appropriate 

centers of each class are selected by clustering 

methods. Then, appropriate fuzzy membership 

grade is given to the samples by modifying the 

margin of the clusters [31]. 

In the unbalanced data scenario, many tradi-

tional classifications usually fail in classification 

procedure, so it is necessary to use a bias correc-

tion technique before or after constructing a clas-

sifier. One of these techniques is re-sampling the 

main training data sets to make the classes ap-

proximately equal. Sampling can be sample in-

crement [31] - [33] sample reduction [34], [35] or 

combined sampling [36]. In this article, samples 

have been increased. 

Several articles have been published for com-

paring training techniques with monitoring. One 

of most important training techniques is Ada-

boost which was firstly introduced by Frédér and 

Schepier in 1997, but after proposing reforms by 

Viala and Jones and mixing with classifiers in 

series structure, it became popular in 2004. This 

algorithm improves the classifier function by 

combining several weak classifier functions and 

creating a stronger classifier. In order to signifi-

cantly reduce the computational complexity, the 

complex classifiers are combined in series struc-

ture. I this case, complex processing is only done 

for more interesting examples [37]. 

 

3. INTRODUCTION TO PROPOSED METHOD 

3.1. Primary Components Analysis (PCA) 

The main components analysis is defined in 

mathematics as an orthogonal linear transfor-

mation that transmits the data to a new coordinate 

system which the largest data variance is set on 

the first coordinate, the second variance on the 

second coordinate, and so on for others. In this 

paper, we analyze main components, which is 

preserving data components that have the most 

effect on the variance and removing the others, 

for reducing the dimensions of the data. 

Data has two main characteristics in the new 

coordinates: 1. There is no correlation between 

different dimensions of the new data, and 2. Di-

mensions are arranged according to the im-

portance of their information. Following equa-

tions map a data matrix with dimensions 𝑚 ×

𝑛,𝑍𝑡, to a matrix with dimensions 𝑚 × 𝑟, 𝑍𝑡𝑟. 

1 T

t tG Z Z
m

    (1) 

 , , ( )U S V svd G  
(2) 

Z (:,1: )tr tZ V r    (3) 

where 𝑍𝑡𝑟 = [𝑧(1), 𝑧(2), … 𝑧(𝑟)]
𝑇

is a matrix which 

contains features of 𝑚 different image. 𝑆 is a di-

agonal matrix with non-negative elements which 

is arranged in descending order. Matrices 𝑈 and 

𝑉 are common matrices that apply to 𝐺 = 𝑈𝑆𝑉𝑇 

and the 𝑠𝑣𝑑 function parses into singular values. 

If 𝑆𝑖𝑖 be the singularity value of the 𝑖𝑡ℎ feature, 

the bigger the 𝑆𝑖𝑖, the more information the 𝑖𝑡ℎ 

feature will contain. In many systems, including 

visual information, many elements have negligi-
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ble information. For choosing the 𝑟 properly, the 

smallest 𝑟 that applies to the following inequality 

is chosen: 

1

1

100

r

ii

i

m

ii

i

S

S





 



 

   (4) 

Therefore, ε% remains from the variance. Af-

ter mapping the features into a lower-dimensional 

space in (3), machine-identifying techniques can 

use for classifying individuals (identifying indi-

viduals from the database). 

Hence, it can be seen that the specific compo-

nents analysis selects the components that max-

imize the variance. This important feature justi-

fies the good performance of the proposed meth-

od, even with less information (lower dimen-

sions). In fact, not only the PCA extracts all in-

formation, but maximizes the separation between 

different classes. For this reason, PCA has been 

used in this paper. 

 

3.2. Fuzzy-Based Support Vector Machine 

The support vector machine generally designs 

super-plates or collections of super-plates for 

classification or regression. By assuming the set 

of labeled training data like 𝑆 = (𝑥𝑙 , 𝑦𝑙), 𝑙 =

1, … , 𝐿 and 𝑦𝑙 = {−1,1}, the support vector ma-

chine is solved by the following optimization 

problem: 

, ,b
1

1
min ,

2

L
T

i

i

C
 

  


   (5) 

Subject to ( (x ) b) 1T

i l ly       (6) 

0, 1,...,L.i l  
 

(7) 

where ( )lx  is a nonlinear transform that 

mapped lx  to a higher space. The variable l  is 

nonlinear for separable training sets and c  is the 

positive parameter for adjustable regulation. 

A fuzzy-based support vector machine is used 

for collections that the importance of all data is 

not the same. In this way, the importance and 

impact of data with higher membership rates will 

be greater. On the other hand, due to the use of 

one against all mode for generalizing the method 

to multi-class mode, we will face the asymmetric 

classes problem. Therefore, comparative coeffi-

cients are also added to the equations to over-

come this problem. Thus, equations (5) - (7) are 

rewritten as follows: 

, , ,b
1 1

1
min ,

2

p n
L L

T

i i i i

i i

C s C s
  

   
 

     

 

    (8) 

Subject to ( (x ) b) 1 , xT

i i i i fy S          (9) 

( (x ) b) 1 , xT

i i i i fy S          (10) 

0, 1,...,L , x S .i p i fl       (11) 

0, 1,...,L , x S .i n i fl       (12) 

where pL  and n
L  are the number of positive 

and negative class members, C   and C  the regu-

lating parameter for the positive and negative 

classes, 


the forgetting factor for the positive 

and negative classes, fS 
 the set of data belonging 

to the positive and negative classes and is
 the 

membership rate of 𝑖𝑡ℎ fuzzy element of the posi-

tive or negative class. The fuzzy membership 

rates are calculated based on the distance be-

tween the given data and the class average: 

Subject to ( (x ) b) 1 , xT

i i i i fy S          (13) 

 

Adaptive coefficients are also determined ac-

cording to the size of the classes. Since the one 

against all approach is used, the coefficients 

change for designing each super-plate because 

size of the classes changes. So, for designing the 

𝑖𝑡ℎ super-plate, if the penalty coefficient C be 

positive, the penalty factor of negative class will 

be ( )C C n i   , where n  is the total number of 

classes. 

 

3.3. AdaBoost 

The basic idea of Adabost is the simple combina-

tion of rules for obtaining a collective classifica-

tion that works better than each member of the 

general classification or, in other words, im-

proves their performance. If assume that 

1 2,  , , Th h h  are sets of hypotheses (classifiers), the 

general assumption is as follows: 
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   
1

.
T

t t

t

f x h x


   (14) 

where αt are the coefficients that combine the 

hypotheses ht. αt and classifiers or ht hypotheses 

are learned in the AdaBoost process. There are 

many methods for choosing the coefficients αt 

and the basic assumptionsht. The basic idea is 

that samples that are classified incorrectly gain 

more weight in the next step. For example, sam-

ples which are near the boundaries usually cate-

gorize hardly and as a result, they have a higher 

weight after several steps. 

The idea of weighting the training samples at 

each stage is essential for improving the perfor-

mance of the final classification. In general, in 

𝑡th level, non-negative weights ( ) ( ) ( ) ( )

1 2d ( , ,..., )t t t t

Nd d d  

are attributed to the data, and the weak classifier 

ℎ𝑡 is constructed based on 𝒅(𝑡). These weights 

are updated in each level 𝑡 based on the 

weighting error of the previous stage classifier. In 

each step 𝑡, the weak classifier is attempting to 

minimize the empirical weight error which is de-

fined in (15): 

( )

1

( , ) ( ( )).
N

t t

t t i i t n

i

h d d I y h x


 
 

(15) 

where 𝑰(. ) is a vector which its argument takes 

one in case of setting the condition, otherwsie 

takes zero. After choosing classifierℎ𝑡, its weight 

𝛼𝑡 is calculated to minimize the following cost 

function: 

1

1

( ) exp{ ( h (x ) f (x ))},
N

i t i t i

i

G y  



    (16) 

 

where 𝑓𝑡−1 which is combination of classifiers of 

preceding levels is as 𝑓𝑡−1(𝑥𝑖) = ∑ 𝛼𝑟ℎ𝑟(𝑥𝑖)𝑡−1
𝑟=1 . 

In this way, coefficients of classifier in each step 

are calculated as following: 

11
log

2

t
t

t







  (17) 

In the following, AdaBoos algorithm is briefly 

explained: 

 

3.4. AdaBoost Algorithm 

1. Inputs:𝑆 = {(𝑥1, 𝑦1), … , (𝑥𝑁 , 𝑦𝑁)}y_N)}, num-

ber of levels 𝑇. 

2. Initialize: 𝑑𝑖
(1)

= 1 𝑁⁄  𝑖 = 1, … , 𝑁  

3. For 𝑡 = 1, … , 𝑇   

 

a. Training Classifier with weighted samples 

{𝑆, 𝒅(𝑡)} and obtaining the hypothesis (weak 

classifier) ℎ𝑡: 𝒙 → {−1, +1} 

b. Calculating the weight error 𝜀𝑡 from equation 

(15). 

c. Calculating the classifier coefficient from 

equation (17). 

d. Update the weights with the relation 𝑑𝑖
(𝑡+1)

=

𝑑𝑖
(𝑡)

 exp (−𝛼𝑡𝑦𝑖ℎ𝑖(𝒙𝑖)) 𝑍𝑡⁄ , where 𝑍𝑡 is nor-

malization constant which makes 

∑ 𝑑𝑛
(𝑡+1)𝑁

𝑖=1 = 1. 

e. Calculating the classifier coefficient from 

equation (17). 

f. Update the weights with the relation 𝑑𝑖
(𝑡+1)

=

𝑑𝑖
(𝑡)

 exp (−𝛼𝑡𝑦𝑖ℎ𝑖(𝒙𝑖)) 𝑍𝑡⁄ , where 𝑍𝑡 is 

 

 

Table 1. Results of using comparative penalty coefficients 

 

 

Row Number CCR Test time Train time 

1 0,8895 3,623 8,871 SVM C+ = C− = 1 

 2 0,7382 3,313 8,628   FSVM 

3 0,8895 4,316 8,008 SVM C− = 1 

C+ = C−
Ln

Lp

 
4 0,9000 3,659 8,398 FSVM 

5 0,8291 3,284 7,991 SVM C− = 10 

C+ = C−
Ln

Lp

 
6 0,8697 3,329 8,174 FSVM 
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Fig. 1. CCR chart which is affected by change in Kernel Function parameter with low resolution (right) and 

high resolution (left). 

 

normalization constant which makes 

∑ 𝑑𝑛
(𝑡+1)𝑁

𝑖=1 = 1. 

4. Stopping the algorithm if 𝜀𝑡 = 0 or 𝜀𝑡 ≥
1

2
 and 

setting 𝑇 = 𝑡 − 1. 

5. Output: 𝑓𝑇(𝒙) = ∑
𝛼𝑡

∑ 𝛼𝑟
𝑇
𝑟=1

ℎ𝑡(𝒙)𝑇
𝑡=1  

 

4. EXPERIMENTAL RESULTS  

In this research, data is images of different indi-

viduals with different conditions which are ob-

tained from the Yale University database [38]. 

But here the fundamental challenge is image 

preparation and feature extraction. At first, per-

son’s image should be separated from the overall 

picture, which this procedure had been done in 

the used images. 

All the images should be sized (in terms of 

number of pixels). Then the light intensity of 

each pixel of the image (which is black and 

white) is considered as its feature. Thus, for each 

image, a feature vector which includes the light 

intensity of all pixels of the image is obtained. 

This vector will be the basis of classification. 

The main problem is the high dimensions of the 

feature vector (dimensions are equal to the num-

ber of image pixels), which will be resolved by 

analyzing main components. In this research, the 

dimensions are reduced from 32256 to 59 by re-

covering 95% of the initial data which indicates 

that much of the early features did not have 

much effect on data formation. Input data is now 

ready for classifier.  

In this research, at first the classifier of sup-

port vector machine is compared with its fuzzy-

based version. Correct Classification Rate (CCR) 

is the scale which is used for evaluating classifier 

performance. For this purpose, a table is made up 

of the number of classes which rows represent 

the actual class of data and columns represent the 

class that classifier gives to the data. In this way, 

each data is located in the above table (Confu-

sion Matrix) according to the actual class and its 

assigned. It is desirable that class which the clas-

sifier recognizes be equal to the actual class of 

data. That is, locating the data on the main diam-

eter of matrix. In this way, CCR can be defined 

as follows: 

tr (Confusion Matrix)
CCR=

N
  

where tr(.) Is the Trace function and N is the to-

tal number of data. It is desired that the CCR be 

one or close to one. Since the one against all ap-

proach is adopted, size of the negative class is 

changed in the design of each classifier. There-

fore, the adaptive coefficient of the positive class 

is determined based on the magnitude of the 

negative class. For example, the coefficient of 

the negative class is taken 1 or 10, and the coef-

ficient of the positive class is taken as a coeffi-

cient of negative class size and its coefficient. In 

this way, the problem of asymmetric classes is 

raised to the optimal level and the generality of 

the class is improved. Table.1 shows the effect of 

using adaptive coefficients on the improvement 
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of fuzzy-based support vector machine opera-

tion. 

It can be seen that without FSVM's adaptive 

coefficients, the results are not very favorable 

and even SVM performs better, but as soon as 

these coefficients are used, not only FSVM per-

formance is improved but also it performs much 

better than SVM. It can be seen that the imple-

mentation time for both training and testing data 

is the same in both methods. 

Hence, there is no difference between them in 

terms of computational speed. It should be noted 

that in all of the above problems, the RBF Kernel 

function with parameter 6.3 has been used. This 

parameter is obtained using the grid search meth-

od which gives us the most optimal possible an-

swer. Fig.1 shows the change in the CCR value by 

changing the kernel function parameter value. In 

this case, Fig.2 illustrates the classification of test-

ing data more tangibly. In this figure, the horizon-

tal and vertical axes are data number and the actu-

al class of data, respectively. Each 20 testing data 

belongs to  a  class,  respectively,  and  each  color  

indicates the class which is attributed to each data. 

It should be noted that because of limitations 

in colors, the colors are repeated after each seven 

classes. It can be seen that the classification is 

largely done correctly, and in each class, a hand-

ful of data are mistakenly categorized. 

However, we use AdaBoost method to im-

prove classifier performance. In the following, 

results of using AdaBoos algorithm for improv-

ing the performance of the classifier are exam-

ined. 

In next step, the previously designed FSVM 

classifier enters the AdaBoost algorithm and re-

peats 10 levels. In fact, the AdaBoost considers 

the classifier with different coefficients for dif-

ferent data and finally presents the classification 

derived from the total class of preceding classes 

with specific coefficients that significantly reduce 

the error. Fig.2 depicts a graphical description of 

results of AdaBoost and FSVM. It is seen that the 

error value has been greatly reduced in the Ada-

boost algorithm. This indicates the superiority of 

the proposed method. 

 

 

Fig. 2. Comparing testing data classification by 

the SVM and FSVM (right), FSVM and 

AdaBoost (left). 

Fig. 3. Reduction in error of training data (blue) and test-

ing data (red) in AdaBoost repetition algorithm for classi-

fiers 1 to 4 (right) and classifiers 25 to 28. 
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Table 2. Results of proposed and FSVM 

Row Number CCR Test time Train time 

1 0/9724 5/705 12/627 Proposed Method 

2 0/9000 3/659 8/398 FSVM 

 

Actually, AdaBoost attempts to reduce the er-

ror rate of testing data at any level. This is shown 

in Fig.3.  These shapes are examples of reduced 

error rate of a classifier which is designed for 

each class, but since there are so many classes 

(38 classes), here are some examples. It is seen 

that the error of training data decreases during the 

repetition levels, which decreases further by in-

creasing the levels of the algorithm. Table 2-4 

also highlights the superiority of the proposed 

method than FSVM. 
In fact, this advantage is at the expense of increas-

ing training and testing time, but this increase in 

time for testing data is not impressive. Therefore, 

although more time is spent for training, this in-

crease in testing time is not discouraging. In addi-

tion, a significant improvement in the perfor-

mance of the proposed method is a good incentive 

for using this method. 

 

5. CONCLUSION 

In this research, it has been shown that the pro-

posed method utilized fuzzy-based support vector 

machine, adaptive coefficients and Adaboos algo-

rithm to increase the accuracy of facial recogni-

tion. In this method, although the precision of 

training classifier is sacrificed to speed, testing 

time and measuring precision are good drivers for 

encouraging individuals to use this method. In 

addition, this method does not require any quality 

or color photographs, and can be identified with 

any full-scale photograph. The proposed method 

is also resistant to facial changes, because the data 

is taken from all facial expressions (such as anger, 

grief, joy). 
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