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Abstract 
With the development of computer systems in recent years, transactions in financial markets have been made 

available for investors. Artificial intelligence (AI) based models have also used in the financial markets due to the 

development of information systems and their ability to store and retrieve the large volumes of financial data. As a 

result, lots of research has been done using artificial intelligence methods to design algorithmic trading systems. In 

this regard, deep learning, one of the newest subfields of artificial intelligence, has also attracted attentions. This 

research presents a new approach for modeling the buying and selling process in the stock market based on deep 

learning and LSTM and CNN methods. In the proposed method, the forecast of the future value of stock indicators 

obtained using the LSTM algorithm is used as the input features of a CNN network. The CNN network as a 

classification model provides the buy/sell signal for the algorithmic trading system. In addition, the EC-FS model 

has been used to determine the most appropriate input indicators for the classification model. The proposed model 

has been evaluated on the Tehran Stock Exchange market and five selected stocks. The results of this model have 

been compared with other models such as LSTM-MLP, RNN-CNN and RNN-MLP. As a result, it can be concluded 

that the LSTM algorithm performs better for forecasting the indicators of selected stocks. According to this study, 

deep learning models are more efficient than the surface neural network models, demonstrating higher performance 

in predicting time series indicators and determining buy/sell signals.  In four out of five tested stocks, the combined 

LSTM-CNN method had significantly higher accuracy than the other mixed methods. It is a general statement that 

the collaborative LSTM-CNN method is more effective than other methods at training the buying and selling 

process. This study can help the stock market of Iran participants for designing the most effective trading strategy. 
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INTRODUCTION 

Algorithmic trading is a method of executing orders using pre-programmed automated trading instructions. This type of trading 

was developed to take advantage of speed and processing capability of computers. Todays, retail traders, investment banks, 

pension funds and large financial institutions use algorithmic trading to achieve the most efficient trading decisions. In 2016, a 
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study revealed that more than 80% of transactions in the Forex market are done through algorithmic trades instead of human 

ones [1].  A signaling algorithm is an algorithm that generates buy or sell signals based on hidden market rules. Inputs of a 

signaling algorithm can include types of asset prices, returns, trading indicators, and even fundamental indicators such as ratios 

of financial statements or macroeconomic indicators. Signaling algorithms generally work by relying on forecast/classification 

methods. In other words, in these algorithms, a set of inputs is mapped to a two-way output (buying /selling position) or three-

way output (buying /selling /holding position). These algorithms are designed based on the predictive methods. In recent years, 

forecast/classification models based on deep learning have shown impressive performance compared to the traditional models 

in various applications. Convolutional neural networks(CNN) are the class of deep neural networks commonly used for image 

or speech analysis in machine learning. In this regard, there are some studies. The paper [2]  utilized a convolutional neural 

network (CNN) with 15 technical analysis indicators and various parameter values ranging from 6 to 20 days as inputs and 

three signals of buy, sell, or hold for stocks as the outputs. The indicators used as input features do not account for the prediction 

of time series paths. One of the most critical factors in making stock trading decisions is considering future trends. Hence, time 

series forecasting models should be incorporated to provide a projection of the future state of the asset  Another research [3]  

has demonstrated the ability of trading algorithm to predict future trends. The daily signaling approach is used to evaluate the 

proposed method at high frequencies. Its performance is evaluated for more extended periods.  This study presents a new 

LSTM-CNN signaling model and evaluates it on the Tehran Stock Exchange. This paper is structured as follows: in the second 

part, the review of the research literature is examined. In the third part, the proposed method of this research is presented and 

the evaluation method is explained. In the fourth section, the details of a case study is examined. The results are presented in 

the fifth section and the conclusion is discussed in the sixth part. 

 
LITERATURE REVIEW  

Recently, more research has been done on modeling of algorithmic transactions using artificial intelligence methods. For 

example, in reference [4] , indicator features have transformed into image features to determine the optimal policy for buying, 

selling or holding based on learning a convolutional neural network(CNN). For a stock market, the proposed model is 

implemented at a daily frequency. In reference [4] , an ensemble method is presented based on the algorithm of grammatical 

evolution. It determines the final rule by combining the different time windows.  In addition, supervised learning, including 

recurrent neural network models, classification methods, pattern recognition and reinforcement learning as the methods of 

designing algorithmic transactions have gained popularity in recent years. The study [5]  has used the Q reinforcement learning 

method to determine the most appropriate parameters of the indicator. The proposed model has been evaluated in a stock market 

and for daily frequencies. In reseach [6] , a two-step approach is used to design the reinforcement learning model. In this 

research, at first, the ranges of stock trends have been determined with OHLCV data. The decision variable in this model is 

buying/selling and holding. The proposed model has been evaluated at daily frequency. In reference [7]  similar to research 

[8] has been used a combination of reinforcement learning model and deep model for asset return forecast. The difference 

between these two articles is in utilizing the LSTM method to predict asset returns. For evaluating of the proposed model, it 

has been implemented for stock and future markets at one-minute frequencies and compared with the Deep A3C model. In 

reference  [9] similar to research  [10] , authors forecasted the asset return as a  buy, sell or hold signal. This research uses a deep 

learning model of binary long-short-term memory based on random sampling (random sampling bi-LSTM). The model has 

been evaluated in a two-way crypto currency market with one-minute frequencies. In study [11]  , a deep-learning model of 

short-long term bagging ensembles was used to predict the return of currency pairs at a daily frequency.  

         Reference [12]  used a deep neural network with recurrent units by considering of risk minimization. Inputs of the model 

are typical indicators. Model evaluation is done in a two-way stock market and daily frequency. Reference [13]  uses the deep 

Q network model, OHLCV data and current trading position as the state variable. In reference [14] , the reinforcement learning 

model in combination with the convolutional neural network model, has been used to estimate the state-action function. The 

features considered in this model include OHLCV data. In researh [15] , a reinforcement learning model based on investor 

sentiment analysis is presented. In this model, the status variables include the features that extracted from social networks such 

as Twitter and Reuters. In references  [16] and  [17] , the A3C  deep learning method has been used with price data and typical 

indicators for crypto currency markets. According to [18] , a deep reinforcement learning model is used to estimate the state-

action functions of a convolutional neural network by considering the feature selection layers. The proposed model considers 

OHLCV data, stock indicators and asset correlation with other assets as the state variables and buy, sell, and hold actions as 

the action variables. In reference [19] , a control optimization approach, similar to reinforcement learning models, has been used 

to determine the optimal policy based on the final price state variable.  
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In an algorithmic trading system to achieve long-term profits, feature extraction and trading strategy design are two fundamental 

challenges. Recearch  [20] has presented a deep learning model that provides a combination of CNN and two-way LSTM units. 

Comparing the proposed model to individual models has shown 9% improvement in forecasting performance. In reference 

[21] , a new hybrid forecasting approach based on Variable Mode Decomposition (VMD), Iterated Cumulative Sum of Squares 

(ICSS) and Bi-way Gated Regression Unit (BiGRU) method is proposed for algorithmic trading. Experimental results show 

that this hybrid forecasting approach can significantly improve forecasting performance. In reference [22] , they have proposed 

an algorithmic trading system based on DC dynamic threshold and reinforcement learning model. The proposed trading strategy 

is trained using the Q learning algorithm to find an optimal trading rule. This strategy is evaluated on real stock market data. 

The results have shown that it has improved trading efficiency and Sharpe ratio index. Research[23] uses deep learning methods 

to forecast the closing prices of MAPNA and Toucaril shares on the Tehran Stock Exchange. It develops One-dimensional 

Convolutional Neural Networks (1DCNN), Long Short-Term Memory (LSTM) networks and a combined CNN-LSTM model 

for stock price estimation. The efficiency of these techniques is determined using various metrics.  Study[24] proposes a hybrid 

deep learning model, the CNN-LSTM which combines the 2D-CNN for image processing with the LSTM network for 

managing image sequences and classification. They transformed the top technical indicators from financial time series in to 

images for 21 different days. From the approach of stock market forecasting and intelligent decision-making process, reseach 

[25] shows the possibility of Deep Reinforcement Learning in financial markets and advantages of strategic decision-making. 

 

PROPOSED METHOD 

A conceptual framework of the research method is illustrated in FIGURE 1. As shown, the CNN deep learning classification 

provides a set of output after receiving inputs. The inputs of this model are the indicators of specific stock, along with a 

prediction of these indicators using the long-short-term memory (LSTM) algorithm. The output of the model includes the buy 

or sell signal.  

stock Indicators

Prediction of Stock 

Indicators

Features Classification

Buy

Sell

OR

LSTM

CNN

 
FIGURE 1 

 A CONCEPTUAL FRAMEWORK OE THE RESEARCH METHOD 

 
I. Long Short-Term Memory (LSTM) Network 

LSTM algorithm has a Recurrent Artificial Neural Network (RNN) architecture [26]. Unlike the common feed forward neural 

networks, LSTM has feedback connections; this allows the network to process not only single data points (such as images) but 

also entire data sequences (such as speech or video). For example, LSTM can be used for handwriting classification, speech 

recognition and anomaly detection in network traffic [27]. A common LSTM unit consists of a cell, including of an input, an 

output and a forget gate. FIGURE 2 illustrates the architecture of a unit cell in LSTM network. There are the following 

relationships established in LSTM network cell [28]: 

)1) 

 

𝑓𝑡 = 𝜎𝑔(𝑊𝑓𝑥𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓)  

𝑖𝑡 = 𝜎𝑔(𝑊𝑖𝑥𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖)  

𝑜𝑡 = 𝜎𝑔(𝑊𝑜𝑥𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜)  

�̃�𝑡 = 𝜎𝑐(𝑊𝑐𝑥𝑡 + 𝑈𝑐ℎ𝑡−1 + 𝑏𝑐)  

𝑐𝑡 = 𝑓𝑡 ∘ 𝑐𝑡−1 + 𝑖𝑡 ∘ �̃�𝑡  

ℎ𝑡 = 𝑜𝑡 ∘ 𝜎ℎ(𝑐𝑡)  

The initial values of 𝑐0 = 0 and ℎ0 = 0 and the operator ∘ represents the Hadamard product (element by element). The subscript 

𝑡 represents time steps. In Equation no.1 𝑥𝑡 ∈ ℝ𝑑 is the input vector of the LSTM unit, 𝑓𝑡 ∈ ℝℎ is the activation vector of forget 

gate, 𝑖𝑡 ∈ ℝℎ is the activation vector of input/update gate, 𝑜𝑡 ∈ ℝℎ is hidden state vector, ℎ𝑡 ∈ ℝℎ is also known as the output 

vector of the LSTM unit, �̃�𝑡 ∈ ℝℎ is the cell input activation vector, 𝑐𝑡 ∈ ℝℎ is the cell state vector, and 𝑊 ∈ ℝℎ×𝑑 , 𝑈 ∈ ℝℎ×ℎ 
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and 𝑏 ∈ ℝℎ are weight and skew (bias) matrices, respectively. These values are determined in the learning process. In these 

equations, the superscripts 𝑑 and ℎ represent the number of input features and the number of hidden units, 𝜎𝑔 is the sigmoid 

activation function, and 𝜎𝑐 and 𝜎ℎ are hyperbolic tangent activation functions. 

 
FIGURE 2 

LSTM NETWORK CELL ARCHITECTURE  

 
II. Convolutional Neural Network(CNN) 

In CNN, the hidden layers include the layers that perform the convolution. Typically, this consists a layer that performs an 

inner multiplication of the convolution kernel with the layer input matrix. The activation function is usually ReLU. The 

convolution operation produces a feature map, which contributes to the next layer. It should be noted that there are also 

aggregation layers, fully connected layers and normalization layers[29]. Figure 3 illustrates an example of a convolutional 

neural network. 

 

 
FIGURE 3 

 AN EXAMPLE OF A CONVOLUTIONAL NEURAL NETWORK 
 

 Convolution layer 

A convolutional layer in CNN generally has the following characteristics: 

- Convolution filters/kernels that have been defined by width and height. 

- Input channels and output channels. 

- Additional hyper parameters of the convolution operator, such as padding, stepping and dilation. 

Convolution layers convolute input and pass the result to the next layer. The fully connected feedforward neural networks can 

be used to learn features and classify data. In addition, convolutional neural networks are ideal for data with a lattice-like 

topology (e.g., images) because the spatial relationships between the individual features are considered during convolution 

and/or aggregation. 
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 Aggregation layer 

Convolutional networks may include local/global aggregation layers along with traditional convolutional layers. Aggregation 

layers reduce data dimensionality by combining the outputs into a single neuron. Local aggregation is a combination of small 

clusters and is usually applied with clusters of size 2 × 2. The global aggregation operates on all feature-mapped neurons [30] 

 Fully connected layer 

Fully connected layers connect each neuron to every other neuron in the next layer. This layer is the traditional multilayer 

perceptron (MLP) neural network. The planar matrix passes through a fully connected layer to classify the images. 

 Evaluation process  

In the following, each step of the model execution process is presented separately. First, the OHLC data and candidate stocks 

are recorded and missing data are removed. Then the data is divided into two states of learning and testing. In this research, the 

learning state includes 750 observations leading to the first collected test data and the testing state consists of 250 observations 

leading to the last collected data. The software used for data modeling and analysis is MATLAB software. In general, the steps 

of the data analysis process are as follows.  

Step 1: In this step, contribution indicators for the learning state are extracted. In the literature, four types of indicators have 

been considered: trend indicators, momentum or oscillator indicators, volume indicators and volatility indicators. Using all the 

indicators increases calculations and sometimes leads to the overestimation or underestimation. Therefore, this research used 

the feature selection method to select the proper indicators to implement the classification process. 

Step 2: In order to select the appropriate indicators, the ECFS feature selection method has been used. The output of a feature 

selection model includes the priority of each indicator. First, the ECFS algorithm was run for each candidate stock and the 

eigenvector value was determined for each indicator. Then, the average of the values for each indicator was used to determine 

the priority of each indicator. Pebble diagram analysis was used to determine the number of screened features to continue the 

investigation.  

Step 3: In this step, an LSTM network is trained for each indicator that is selected. FIGURE 4 illustrates the architecture of 

this network. The input layer includes time series sequence input. The next layer is the LSTM layer. For this layer, one hundred 

hidden units are considered. The following layer is a fully connected layer that connects the LSTM layer to the output or the 

regression layer. 

 
FIGURE 4 

LONG-SHORT-TERM MEMORY NETWORK ARCHITECTURE 

 
Step 4: In this step, each indicator is predicted for the learning time horizon of the CNN neural network. The input structure, 

which includes the indicators and prediction of stock values using the LSTM model, is converted into a CNN input matrix as 

follows. In this matrix, 𝒊𝑴𝑵 is the 𝑴𝐭𝐡 indicator by considering the length of 𝑵 𝐚𝐧𝐝 𝒓𝑵 is the forecast of the next 𝑵𝒕𝒉 day using 

the LSTM model. 

(2) 

 

[
 
 
 
 
𝑖11 𝑖12 … 𝑖1𝑁

𝑖21 𝑖22 … 𝑖2𝑁

… … … …
𝑖𝑀1 𝑖𝑀2 … 𝑖𝑀𝑁

𝑟1 𝑟2 … 𝑟𝑁 ]
 
 
 
 

  

Step 5:  In the proposed CNN model of this research, the output of the model (or dependent variable) is the buy or sell signal 

for a share. A zigzag indicator is used to determine buy or sell signal. This indicator shows the price trend in zigzag lines. 
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Step 6: In this step, the convolutional neural network is trained. Common filter sizes used for convolutional layers are 3 x 3, 5 

x 5 and 7 x 7 for medium or small-size images. In addition, 2 x 2 or 3 x 3 filter sizes are used for Max-Pooling parameters. 

Step 7: The trained algorithm should be checked by the test data. The indicators are the same indicators that were extracted 

during the learning state. 

Step 8: Similar to Step 3 of the learning process, calculated indicators in previous step are predicted to design the inputs of the 

CNN network.  

Step 9: In this step, buy/sell signal is issued. In other words, the convolutional neural network inputs that include indicators 

and their forecasts are entered into the network, and the buy/sell signal is issued as the output (forecast) of the network. 

Step 10: After issuing a buy/sell signal for the test period, the ability of the proposed algorithmic trading model can be 

evaluated. For this purpose, the accuracy is checked from the following equation:  

Algorithm accuracy = number of correct signals/total issued signals 

Step 11: In this step, as shown in FIGURE 5, the proposed LSTM-CNN algorithmic trading model is compared with three 

competing models. RNN-CNN model, LSTM-MLP model and RNN-MLP model. 

OHLC Stock data
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to Predict Indicators
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Indicators for The 

Input Design of CNN 
Classification Model

CNN model 

training
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FIGURE 5 

THE DEVELOPING PROCESS OF THE RESEARCH MODEL 

 

 Case study and data collection 

In order to evaluate the proposed model and show the managerial implications of this research, the data of five selected stocks 

which are presented in the list of top 50 companies have been used. The daily adjusted data for the first price, the highest price, 

the lowest price, the final price and trading volume are available at least for recent five years. The selected stocks are: Femeli 

(National Copper Industries Of Iran), Khodro (Iran Khodro), Shapena (Isfahan Oil Refinery), Vaghadir (Ghadir Investment), 

and Vebasadr (Iran Saderat Bank). The data is extracted from the Tehran Stock Exchange website using TSE client software. 

III. EVALUATION RESULTS 

TABLE 1, shows the results of the ECFS algorithm implementation and eigenvalues for each of the stocks and indicators. 

These results determine the rank of each indicator.  
TABLE1 

 RESULTS OF THE FEATURE SELECTION MODEL 

Indicator Vebsader Vaghadir  Khodro Femeli Shapena Average 

MACD Line 0.1151 0.1238 0.1214 0.1116 0.1205 0.1185 

MACD Signal Line 0.1169 0.1190 0.1211 0.1170 0.1185 0.1185 

Acceleration 0.1141 0.1171 0.1169 0.1145 0.1180 0.1161 

Momentom of High Price 0.2459 0.2319 0.2358 0.2484 0.2132 0.2350 

Momentom of Low Price 0.1650 0.1603 0.1603 0.1729 0.1537 0.1624 
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RSI 0.1650 0.1603 0.1603 0.1729 0.1537 0.1624 

Highest High 0.1338 0.1320 0.1346 0.1416 0.1349 0.1354 

Lowest Low 0.1304 0.1353 0.1363 0.1226 0.1331 0.1315 

Chaikin Oscillator 0.1418 0.1439 0.1389 0.1468 0.1379 0.1419 

Accumulation/Distribution Line 0.1693 0.1516 0.1500 0.1628 0.1342 0.1536 

Accumulation/Distribution Oscilator 0.1560 0.1442 0.1409 0.1443 0.1308 0.1432 

Chaikin Volatility 0.1297 0.1213 0.1155 0.1128 0.1305 0.1220 

Negative Volume Index 0.1125 0.1245 0.1168 0.1123 0.1201 0.1172 

Positive Volume Index 0.1186 0.1195 0.1179 0.1128 0.1205 0.1179 

On Balance Volume 0.1556 0.1499 0.1830 0.1892 0.1411 0.1638 

MiddleBollinger 0.1236 0.1167 0.1187 0.1126 0.1202 0.1184 

Lower Bollinger 0.1168 0.1175 0.1180 0.1136 0.1192 0.1170 

Upper Bollinger 0.1249 0.1181 0.1206 0.1143 0.1188 0.1193 

Price Rate-of-Change 0.1204 0.1172 0.1179 0.1135 0.1194 0.1177 

Price and Volume Trend 0.1258 0.1176 0.1191 0.1142 0.1202 0.1194 

Volume Rate-of-Change 0.1136 0.1180 0.1175 0.1133 0.1205 0.1166 

Stochastic %K 0.6923 0.7068 0.7028 0.6928 0.6234 0.6836 

Stochastic % D 0.1382 0.1234 0.1318 0.1255 0.3858 0.1809 

Weighted Closing Prices 0.1151 0.1174 0.1182 0.1136 0.1207 0.1170 

Williams Accumulation/Distribution line 

High 

0.1320 0.1378 0.1255 0.1392 0.1348 0.1339 

Williams Accumulation/Distribution line 

Low 

0.1175 0.1173 0.1182 0.1136 0.1207 0.1174 

Williams Accumulation/Distribution line 

Close 

0.1119 0.1213 0.1176 0.1149 0.1227 0.1177 

Mdian Price 0.1621 0.1598 0.1548 0.1732 0.1519 0.1604 

 
The Pebble diagram and the percentage description have been used to determine the number of selected features. FIGURE 6 

shows this diagram. Six features with high-priority describe at least 90% of the independent variable. Therefore, these six 

features enter the next stage as the output of the feature selection model. These are Stochastic %K, Stochastic % D, Momentom 

of Low Price, Momentom of High Price, OBV and RSI. 
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FIGURE 6  

PEBBLE DIAGRAM FOR SPECIAL VECTOR VALUES OF INDICATORS 

 
FIGURE 7 shows the learning process of the LSTM model for each of the Vebsader stock indicators. For the other stocks, the 

same process is followed. As can be seen, the value of RMSE in the iterations of the LSTM model has decreased and stabilized 

over time. FIGURE 8 shows the diagram of the learning process (right) and confusion matrix (left) of the LSTM-CNN model 

for Vebsader stock. The accuracy of the CNN model is stable after 600 iterations and the final learning accuracy is about 82%. 

FIGURE 9 shows the diagram of the trading process (right) and accuracy of issued signals (left) for Vebsader stock with the 

LSTM-CNN model. Buy signal and correct signal are shown in green and sell signal and false signal are shown in red. 

 

  
Stochastic %D Stochastic %K 

  
Momentum High Price Momentum Low Price 

  
RSI OBV 

FIGURE  7 
LSTM MODEL LEARNING PROCESS DIAGRAM FOR EACH OF THE VEBSADER STOCK INDICATORS 
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FIGURE  8 

DIAGRAM OF THE LEARNING PROCESS (RIGHT) AND CONFUSION MATRIX (LEFT) OF THE LSTM-CNN Model For Vebsader Stock 

 

 

  
FIGURE  9 

 DIAGRAM OF THE TRADING PROCESS (RIGHT) AND THE ACCURACY OF THE ISSUED SIGNALS (LEFT) FOR THE VEBSADER STOCK 

WITH THE LSTM-CNN MODEL 

 
FIGURE 10 shows the learning process diagram (right) and confusion matrix (left) of the LSTM-MLP model for the Vebsader 

stock. As can be seen, the model has reached the minimum value of mean square error (MSE) in the third epochs. In addition, 

the left diagram shows the confusion matrix and according to it, the model accuracy is 72%. 

  
FIGURE 10 

DIAGRAM OF THE LEARNING PROCESS (RIGHT) AND CONFUSION MATRIX (LEFT) OF THE LSTM-MLP MODEL FOR VEBSADER STOCK 

 

Vebsader Vebsader 
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 FIGURE 11 shows the trading process diagram (right) and the precision of the issued signals (left) for the Vebsader stock with 

the LSTM-MLP model.  

  
FIGURE 11 

 DIAGRAM OF THE TRADING PROCESS (RIGHT) AND THE ACCURACY OF THE ISSUED SIGNAL (LEFT) FOR THE VEBSADER STOCK 
WITH THE LSTM-MLP MODEL 

 
FIGURE 12 illustrates the learning process diagram of the RNN model for each Vebsader stock indicators. As can be seen, the 

indicators reached the minimum MSE value at different stages of the learning process(epochs).  

  
Stochastic %D Stochastic %K 

  
Momentum High Price Momentum Low Price 

Vebsader Vebsader 
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RSI OBV 

FIGURE 12 
 DIAGRAM OF THE LEARNING PROCESS FOR THE RNN MODEL IN EACH OF VEBSADER STOCK INDICATORS 

 
FIGURE  13 shows the learning process of the RNN-CNN model, and the model accuracy is stable at 75%.  

 
 

FIGURE  13 

DIAGRAM OF THE LEARNING PROCESS PROCESS (RIGHT) AND THE CONFUSION MATRIX (LEFT)FOR  THE RNN-CNN MODEL FOR 
VEBSADER STOCK 

 FIGURE 14 illustrates the diagram of the trading process (right) and the accuracy of the issued signals (left) for the Vebsader 

in the RNN-CNN model.  

 
 

FIGURE  14 

DIAGRAM OF THE TRADING PROCESS (RIGHT) AND THE ACCURACY OF THE ISSUED SIGNALS (LEFT) FOR VEBSADER STOCK IN RNN-

CNN MODEL 

 

Vebsader Vebsader 
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FIGURE 15 shows the diagram of the learning process (right) and confusion matrix (left) of the RNN-MLP model for Vebsader 

stock. As can be seen, the MLP model has reached the minimum value of mean square error (MSE) in the 13 th epochs and 

accuracy is 75.2%. 

  
FIGURE 15 

 LEARNING PROCESS DIAGRAM (RIGHT) AND CONFUSION MATRIX (LEFT) OF THE RNN-MLP MODEL FOR VEBSADER STOCK 

FIGURE 16 shows the diagram of the trading process (right) and the accuracy of issued signals (left) for Vebsader stock with 

the RNN-MLP model. 

 

  
FIGURE  16 

DIAGRAM OF THE TRADING PROCESS (RIGHT) AND THE ACCURACY OF THE ISSUED SIGNALS (LEFT) FOR THE VEBSADER STOCK 
MODEL IN  RNN-MLP MODEL 

 
Table 2 shows the performance results of RNN and LSTM neural networks in the learning state. These results are shown based 

on the RMSE index for each indicator. As can be seen, the performance of the LSTM method is better than the RNN method 

for all the indicators.  

TABLE 2 

 THE PERFORMANCE RESULTS OF RNN AND LSTM NEURAL NETWORKS IN THE LEARNING STATE(RMSE) 

stock RNN 

Stochastic 

%D 

Stochastic 

%K 

Momentum 

High Price 

Momentum 

Low Price 

RSI OBV 

Vebsader 0.5269 0.2938 0.4222 0.5092 0.3155 0.0410 

Vaghadir  0.5658 0.3144 0.4053 0.4354 0.3377 0.1401 

Khodro 0.5498 0.3096 0.4380 0.4578 0.3456 0.3516 

Femeli 0.7025 0.5747 0.6691 0.7725 0.6539 0.2770 

Shapena 0.5097 0.2879 0.3457 0.4882 0.3297 0.1749 

stock LSTM 

Stochastic 
%D 

Stochastic 
%K 

Momentum 
High Price 

Momentum 
Low Price 

RSI OBV 

Vebsader 0.1898 0.1674 0.0741 0.2151 0.1253 0.0198 

Vebsader Vebsader 
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Vaghadir  0.2264 0.2034 0.2555 0.1722 0.1463 0.0365 

Khodro 0.2756 0.1724 0.2460 0.2650 0.1568 0.0005 

Femeli 0.2565 0.2554 0.1705 0.3249 0.1437 0.0459 

Shapena 0.2264 0.1571 0.1668 0.2564 0.1166 0.0005 

 
Table 3 shows the performance results of combined algorithms in the learning state, including LSTM-CNN, LSTM-MLP, 

RNN-CNN and RNN-MLP algorithms. As can be seen, the accuracy of the combined LSTM-CNN method is higher than the 

other combined methods in 4 out of 5 investigated stocks. Only in Vaghadir stocks the combined RNN-MLP method obtained 

higher accuracy with a small difference from the LSTM-CNN method. Therefore, the ability of the combined LSTM-CNN 

method to learn the buying and selling signal is better than the other methods, approximately.  
 

TABLE 3 
PERFORMANCE RESULTS OF COMBINED ALGORITHMS IN THE LEARNING STATE(ACCURACY) 

stock LSTM-CNN LSTM-MLP RNN-CNN RNN-MLP 

Vebsader 82.1 72.6 75.6 75.2 

Vaghadir  76.6 66.9 71.3 77.6 

Khodro 85.9 75.6 80.7 77.1 

Femeli 84.5 65.6 72.7 72.4 

Shapena 83.4 63.5 76.1 76.8 

 
Table 4 shows the performance results of the combined algorithms in the testing state. As the same, the performance of the 

combined LSTM-CNN method has achieved the highest accuracy among the other methods. From a general view, the use of 

deep learning model (LSTM) for stock indicator, forecasting or buying and selling classification can have acceptable 

performance. 
TABLE 4 

 PERFORMANCE RESULTS OF THE COMBINED ALGORITHMS IN THE TESTING STATE(ACCURACY) 

stock LSTM-CNN LSTM-MLP RNN-CNN RNN-MLP 

Vebsader 74.5667 67.0465 62.4000 56.8444 

Vaghadir  58.8583 56.9455 46.8444 49.0667 

Khodro 66.7889 47.8545 60.1778 53.5111 

Femeli 65.6320 56.9455 56.8444 60.1629 

Shapena 70.6938 60.9859 62.4000 65.3485 

 
Proposed algorithmic trading system is presented in  FIGURE 17. As can be shown, the price data of OHLC is stored in the 

database first. Then, the desired stock indicators that have been screened using the feature selection algorithm are calculated. 

The LSTM algorithm forecasts these indicators. The values of the indicators and their forecasts are entered into the model as 

inputs to the CNN algorithm. Finally, the CNN algorithm determines the buying or selling action.  

OHLC Prices

Calculation of selected 

indicators using feature 

selection

Prediction of calculated 

indicators using LSTM 

model

Designing input feature of 

CNN model using indicators 

and their prediction

IndicatorLSTMFeature Design

buy or Sell

Action

Determining buy/sell action 

considering indicators and 

predicting them as features 

of CNN model

CNN

 
FIGURE 17 

  PROPOSED ALGORITHMIC TRADING SYSTEM 

 

CONCLUSION 

In recent years, modeling financial markets based on artificial intelligence methods has gained the attention of many reserchers. 

Artificial intelligence allows for breaking big data hidden and invisible patterns and extracting valuable information. These 

markets can benefit from data mining, artificial intelligence and machine learning methods. This study focuses on using and 

evaluating a hybrid method based on artificial intelligence for modeling price and stock indicators for algorithmic trading 

systems. According to this study, deep learning models(LSTM) are more efficient than the surface neural network 

models(RNN). It shows a higher performance in predicting time series indicators and determining buy/sell signals. The results 

of this research, which was evaluated at the Tehran Stock Exchange as a case study. The following practical findings and 

recommendations can be made to market participants to improve the investment process in this market: 
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 Using models based on artificial intelligence in the Tehran Stock Exchange market can increase trading efficiency and 

reduce trading errors to an acceptable level. Therefore, it is recommended for capital market actors, including portfolio 

managers, investment companies and retail traders, focus more on using these approaches. 

 Since models based on artificial intelligence are always dependent on the data, in this field are advised to design the 

trading system based on coherent and up-to-date databases. Therefore, the various possibilities created in the market in 

the latest time have to be provided for the trading system. 

The research can be developed in various aspects to consider some limitations of this study, as follows: 

 Explore Alternative AI Models: This study utilized LSTM and CNN algorithms to model the financial market. Future 

research could explore other deep learning models, such as Bi-Directional LSTM or Deep MLP models for comparative 

analysis. 

 Optimize Model Parameters: The performance of deep learning models can be improved by optimizing their 

parameters using meta-heuristic algorithms, such as genetic algorithms. Future research could benefit from this approach 

and compare the results obtained with this study. 

 Broaden Market Scope: This research investigated only a subset of market shares. Future studies could process larger 

or more diverse datasets or other financial markets to evaluate the entire market and enable a comprehensive comparison 

of the performance of different algorithms. 
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