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Accepted: 03 October 2015 The main purpose of this paper was to introduce an efficient

algorithm for fault identification in fruits images. First,
input image was de-noised using the combination of Block
Matching and 3D filtering (BM3D) and Principle Component
Analysis (PCA) model. Afterward, in order to reduce the size
of images and increase the execution speed, refined Discrete
Cosine Transform (DCT) algorithm was utilized. Finally, for
segmentation, fuzzy clustering algorithm with spatial information
was applied on the compressed image. Implementation results
in MATLAB environment and based on the gathered data
showed that the proposed algorithm contains a good capability
in de-noising. Also, in the proposed method, identification
accuracy of faulty regions in fruit was higher than other methods.
The major advantage of the proposed method was its high
speed which makes it appropriate for real time applications. 

Ab
st
ra
ct

International Journal of Agricultural Management and Development  (IJAMAD)
Available online on: www.ijamad.iaurasht.ac.ir
ISSN: 2159-5852 (Print)
ISSN:2159-5860 (Online)

Department of Electrical Engineering, Rasht Branch, Islamic Azad University, Rasht, Iran.
* Corresponding author’s email: saberkari@iaurasht.ac.ir



In
te

rn
at

io
na

l J
ou

rn
al

 o
f A

gr
ic

ul
tu

ra
l M

an
ag

em
en

t a
nd

 D
ev

el
op

m
en

t, 
6(

2)
: 1

81
-1

92
, J

un
e,

 2
01

6.

182

INTRODUCTION
In recent decades, image processing systems

have been used in order to automatically control
many processes and analyze them in different
fields such as food, agriculture, and pharmacy
and textile industry. Among them, one of the
most popular applications of image processing
and machine vision is the quality inspection of
agricultural products such as fruits and vegetables
based on shape, color, and the fault in them
(Arumugam et al., 2011). For judging the quality
of this type of agricultural products, machine
vision systems use digital cameras to take
images, and then these images are analyzed
through image processing systems (Abbot, 1999). 

Among variety of agricultural products, apple
suffers from so many faults. This fruit contains
so many changes in skin color. Based on the
market standard published by the European
commission, apple quality depends on the size,
color, shape and presence/absence of fault in it
(Izadbakhshi and Javadikia, 2014). Traditionally,
spoiled fruits are separated from high definition
ones by manpower, which is very tedious and
time-consuming (Malamas et al., 2003). Thus,
mechanizing this process using image processing
systems leads to increase the identification speed
and in the same time, error cancelation and ac-
curacy growth (Brosnan and Sun, 2002; Graves
and Batchelor, 2003). Identifying healthy fruits
from faulty ones faces major challenges, which
some of them are (Hills, 1995; Halls et al., 1998):

• Lighting conditions when imaging the fruit:
Create shadow or lighting spots on the fruit due
to glossy surface of fruits,

• Inappropriate background for the fruit when
imaging: If the background has different colors
or the same color as the fruit, fruit identification
and also finding faulty regions becomes difficult, 

• Different fruits in one image: In an image
containing different fruits with different colors,
finding fruits from the background gets difficult.
For this reason, this condition is considered
that there must be just a single type of fruit, and

• Appearance change of some fruits: This
problem causes different distributions of color
in different spots of the fruit, which causes
problem while extracting feature out of it. 

A variety of algorithms is proposed for fruit fault
identification in references. (Linker et al., 2012)
proposed an algorithm to estimate the number of
apples in color images of gardens under natural
light which consists of four min steps; identifying
pixels that belong to apples with high probability,
using color and smoothness, forming and devel-
oping core areas which are interconnected sets
belonging to apples with high probability, and
partitioning these seed areas into disordered parts
and arcs, and combining these arcs and comparing
the obtained circles with a simple model of an
apple. Although the algorithm correctly detects
more than 85 percent of visible apples in images,
straight light and color saturation leads to so
many positive detections. (Payne et al., 2013)
proposed a method to estimate mango crop using
image analysis. This method is for counting
mango from daily images of individual trees for
machine vision goals based on estimating the
mango tree crops. Images of mango trees are
taken in a three-day period, three weeks before
the commercial harvest. Fruits of one of each 15
tress are counted manual, and these trees are
imaged from four sides. Correlation between
number of trees and manual counting is strong
(for two sides). Five hundred fifty five trees are
imaged from one side. In these images, pixels
are partitioned using color partitioning in RGB
color space and YCbCr color space. The obtained
pallets have been counted to achieve the number
of mangos in images. Algorithm efficiency reduces
with increasing the number of fruits of tree and
when imaging in terms of direct sunlight. (Mizushi-
ma and Lu, 2013) presented a segmentation
method to arrange apples and classify it using
Otsu method and support vector machine (SVM)
classifier. This method consists of three sections;
color separation using linear SVM, color image
transformation into gray-scale and automatic and
adjustable segmentation using Otsu algorithm.
This method requires the minimum number of
training data. Also it prevents challenges that
fruit color and light conditions changes can bring.
(Ramano et al., 2012) applied laser light and
digital images combination to estimate the moist
content and color in sweet pepper. Optical devices
are increasingly used for more accuracy and

Accurate Fruits Fault Detection in Agricultural Products / Saberkari
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faster access when monitoring the quality of
agricultural products. The main work done by
is evaluation using charge-coupled device (CCD)
camera along with light-emitting diode (LEDs)
which their radiation wavelength is 532 nm and
632 nm, respectively. So the changes in moist
content of green, yellow and red sweet pepper
can be analyzed during the drying process. Results
show that diffusion area and light intensity have
the ability to predict moist content of sweet pepper
during drying. In addition, light diffusion changes
in accordance with different depths in the surface
that the picture is taken. Also the result that a
change in tissue structure may make photons
scatter over the surface and change distribution
levels was achieved. (Moradi et al., 2011) used
the statistical histogram based on fuzzy-C means
(FCM) to identify fault of apple. First, the input
image is transformed from RGB workspace
into   workspace. After that, shape of the fruit is
extracted by active contour model (ACM).
Finally, the image is partitioned by SHFCM al-
gorithm. Experimental results displays that FCM
and SHFCM have equal number of repeat times
to complete the process of partitioning and their
results are the same. However, proposed SHFCM
algorithm has a higher speed than the standard
FCM. The accuracy of the proposed algorithm
about resulting images for FCM and SHFCM
are 91 percent and 96 percent for intact pixels
and defective pixels, respectively. But the
problem of this algorithm is its high computation
complexity because of using active contour
model, and an optimal algorithm is required to
minimize energy in active contour model. In
the other work done by (Moradi et al., 2012),

expectation-maximization (EM) segmentation
algorithm is used for fault identification in
apple. In this method, the input image is trans-
formed from RGB workspace into   workspace.
Then, fruit shape is extracted by ACM. Eventually,
image is partitioned by SHEM algorithm. Results
indicate that EM and SHEM show pretty equal
performances with equal repeats. The discussed
SHEM algorithm spends less time than standard
EM algorithm. The accuracy of the proposed
algorithm for EM and SHEM are respectively
91.72 percent and 94.86 percent for intact pixels
and defective pixels (Rakun et al., 2011). 

In this paper, an optimal algorithm is presented
in order to fault identification in fruit images.
First, input image is de-noised using black matching
and 3D filtering (BM3D) and principle component
analysis (PCA) combined model. Then, modified
version of discrete cosine transform (DCT) algo-
rithm is used in order to reduce image size and
increase speed of the segmentation task. Finally
in partitioning stage, we have used the fuzzy
clustering algorithm based on the spatial information
of neighboring pixels in the compressed image.

The rest of the paper is as follows: In Section 2,
materials and methods used in this paper is presented
which consist of our proposed algorithm and its
different steps. Implementation results consisting
of two experimental phases on gathered data by
the author is expressed in Section 3. Finally, Section
4 includes the conclusion of the paper.

MATERIALS AND METHODS
Figure 1 shows block diagram of the proposed

algorithm. Different steps of the raised algorithm
are as follows, which will be explained:

Accurate Fruits Fault Detection in Agricultural Products / Saberkari

Figure 1: Block diagram of the proposed algorithm
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• Preprocessing step in order to remove noise
using BM3D and PCA combined algorithm,

• Image compression to reduce its size, and
• Fault identification using fuzzy clustering

algorithm with spatial data.

Preprocessing stage to De-Noise using BM3D
and PCA Combined Algorithm

In the presented algorithm, BM3D and PCA
combined model (Dabov et al., 2009) is used to
de-noise the image. This model is demonstrated
in Figure 2. Assume that the input image is de-
molished by additive white Gaussian noise with
average of zero and variance of σ2. The input
image is scanned array, and for each processed
pixel, the following procedure is applied:

• For each pixel being processed, adaptive-
shape neighborhood with the centrality of the
pixel can be found using eight-fold LPA-ICI
model based on (Foi et al., 2007). The neigh-
borhood is located within a square block of a
fixed size. This block is called reference block.
The number of pixels in the neighborhood is
shown by Nel, 

• Blocks similar to the reference block are
found using block-matching method and using
the method mentioned in the previous step, we
extract the adaptive-shape neighborhood from
each one of these matching blocks. The number
of matching blocks are shown by Ngr, 

• Determining a conversion and applying it
on adaptive-shape neighborhoods. For this pur-
pose, we consider a threshold level () and

review two states:
1) If the ratio is Ngr/Nel ≥, this means that an

acceptable number of neighboring pixels are
selected to estimate PCA matrix. Eigenvectors
of this matrix form base vectors of PCA. Thus
in this step, only eigenvectors (which the eigen-
values corresponding to them are higher than
the defined threshold level), are selected. 

2) If the ratio is Ngr/Nel <, it means that a suf-
ficient number of similar neighboring pixels are
not selected as training data for PCA model. Thus,
a certain amount is selected for eigenvector.

• Forming a three-dimensional array by connecting
adaptive-shape neighborhoods (min Ngr, N2) with
the block reference that has the highest similarity.
is a fixed parameter which limits the number of
filtered neighborhoods. 

• Applying the transformation used in step (3)
to each one of adaptive-shape neighborhood groups.
In this step, A one-dimensional orthogonal trans-
formation (such as wavelet transformation) is also
applied to each one of three-dimensional groups,

• Applying hard-thresholding to three-dimen-
sional spectrum in order to shrinkage the image,

• Applying a three-dimensional reverse trans-
formation from step (5) to find estimations in
each of adaptive-shape neighborhood groups, and

• Returning obtained estimations to their
original positions using weighed averaging.

Compressing the De-Noised image to reduce
its size

The size of the de-noised original image is

Accurate Fruits Fault Detection in Agricultural Products / Saberkari

Figure 2: Block diagram of the proposed De-Noising algorithm
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3264×1836, which must be compressed. The
size of the input image is reduced because it is
very high and heavily increases computational
cost in the next steps. In this study, in addition
to accurately identify faulty areas of fruits,
being a real-time system contains a great im-
portance. In this paper, method presented by
has been proposed which is based on the
improved version of DCT transform to compress
de-noised image. DCT transformation is mainly
used for compressing signals and images due to
energy savings and lack of correlation of samples.
More details of this algorithm are explained by
(Saberkari and Shamsi, 2012).

Fault identification using fuzzy clustering al-
gorithm with spatial neighboring information

In this paper, fuzzy clustering algorithm
(Bezdek, 1987) with spatial information is
applied for segmenting the compressed images.
Fuzzy clustering algorithm allocates pixels to
classes by adapting the fuzzy membership func-
tions. Assume that X= (x1, x2,...xn) is an image
with N pixels which belongs to c cluster. Fuzzy
clustering algorithm attempts to perform seg-
mentation by minimizing cost function. Cost
function in this algorithm is defined as follows:

(1)

which V=[v1, v2,…,vc] is cluster center vector
and N is the number of input data. ij Shows
membership of xj pixel in ith cluster. Also, m is
constant number which controls fuzziness of
partitions. In our proposed algorithm, m changes
from 1.2 to 5. Euclidean distance norm (||.||)
which is the distance between pixels and average
of clusters is achieved as:

(2)
where AD is a diagonal matrix defined as:

(3)

The deviation of xk from vi can be seen from
equation (3). Equation (1) can be rewritten
using Lagrange multipliers as follows:

(4)

Considering above equation and the conditions
D2

ikA>0,i, k and m>1, the cost function is min-
imized. Therefore, the memberships function
and cluster center are updated as follows:

(5)

The above equation displays   as weighted av-
erage of data points which belong to a cluster,
such as weighs are the membership matrixes. 

One of important characteristics of fruit images
is high intensity correlation between a pixel
and its neighbor pixels. In the other words,
these neighboring pixels have similar features;
in a way that the probability that a certain pixel
belongs to neighboring pixels class is high.
Considering the importance of spatial dependence,
the need to enter a locative parameter in seg-
mentation algorithms based on intensity appears.
Therefore, we enter hij spatial function into
fuzzy clustering algorithm and call it fuzzy
clustering algorithm with spatial information
(Saberkari et al., 2015).

(6)

Nxj indicates a square window with centrality
of xj in spatial field, which in this article a 5×5
window is used. If majority of neighborhoods
of a pixel belong to the same class, then, spatial
function hij will be maximum for a central pixel.
Implementation process of fuzzy clustering al-
gorithm with spatial data is the same as fuzzy
clustering algorithm and its membership function
changes as below:

(7)

Accurate Fruits Fault Detection in Agricultural Products / Saberkari
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where p and q are control parameters of both
functions. In first step, like fuzzy clustering al-
gorithm, membership functions are computed.
In second step, membership function data is
mapped into spatial scope and then spatial func-
tion is computed out of it. The considerable
note is that in homogenous areas spatial function
is similar to original membership function. So,
clustering result does not change. But for pixels
containing noise, the equation above reduces
noisy cluster weight by labeling its neighboring
pixels. As a result, incorrectly classified pixels
are easily corrected from noisy areas. Fuzzy
clustering algorithm with spatial data is imple-
mented as the block diagram shown in Figure 3. 

RESULTES AND DISCUSSION
Image acquisition device used in this paper is

composed of a high resolution (2364×1836
pixels) monochrome digital camera, four inter-
ference band pass filters, a frame grabber, a dif-
fusely illuminated tunnel with two different
light sources, and a conveyor belt on which
fruits are placed. The filters are centered at 450,
500, 750, and 800 nm with the bandwidths of
80, 40, 80, and 50 nm, respectively This device
is capable of acquiring only one-view images
of fruits. Each of these one-view images was
composed of four filter images, which had to
be separated by alignment based on pattern
matching. All implementation stages of the pro-

Accurate Fruits Fault Detection in Agricultural Products / Saberkari

Figure 3: Block diagram of the modified-C means clustering
algorithm based on spatial neighboring Information
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posed algorithm are performed on a computer
with 3.4 GHz and the RAM memory of 1 GHz. 

Experiment I
In the first test, performance of the proposed

de-noising algorithm has been compared by the
other approaches. For this purpose, the following
two criteria have been used for quantitative
comparison. Also, some other de-noising algo-
rithms (BM3D, patch based global PCA (PGPCA)
and progressive image de-noising (PID) methods
proposed by (Charles et al., 2011) and (Knaus
and Zwicker, 2014), respectively) have been
implemented to compare the results.

Peak signal to noise ratio (PSNR): Peak signal
to noise ratio represents the ratio of maximum
possible power to noise power. Because many
signals have a wide dynamic range, this evaluation
criterion arises in the form of logarithm. This
criterion is often used to measure the quality of
images after reconstruction, the higher the amount
of the criterion, the higher the quality of recon-
structed image. The signal to noise ratio is
defined as the mean square error. If we show the
image without noise with I and the noisy image
with K, we have (Thu and Ghanbari, 2008):

(8)

where MAXI is the maximum possible pixel
value, and if image pixels are 8-bit, this value
will be 255; otherwise, equation (9) is used to
compute MAXI:

MAXI = 2B-1 (9)

Structural similarity (SSIM): This criterion is
a way to measure the similarity between two
images. This criterion is an improved version
of previous criterion and the difference is that it
considers noises and artifacts in the image as
changes in structural information. The structural
information is based on the idea that pixels spa-
tially close to each other are greatly dependent
on one another and this dependence contains
important information. SSIM criterion is defined

based on the following equation:

(10)

where x and x is the average of x and y, σ2x

and σ2y is the variance of x and y, respectively.
σxy is the covariance between x and y. c1 and c2

are two variables which is defined as, c1=(k1l)2,
c2=(k2l)2, respectively. The values of k1 and k2

are chosen as 0.01 and 0.03. Also, l is the
number of bits of pixel. 

In Figures 4, results of applying the proposed
de-noising algorithm on input images are given
for the different values of standard deviation.
As can be seen, noise is greatly removed at all
levels of standard deviation. 

In Tables 1 and 2, PSNR and SSIM values are
given in the proposed de-noising and BM3D-
PGPCA and PID algorithms for different standard
deviation values. The superiority of the proposed
algorithm in improving PSNR and SSIM pa-
rameters can be seen in these tables and also in
diagrams shown in Figures 5 and 6. For , PSNR
quantities are 35.9 and 35.69 in BM3D-PGPCA
and PID methods, respectively, while this value
is achieved 35.92 in the proposed algorithm.
This improvement is also observed for other
standard deviations. Similar results were obtained
in the SSIM parameter value. By choosing the
standard deviation equal to 10, the value of this
parameter in the proposed algorithm has improved
5.76 percent and 0.03 percent in comparison to
BM3D-PGPCA and PID methods, respectively.
There is similar superiority for SSIM parameter
in other standard deviation values.

Experiment II
In this test, the performance of our algorithm

is compared with other methods in identifying
the fruit fault. For this purpose, two following
evaluation criteria are utilized. Also two ap-
proaches, conventional FCM and Otsu algorithms,
are implemented. 

Segmentation matching factor (SMF): This
parameter measures pixel that have been
wrongly segmented and is defined as follows
(Ahmed et al., 2002):

Accurate Fruits Fault Detection in Agricultural Products / Saberkari
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De-Noised Image Original ImageDisrupted Image by AWGN

Figure 4: Results of applying the proposed De-Noising algorithm for different
levels of standard deviation
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(11)

where   and   are binary versions of segmented
and actual images. For SMF parameter we have:

• If SMF=100%, we have full matching of
images,

• If SMF > 50%, segmentation result is ac-
ceptable, and

• If SMF < 50%, segmentation result is weak. 
Concordance correlation (Pc): this criterion de-

termines the concordance between actual and seg-
mented images. This criterion is applied to evaluate
reproducibility of presented segmentation algorithms.

Accurate Fruits Fault Detection in Agricultural Products / Saberkari

PGPCA PID Proposed

PSNR (σ=5)

39.09 39.08 39.39

PSNR (σ=10)

35.09 35.65 35.92

PSNR (σ=15)

32.90 33.79 34.02

PSNR (σ=25)

29.67 31.36 31.56

PSNR (σ=40)

26.65 28.88 29.16

PSNR (σ=50)

25.40 27.66 27.99

Table 1: Quantitative amounts of PSNR achieved by applying the presented De-Noising algorithm and
comparing it with other methods

PGPCA PID Proposed

SSIM (σ=5)

0.94899 0.95686 0.95772

SSIM (σ=10)

0.8732 0.9232 0.92352

SSIM (σ=15)

32.90 0.89424 0.89562

SSIM (σ=25)

0.80685 0.83709 0.843

SSIM (σ=40)

0.59105 0.7538 0.77505

SSIM (σ=50)

0.53284 0.70451 0.73687

Table 2: Quantitative amounts of SSIM achieved by applying the presented De-Noising algorithm and
comparing it with other methods
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Pc is defined as (Lehmussola et al., 2006): 

(12)

where A and B are two samples, and  are
the average amounts, SA and SA standard deviation
of samples. The higher amount of Pc leads to
the better the performance of the algorithm. 

In figure 7, results of applying our algorithm

and also Otsu and FCM segmentation methods
in fault identification of fruit images are com-
pared. To assess the stability of the proposed
algorithm in dealing with noise, fruit image
have been destroyed with additive white Gauss-
ian noise with the signal to noise ratio of 1, 3,
5, 7 and 9 (dB). In Tables 3 and 4, amounts of
SMF and Pc are given for the proposed algo-
rithm, Otsu segmentation and FCM methods.
As seen, by increasing signal to noise ratio,

Accurate Fruits Fault Detection in Agricultural Products / Saberkari

Figure 5: PSNR versus different levels of
standard deviation of AWGN 

Figure 6: SSIM versus different levels of
standard deviation of AWGN 

Original Image Otsu Method FCM Method Proposed Algorithm

Figure 7: Results of performing the presented algorithm and comparing it with other methods in
fruit images
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SMF mount in the presented algorithm increases.
For instance, by choosing SNR value equal to
7, SMF parameter in the presented algorithm
improves by factor of 1.13 and 1.08 in com-
parison to Otsu and FCM, respectively. This
shows that the proposed algorithm has good
stability against noise.

CONCLUSION
A new segmentation algorithm has been pro-

posed in this paper to detect faults in the fruits.
The algorithm is consisted of three steps. First,
to eliminate the background noise, we have
used the combination of BM3D and PCA model.
Then, we have performed our new compression
approach to compress the de-noised image.
This leads to increase the execution speed. Fi-
nally, the modified version of fuzzy-C means
algorithm has been utilized to classify the pixels
into foreground and background regions. Sim-
ulation results showed that the accuracy of the
proposed algorithm is reached to 98.3% com-
pared to other methods. One of the major ad-
vantages of our algorithm is its high speed
characteristic which results in reduction of the
run process. This leads to implementation of
the hardware architecture of this algorithm to
design an on-line fruit fault embedded identifier
system. The other advantage is its stability rel-

ative to different levels of noise sources. As we
have calculated, our proposed algorithm has
the highest amounts of PSNR and SSIM pa-
rameters. Segmentation of different kinds of
fruits with different skin colors is one of our
major works for future.
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1
3
5
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