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Abstract 

Credit scoring is one of the fundamental concepts in bank industry, used for analyzing and 

evaluating the customers who request for facilities. Because of its importance to its 

profitability, especially in the developing countries, this study aims to propose a fuzzy 

cognitive mapping approach for analyzing the potential criteria in credit scoring of legal clients. 

This research is applied in terms of purpose and survey in terms of method. This research has 

been conducted in several steps. In the first step, after reviewing the literature, the important 

factors for scoring the bank's legal clients were identified and 29 criteria out of them were 

selected. In the next step, a primal evaluation of these criteria by 16 experts, resulted in the 12 

more important criteria (total debt ratio, return on assets, ratio of fixed assets to equity, average 

customer account, customer capital, the ratio of the deferred amount to current assets, 

ownership ratio (equity to total assets), amount of received facilities, borrowing capacity, 

amount of requested facility, type of guarantee and credit risk of the last period) were used in 

the modeling process. Due to the need for fuzzy logic regarding subjective judgments in cause-

effect relationships between criteria, fuzzy cognitive mapping (FCM) method was used to 

visualize the relationships among these factors. The results show that the amount of requested 

facilities, customer capital, borrowing capacity and amount of received facilities, ratio of fixed 

assets to equity, and average customer account are the critical criteria in credit scoring of the 

legal clients. 
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Introduction 
Risk is considered as an important element in the economic decisions of financial institutions, 

and ignoring it can face decision-makers with critical challenges (Farre-Danesh and 

Homayounfar, 2015). Banks play the important role in modern financial affairs. These 

institutions are not only a suitable platform for monetary control; Rather, they are considered 

to be effective institutions in rebuilding the economy and ensuring the long-term stability of 

the macroeconomic stability. If these institutions face risks, they can have adverse and 

destructive effects on the economies (Bülbül et al., 2019). The banking profession is always 

susceptible to instabilities due to its unique features such as financial crises and sanctions. 

However, the factors that cause financial crises in the banking sector are structural in nature. 

These factors include sudden jumps in credit or irregular lending, rapid expansion of short-

term guaranteed credit, asset mismatch, and debt, as well as weaknesses in liquidity 

management that make it difficult for the banking system to pay its debts. (Delafrooz et al., 

2019). 

In managing bank liquidity, inefficiency can create a risk of not being able to repay obligations, 

which can lead to further risk. To address this, the Basel Committee - the highest international 

body involved in banking supervision - has focused on creating a solid framework for 

managing risks in banks. Bank managers are obligated to continuously follow the process of 

identifying, measuring, monitoring, and controlling risk to ensure the desired level of liquidity 
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is maintained. Failure to manage credit risk appropriately, which accounts for about 80% of a 

bank's balance sheet, is often interpreted as the cause of bankruptcy. Therefore, banks and 

financial institutions can take measures to eliminate or reduce credit risk using appropriate risk 

management. The importance of risk management has been highlighted by experts such as 

Tsiga et al. (2017). Credit risk management is an essential tool for evaluating customers to 

minimize the risk of value maximization. Its purpose is to assess the creditworthiness of 

customers and their financial ability to repay the received facilities. Banks use this process to 

grant facilities to customers who have a low risk and a return commensurate with the benefit 

of the granted facilities. Therefore, it is important for banks to properly identify their credit 

customers, both real and legal, and select customers based on their ability and willingness to 

fully and timely repay their obligations. This is achieved by investigating appropriate financial 

and non-financial criteria. 

Banks consider risk as a failure to achieve goals. To remain profitable, banks use managed risk 

as a crucial tool. Credit risk, which includes unpaid debts and loans, is one of the primary types 

of risks in the banking industry. It signifies the inability of debtors to meet their financial 

obligations within the agreed-upon time frame. Banks face credit risk when this happens. 

Implementing customer credit risk management systems can help reduce direct and indirect 

costs, income diversity, and negative activities in financial markets. It can also improve the 

decision-making process for choosing the best investment opportunities. Credit risk and 

overdue bank claims are some of the manifestations of corruption in countries' economies. 

There have been a few studies conducted in the field of validating legal clients. However, none 

of them have taken a comprehensive approach like the one considered in the current research. 

Most of these studies used questionnaires to collect data from a specific point of view. By 

combining quantitative data from questionnaires that collect a wider community of opinions 

and qualitative data from interviews that explore the views and experiences of people related 

to the validation of legal clients, this study provides the possibility of a comprehensive analysis 

of the issue. The research focuses on the validation components of legal clients of private banks 

and uses the interpretative structural modeling as an analytical approach to analyze the 

relationships between the validation elements of legal clients. This approach enables us to 

stratify validation components and address them effectively. 

This research aims to assist banking industry managers in standardizing the validation process 

for legal clients by identifying the criteria that affect the validation of such clients and exploring 

their relationships. The main research question is: What factors influence the validation of legal 

clients and how are they related? To address this question, the paper is structured as follows: 

Section 2 provides a review of the current literature on credit scoring, including various 

approaches to studying it. Section 3 explains the research methodology, data collection, and 

analytical approach. Section 4 describes the modeling steps used to translate the findings into 

practical outcomes. Finally, Section 5 presents the key results and recommendations based on 

the research. 

 

Literature Review 

Banks have faced several difficulties over the years due to reasons such as inadequate credit 

standards for facility applicants, poor risk portfolio management, and lack of attention to 

changes in economic conditions (Bara and Rogero, 2021). The control and management of 

credit risk are considered the primary problems of banks, which have gained double importance 

after the recent financial crises and the bankruptcy of large banks. It can be considered the 

primary cause of bank bankruptcy (Delafrooz et al., 2019). Banks that have better stability and 

health than others can better absorb negative economic effects and contribute to improving 

economic stability and growth (Aburime, 2009). Bank failure negatively affects economic 

growth (Hewitt and Liebenberg, 2011). The stability of the banking industry is vital for 
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maintaining and improving economic stability and increasing customer confidence in the 

banking system. High levels of unrealized claims of banks and related institutions have created 

an unpleasant situation (Chamberlain et al., 2018). Continued refusal to repay loans by 

customers can make banks unable to pay their debts in the long run, reducing the level of 

investment and their ability to grant credit to customers. This situation disrupts the functioning 

of the banking system, affecting other economic sectors, creating synergy in the growth of 

delayed claims (Waeibrorheem and Sukri, 2015). 

It is crucial to estimate the creditworthiness of borrowers in the banking industry due to the 

high number of overdue claims. This estimation helps to check the credit rating (Asteriou and 

Spanos, 2019; Vural-Yavas, 2020). Credit rating is a decision-making process that uses 

statistical analysis patterns to help lenders make informed decisions about loan applications. 

This process reduces the risk of customer defaults (Movahedi et al., 2023). Validation models 

aim to predict customer behavior based on data related to similar customers, within the 

framework of credit risk indicators (Yousfi Tzarjan et al., 2021). Several research studies have 

been conducted in the field of customer validation. For instance, Mousavi et al. (2013) 

developed a model based on machine learning algorithms and data envelopment analysis to 

differentiate between good and bad commercial customers of a bank. Modjtahedi and 

Daneshvar (2020) proposed a new method called NSGA-ELECTRE, which combines the 

NSGA algorithm with ELECTRE TRI to learn and elicit its parameters through an evolutionary 

process. This method was applied to six known credit risk datasets and demonstrated 

outstanding performance compared to the benchmark model, NRGA. Finally, Delafrooz et al. 

(2019) proposed a model for managing credit risk in banks using the DEMATEL-ANP 

combined approach. Their data analysis revealed that operational risk, particularly the quality 

of the facility review process, has the greatest impact on credit risk among the 17 criteria 

identified from the literature. 

In a study by Zhu et al. (2024), the uncertainty of parameters in credit scoring models was 

considered. They developed two new metrics, worst-case minimum expected cost (WEMC) 

and worst-case conditional value-at-risk (WCVaR), to estimate the benefit of credit scoring 

models with uncertain parameters and the loss of using a classification model in scoring, 

respectively. The study conducted by Yang et al. (2024) proposed a new model for calculating 

credit scores by improving features and optimizing weights obtained from soft voting. Kozodoi 

et al. (2022) developed a profit-oriented credit scoring algorithm by examining credit scoring 

criteria. The proposed algorithm was found to meet multiple criteria simultaneously. Yousefi 

Tzarjan et al. (2021) used adaptive neural fuzzy inference systems (ANFIS) and recurrent 

neural network (RNN) based on 5C indicators (personality, capacity, capital, collateral and 

conditions) to measure the credit score of customers. Ehtsham Rasi et al. (2020) evaluated the 

credit rating of real bank customers using the AHP method and hyperbolic regression. The 

study identified customer income, credit in the market, customers' jobs, duration of relationship 

with the bank, collateral type, collateral value and average account balance as the most 

important indicators based on the AHP method. Using artificial intelligence regression, 

prioritization is, in order, the amount of credit in the market, customer income, value of 

collateral, duration of relationship with the bank, type of collateral and customers' occupation. 

Maldonado et al. (2020) developed a two-step approach to customer validation. In the first 

stage, customers whose credit requests can be approved or rejected immediately were 

identified. In the second stage, additional information was collected for the remaining requests 

and evaluated using the possible gray set. Zhang et al. (2020) proposed a cost-sensitive multi-

sample learning (MIL) approach to assess the credit scores of loan applicants. This approach 

uses transaction data and individual customer information. Li et al. (2020) investigated the 

credit scoring problem by combining network information. They used an optimal Bayesian 

filter to predict loan default risk, assuming that credit scores are estimated based solely on 
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financial data. Based on the research background and theoretical foundations, several factors 

have been used in credit evaluation, which are summarized in Table 1. 
Table 1. Criteria for credit scoring of bank legal clients 

Resource Factors 

Wang and Ma (2011), Zhang et al. (2018), Mousavi et al. (2023) Debt ratio (total debt to equity) 
Wang and Ma (2011), Zhang et al. (2021), Mousavi et al. (2023) Return on assets 

Zhang et al. (2021), Mousavi et al. (2023) Profitability of the last three years  

Wang and Ma (2011), Zhang et al. (2021), Mousavi et al. (2023) Assets (fixed assets to total assets) 

Ehtesham Rasi et al. (2021), Mousavi et al. (2023) 
History of customer relationship with 

bank 

Wang and Ma (2011), Mousavi et al. (2023) Average customer account 

Delafrooz et al. (2016), Maldonado et al. (2020), Zhang et al. 

(2021), 
Customer capital 

Ullah et al. (2019), Maldonado et al. (2020), Mousavi et al. 

(2023) 

Net working capital (assets minus 

liabilities) 

Wang and Ma (2011), Zhang et al. (2018), Zhang et al. (2021) 
Current ratio (ratio of current assets to 

current liabilities) 

Wang and Ma (2011), Zhang et al. (2021) 
The ratio of deferred amount to current 

assets 

Wang and Ma (2011), Maldonado et al. (2020), Zhang et al. 

(2021) 
Sales return ratio (net profit to net sales) 

Fernandes and Artes (2016), Delafrooz et al. (2016), Ehtesham 

Rasi et al. (2021) 
Ownership ratio (equity to total assets) 

Wang and Ma (2011), Ehtesham Rasi et al. (2021), Mousavi et al. 

(2023) 

Activity ratio (current capital turnover 

ratio) 

Wang and Ma (2010), Delafrooz et al. (2016), Maldonado et al. 

(2020) 
Cash ratio (cash balance to total assets) 

Zhang et al. (2020), Ehtesham Rasi et al. (2021) The amount of received facilities  

Wang and Ma (2011), Zhang et al. (2020) Borrowing capacity 

Wang and Ma (2010), Mousavi et al. (2023) Current debt to net sales 

Zhang et al. (2021), Zhang et al. (2020) Short-term loan to net sales 

Zhang et al. (2020), Mousavi et al. (2023) Facility period (repayment period) 

Zhang et al. (2020), Maldonado et al. (2020), Ehtesham Rasi et 

al. (2021), Mousavi et al. (2023) 

Rate of rrequested facility  

The amount of requested facility 

Zhang et al. (2020), Zhang et al. (2021) Type of requested facility  

Fernandes and Artes (2016), Mousavi et al. (2023) Type of guarantee (collateral) 

Zhang et al. (2020) 
The amount of the installment on the 

income 
Chamberlain et al. (2018), Vural-Yavas, C. (2020), Ceylan (2021) Macroeconomic variables  
Ehtesham Rasi et al. (2021), Mousavi et al. (2023) Interest rate 
Mousavi et al. (2023) Credit risk of the last period  
Ehtesham Rasi et al. (2021), Mousavi et al. (2023) Bank profitability  
Ehtesham Rasi et al. (2021), Mousavi et al. (2023) Company size 

 

According to a systematic review conducted on credit scoring studies, most research focuses 

on crisp methods, specifically discriminant analysis and MADM weighting methods. However, 

these studies tend to simplify evaluation models to make them easier to understand and 

implement. This research proposes the use of fuzzy cognitive mapping to bridge the gap 

between mathematical models and judgmental decision-making. By doing so, decision-makers 

will be able to improve the credit scoring process. 
 

Methodology 

This study applied systems approach namely, fuzzy cognitive mapping, for credit scoring 

analysis (CSA) in the banking industry.  In developing fuzzy cognitive map, using expert 

knowledge leads to improving the reliability of the final model (Yaman and Polat, 2009). 

Although determining the exact number of expert group members is challenging, it is 

recommended that the researcher be in contact with a small number of experts (Ferreira et al., 
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2017). Therefore, in the third phase of the research, among all of the experts, a group of 16 

experts at Iran Central Bank participated in this study. The index for selecting research experts 

were their theoretical expertise, practical experience, willingness, and ability to participate in 

the research. The research process is described in three phases as follows: 

The research aimed to identify the important criteria in credit scoring for the banking sector. 

To achieve this, a literature review was conducted, which found 29 key criteria that are 

presented in Table (1). Next, experts were asked to share their opinions on these criteria through 

a Delphi questionnaire, using a five-point scale. The results were then aggregated to determine 

the average opinion of all experts. Finally, a fuzzy cognitive map was created to model the 

relationships between the identified criteria. This helped to determine the influence, 

susceptibility, and priority of each factor through static analysis. It should be noted that, all 

discussions, inferences, and evaluations related to the identification and comparison of the 

criteria were determined under consideration of these experts. The data collection tools were 

interview and questionnaire, where its validity was checked using content validity. 

 

Fuzzy Cognitive Maps (FCM) 

Fuzzy Cognitive Map (FCM) was first introduced by Kosco in 1986 as an improvement to 

Cognitive Mapping. FCM uses a neuro-fuzzy system to analyze complex systems related to 

decision-making, modeling, and simulation. It consists of a set of neural processing entities 

called concepts (neurons) and the causal relations among them. The activation value of these 

neurons ranges from 0 to 1, where the higher the value, the greater the impact on the network. 

The strength of the causal relation between two neurons is quantified by a numerical weight, 

Wij ∈ [-1, 1], denoted via a causal edge from Ci to Cj.  

In an FCM, causal relationships between neural units can be of three types: positive, negative, 

and neutral. If Wij has a positive value, it indicates a positive causality between the concepts i 

and j; whereas a negative value indicates negative causality, and a neutral value means there is 

no causality.  

Kosko’s activation rule is illustrated by Equation (1), with A(0) being the initial state. At each 

step t, a new activation vector is calculated, and after a fixed number of iterations, the FCM 

will be at one of the following states: (i) equilibrium point, (ii) limited cycle, or (iii) chaotic 

behavior. The FCM is said to have converged if it reaches a fixed-point attractor; otherwise, 

the updating process terminates after a maximum number of iterations T is reached. Thus, 

FCMs can be categorized into three types of relationships and can reach different states 

depending on the activation rule and number of iterations. 

𝐴𝑖
(𝑡+1)

= 𝑓 ( ∑ 𝑤𝑗𝑖

𝑀

𝑗=1,𝑗≠𝑖

× 𝐴𝑗
(𝑡)

)   (1) 

 

Subsequently, the values Ai
t+1 and Ai

t, respectively, provide the value of the conceptual variable 

Ci at discrete times t+1 and t. In this case, Aj
t will be the value of the concept Cj in the t-th 

iteration of the simulation. In the equation (1), f (0) denotes a monotonically non-decreasing 

function to clamp the activation value of each concept to the allowed intervals [0,1] or [-1,1]. 

The function which are more popular are Bivalent, Trivalent, Hyperbolic, Saturation and 

Sigmoid functions, among them Sigmoid function is used in this paper: 

 

(2) 
𝑓(𝑥) =

1

1 + 𝑒−𝜆(𝑥−ℎ)
 Sigmoid function 
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In activation functions, t represents the number of repetitions or simulation steps, and wji 

indicates the influence value of the conceptual variable Ci from the variable Cj.  

Stylios and Groumpos (2004) proposed a modified inference rule for Kosko's activation rule, 

which considers the neuron's previous value. This rule is preferable when updating the 

activation value of independent neurons, i.e., neurons that are not influenced by any other 

neural processing entities. 

𝐴𝑖
(𝑡+1)

= 𝑓 ( ∑ 𝑤𝑗𝑖

𝑀

𝑗=1,𝑗≠𝑖

× 𝐴𝑗
(𝑡)

+ 𝐴𝑖
(𝑡)

)   (3) 

c 

𝐴𝑖
(𝑡+1)

= 𝑓 ( ∑ 𝑤𝑗𝑖

𝑀

𝑗=1,𝑗≠𝑖

(2𝐴𝑗
(𝑡)

− 1) + (2𝐴𝑖
(𝑡)

− 1))   (4) 

 

The first step in the modeling process involves coding and analyzing the adjacency matrix. 

Once the results of the static analysis have been verified, Fuzzy Cognitive Maps (FCM) are 

created. In the next stage, the FCM model is executed and simulations are carried out using 

one of the common activation functions based on the principles of the neural network method. 

These calculations continue until the system converges, as described by Venhonshoven et al. 

(2020). 

In equation (2),  is a real and positive number, which determines the slope of the threshold 

function; x also represents the value of Ai
(t) at the equilibrium point. Often, the sigmoid function 

is used as the activation threshold function; to show that the value of concepts is in the range 

[0,1]. In this function, the value of  is generally assumed to be "1"; This value is an estimate 

for the linear function and has shown better performance than other functions in various studies 

(Felix et al., 2017). The simulation process continues until the condition presented in equation 

(5) is met and the modeled system enters the state of equilibrium or convergence. The 

difference between the next two output values should be equal to or less than epsilon (ε=0.001) 

(Vanhoenshoven et al., 2020). 

 |𝐴𝑖
(𝑡+1)

− 𝐴𝑖
(𝑡)

| ≤ 𝜀 (5) 

The FCM network can be characterized by different concepts, including density, input degree, 

output degree, and centrality index (Kharaghani et al., 2023). Density is a useful measure of 

connectivity that counts the number of existing connections between mapping concepts as a 

ratio of all the possible connections. The input degree, which is the degree of influence, for a 

given concept i is the sum of the values in the column related to that variable i. The output 

degree, which is the degree of being influenced, is the sum of the values in the row related to 

variable i in the adjacency matrix. The centrality index is obtained from the sum of the input 

and output degrees of a given concept, as described in equation 2. 

𝐶𝑒𝑛(𝐶𝑖) = ∑ |𝑤𝑖𝑗|𝑛
𝑖=1  +∑ |𝑤𝑖𝑗|𝑛

𝑖=1  (6) 

In general, using fuzzy cognitive mapping, it is possible to evaluate the impact of concepts on 

each other, as well as the whole system. By designing "what-if" questions, it’s also possible to 

simulate different scenarios and evaluate the impact of changes in some concepts on the whole 

system. The development stages of fuzzy cognitive mapping modeling are presented in eight 

steps as follows: 

- Step 1. Identification of the factors related to the problem  

- Step 2. Evaluation of causal relationships among related factors by experts 

- Step 3. Evaluation of the causal relationships’ intensity among the factors (concepts). 
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In this step, the experts were asked to determine the causal relationships’ intensity using a 

linguistic scale (Table, 2). It should be noted that before determining the relevant intensities, a 

consensus on the direction (sign) of all system effects was reached by experts. In this way, the 

degree of causality between two concepts will be in the range of [-1,1]. 

 
Table 2. Linguistic variables and the equivalent fuzzy triangular numbers (Lin, 2013) 

Fuzzy Triangular Numbers Linguistic Variable 

(0.75, 1, 1) Element i has a crucial influence on element j 

(0.5, 0.75, 1) Element i has high influence on element j 

(0.25, 0.5, 0.75) Element i has moderate influence on element j 

(0, 0.25, 0.5) Element i has low influence on element j 

(0, 0, 0.25) Element i has no influence on element j 

 

Step 3. De-fuzzification of the individual fuzzy influence matrixes. In this step, the fuzzy 

influence matrixes is fuzzified using equation (7): 

𝑥𝑎𝑏
𝑘 =

(�̃�𝑎𝑏
𝑘 −𝑚𝑖𝑛�̃�𝑎𝑏

𝑘 )

∆𝑚𝑖𝑛
𝑚𝑎𝑥 , 𝑦𝑎𝑏

𝑘 =
(�̃�𝑎𝑏

𝑘 −𝑚𝑖𝑛�̃�𝑎𝑏
𝑘 )

∆𝑚𝑖𝑛
𝑚𝑎𝑥 , 𝑧𝑎𝑏

𝑘 =
(𝑧𝑎𝑏

𝑘 −𝑚𝑖𝑛𝑧𝑎𝑏
𝑘 )

∆𝑚𝑖𝑛
𝑚𝑎𝑥 . (7) 

Where ∆𝑚𝑖𝑛
𝑚𝑎𝑥= max(�̃�𝑎𝑏

𝑘 ) − min (�̃�𝑎𝑏
𝑘 ). The right and left normalized values also are calculated 

using equation (8). 

𝐿𝑒𝑓𝑡𝑎𝑏
𝑘 =

𝑦𝑎𝑏
𝑘

(1+𝑦𝑎𝑏
𝑘 −�̃�𝑎𝑏

𝑘 )
,    𝑅𝑖𝑔ℎ𝑡𝑎𝑏

𝑘 =
𝑧𝑎𝑏

𝑘

(1+𝑧𝑎𝑏
𝑘 −�̃�𝑎𝑏

𝑘 )
. (8) 

The final normalized deterministic value is also obtained from equation (9): 

𝑊𝑎𝑏
𝑘 =

[𝐿𝑒𝑓𝑡𝑎𝑏
𝑘 (1−𝐿𝑒𝑓𝑡𝑎𝑏

𝑘 )+(𝑅𝑖𝑔ℎ𝑡𝑎𝑏
𝑘 )2]

(1−𝐿𝑒𝑓𝑡𝑎𝑏
𝑘 +𝑅𝑖𝑔ℎ𝑡𝑎𝑏

𝑘 )
. (9) 

- Step 4. Aggregation of the expert opinions. After de-fuzzification of the individual 

fuzzy influence matrixes, the average of the experts’ judgements, called “aggregated 

adjacency matrix” will be computed using equation (10)." The elements of the main 

diameter of matrix are considered equal to zero, which means that no measure leads to 

its formation. 

�̅�𝑎𝑏 =
∑ (𝑊𝑎𝑏

𝑘 )𝑘
𝑎,𝑏=1

𝑘
, 𝑘 = 1,2,3 … , 𝑛. (10) 

- Step 5. Developing the fuzzy cognitive map. The analysis of the adjacency matrix from 

the fourth step, provides important information such as input degree, output degree, 

centrality index and density of fuzzy cognitive map to analyze the network structure.  

- Step 6. Implementation of the simulation process. In order to check the dynamic state 

of the system and using relations (2) and (4), the values of the factors are calculated 

during the simulation and the new values will repeatedly replace the previous values. 

- Step 7. Checking the termination conditions. In this step, if one of the conditions 

presented in relations (5) is satisfied, it means that FCM has provided the last state of 

all concepts and this is called a uniform state. Otherwise, step 6 needs to be repeated 

again. After the convergence of the system, it will be possible to present the final values 

of the concepts (Movahedi et al., 2023).  

 

Findings 

As previously mentioned, a review of recent literature on "credit scoring" and consultations 

with experts from the Iran Central Bank resulted in the identification of 29 important factors 

(shown in Table 1). These factors were sent to 16 experts in the form of a Delphi questionnaire, 

and they were asked to determine their importance. Through two rounds of the Delphi 
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technique, a consensus was reached among the experts, and 12 criteria were identified as 

critical (total debt ratio, return on assets, ratio of fixed assets to equity, average customer 

account, customer capital, ratio of deferred amount to current assets, ownership ratio, amount 

of received facilities, borrowing capacity, amount of requested facility, type of guarantee, and 

credit risk of the last period). 

After identifying the 12 critical credit scoring criteria, a questionnaire was designed to include 

these criteria in the first row and column of a table. The experts were asked to determine the 

intensity of causal relationships between the factors based on the linguistic variables mentioned 

in Table 2. Because the judgments of the experts were uncertain and ambiguous, the linguistic 

variables were converted to triangular fuzzy numbers. The fuzzified matrices of the experts' 

judgments were then collected, and their average was calculated to form an "aggregated 

adjacency matrix," as shown in Table 2 
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Table 2. Aggregated adjacency matrix for credit scoring criteria 

Factors 
 

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 

Debt ratio (total debt to total property) F1  -5.76   -7.45  -7.22  -8.45  -4.15  

Return on assets F2   -7.1   -5.35 8.17 4.44 6.07  2.86  

Ratio of fixed assets to equity F3 -4.72 -7.33   3.88 5.96 6.57 5.34 4.95 6.77 4.97 -5.86 

Average customer account F4  4.55 3.75  8.59 4.35  6.98 7.29 6.78 4.91 -7.07 

Customer capital F5  6.14 5.87 7.85   6.74 7.55 8.06 7.32 5.16 -8.01 

The ratio of deferred amount to current assets F6         -8.50 -8.19 -5.29  

Ownership ratio (equity to total assets) F7 7.27     -7.08   6.10 5.62 4.15  

The amount of received facilities F8 -7.62  5.39  4.74 -4.27 -6.16    5.33  

Borrowing capacity F9        6.86  8.64   

The amount of requested facility F10      -5.39  9.11 7.06  7.84  

Type of guarantee (collateral) F11         6.15 8.44   

Credit risk of the last period F12        -6.57 -5.84 -7.73 -6.99  
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During the modeling process, the fuzzy cognitive mapping model's structure was analyzed 

using the FCM Expert software. The FCM static analysis output, which is based on graph 

theory principles, was studied. The results of this analysis were presented as the degree of input, 

degree of output, and centrality index of the credit scoring criteria. Table 3 ranks the affecting 

actors based on the centrality index, in descending order. It's important to note that factors with 

higher centrality index scores have more influence and impact on the network and play a more 

central role in the fuzzy cognitive mapping. 
 

Table 3. Ranking the affecting factors in credit scoring 

 

Factors Indicator Input Output Centrality 

Amount of requested facility F10 5.949 2.94 8.889 

Customer capital F5 2.466 6.27 8.736 

Borrowing capacity F9 6.847 1.55 8.397 

Amount of received facilities F8 4.685 3.351 8.036 

Ratio of fixed assets to equity F3 2.211 5.635 7.846 

Type of guarantee F11 5.165 1.459 6.624 

Ownership ratio (equity to total assets) F7 3.486 3.022 6.508 

Average customer account F4 0.785 5.427 6.212 

Return on assets F2 2.378 3.399 5.777 

Ratio of deferred amount to current assets F6 3.24 2.198 5.438 

Debt ratio (total debt to total property) F1 1.961 3.303 5.264 

Credit risk of the last period F12 2.094 2.713 4.807 

 
 

The results have shown that the "Amount of requested facility" has the highest interaction with 

the system, with a centrality score of 8.889. "Customer capital", "Borrowing capacity", and 

"Amount of received facilities" have taken the 2nd to 4th place for the total influence point of 

view. The column related to the degree of output shows the total influence of each concept on 

other related concepts. The concepts "Customer capital", "Ratio of fixed assets to equity", and 

"Average customer account" have the highest impact on system factors with an output grade 

of 6.270, 5.636, and 5.427, respectively. The input degree column provides the total influence 

of other concepts on a specific concept. "Borrowing capacity", "Amount of requested facility", 

and "Type of guarantee" have received the greatest influence from the system factors, with 

input grades of 6.847, 5.949, and 5.427, respectively. Table (3) provides other information on 

the static analysis of fuzzy cognitive mapping of this research. 

Figure (2) presents the FCM graphic structure of the credit scoring. The fuzzy cognitive 

mapping has 12 concepts connected by 65 arcs that express the causal relationships between 

the related concepts. The transfer function is considered "Sigmoid", the activation rule is 

"Kosko's activation rule with self-memory", and the epsilon (Convergence) index is equal to 

0.001. 
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Figure 2. Graphical structure of the criteria for credit scoring  

 
In order to visually understand the fuzzy cognitive mapping in Figure (2), after eliminating the 

causal relationships with weights less than |±0.7|, the corresponding fuzzy cognitive mapping 

was again presented in Figure (3); In this way, only the most important causal relationships are 

displayed and a more accurate understanding of FCM is obtained for the viewer. 

 

 
Figure 3. Graphical structure with important causal relationships 

 
 

 

The model interface provides a way to perform reasoning using the activation values that are 

provided. However, before starting the inference process, the user needs to specify the 

activation values of input concepts that are used to activate the FCM-based system. This can 

be done by editing the concepts. Once this is done, the results of the inference process can be 

summarized through a chart and a table that display the activation values of concepts for each 

iteration. Please refer to Figure 4 for a better understanding. 
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Figure 3. The graphical interface results 

 
The graphical interface visualizes the response vector obtained after adjusting the weights. It 

should be mentioned that the convergence index (ε) in this research considered 0.001. 

 

Conclusions 

Banks need to prioritize risk assessment to evaluate a borrower's ability to repay a loan. This 

can be achieved by analyzing financial statements, cash flow projections, business plans, and 

other relevant factors. By considering these factors, banks can better determine the borrower's 

creditworthiness and minimize lending risks. Some of the most important criteria in credit 

scoring include the total debt ratio, return on assets, ratio of fixed assets to equity, average 

customer account, customer capital, ratio of deferred amount to current assets, ownership ratio, 

amount of received facilities, borrowing capacity, amount of requested facility, type of 

guarantee, and credit risk of the previous period. 

To evaluate customers accurately, banks need to understand these factors. The centrality index 

values in FCM indicate that the critical criteria in credit scoring can be ranked in terms of their 

importance. The amount of requested facility has the most significant impact on the credit 

scoring system. Banks should balance assessing the amount of requested facility with 

evaluating other critical factors. Customer capital is another essential criterion that banks 

should consider. They can take an innovative approach to lending by moving towards cash-

flow financing, which looks at the future cash flow of a business, rather than customer capital. 

This approach can help small businesses, startups, or entrepreneurs who may have limited 

customer capital but strong cash flows. Banks should also thoroughly assess the borrower's 

borrowing capacity to determine their ability to repay loans. This includes analyzing income 

sources, debt obligations, savings, and overall financial health. Conducting comprehensive 

financial assessments will provide a more accurate picture of the borrower's ability to repay 

loans and help determine their borrowing capacity. Finally, banks should determine the amount 

of received facilities and provide more specific information about the type of facilities received. 

For future studies, the credit scoring system could be studied as a dynamic system. 
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