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Abstract In this paper, we consider a bilevel multiobjective fractional pro-
gramming problem (BMFP) with an extremal value function. We provide
necessary and sufficient optimality conditions characterizing (properly, weakly)
efficient solutions of the considered problem. These optimality conditions are
obtained in terms of sequences and based on sequential calculus rules for the
Brøndsted-Rockafellar subdifferential of the sum and the multi-composition of
convex functions, without constraint qualifications.

Keywords Sequential optimality conditions · Brøndsted-Rockafellar subdif-
ferential · Bilevel programming · Multiobjective fractional programming

1 Introduction

Bilevel programming problems are considered as a class of optimization prob-
lems for which the feasible set and/or the objective function of the so-called
leader’s problem depend on the set of solutions or the optimal value func-
tion of another optimization problem called the follower’s problem. This type
of mathematical problems appears in many practical problems dealing for in-
stance with transportation planning and management problems [1, 2], medical
engineering [3] and optimal allocation of water resources [4]. For more applica-
tions and details about bilevel programming problems, one can see for example
[5–10].

In the bilevel programming framework, when the leader’s problem contains
the optimal value function of the follower’s problem in its objective and/or con-
straint functions then it is called bilevel programming problem with extremal
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value function. Shimizu and Ishizuka [11] studied bilevel programming prob-
lems with extremal value functions and derived necessary conditions by means
of the directional derivatives. Aboussoror and Adly [12] considered a bilevel
nonlinear optimization problem with an extremal value function and obtained
necessary and sufficient optimality conditions under constraint qualifications
and via the Fenchel-Lagrange duality approach. Recently, Wang and Zhang
[13] have introduced and studied a bilevel multiobjective programming prob-
lem with an extremal value function. For obtaining the optimality conditions
of the latter problem, the authors have extended the approach in [12] by ap-
plying the duality scheme described in [14] under a generalized Slater-type
constraint qualification.

Fractional programming was investigated extensively in the literature due
to its importance in modelling numerous problems with applications for exam-
ple in economic, management science, information theory, stochastic program-
ming, electric power system, etc (see [15, 16] and the references therein). To
the best of our knowledge, there is no paper integrates fractional programming
with the class of bilevel programming problems with extremal value function.
Therefore, the aim of this paper is to consider a bilevel programming problem
more general than those in [12, 13] which is a bilevel multiobjective fractional
programming problem

(BMFP) v- min
{(f1(x, v(x))

g1(x, v(x))
, ...,

fp(x, v(x))

gp(x, v(x))

)
: x ∈ A

}
where A := {x ∈ A : h(x, v(x)) ∈ −Ks} 6= ∅, v(x) is the optimal value function
of the following problem parametrized by x

(FPx) min{f(x, y) : y ∈ B}.

Herein, A is a nonempty subset of Rm closed and convex , B is a nonempty
subset of Rd compact and convex , Ks is a nonempty closed convex cone of Rs,
f : Rm×Rd → R, h : Rm+1 → Rs∪{+∞Rs} and fi, gi : Rm+1 → R, i = 1, ..., p.
Besides, by adopting an approach completely different to that in [12, 13], the
optimality conditions characterizing (properly, weakly) efficient solutions of
(BMFP) will be obtained without constraint qualifications and in terms of
sequences in exact subdifferentials at some nearby points. More precisely, these
optimality conditions will be established via sequential calculus rules for the
Brøndsted-Rockafellar subdifferential of the sum and the multi-composition of
convex functions. It is worth noting that these sequential calculus rules were
initiated and developed by Thibault [17, 18] for the Brøndsted-Rockafellar
subdifferential of the sum and the composition of two convex functions in
order to overcome the drawbacks of constraint qualifications.

The paper is organized as follows. In Section 2, we present some basic
definitions, notations and results which will be used throughout the paper. In
Section 3, we provide without constraint qualifications a sequential formula
for the subdifferential of finite sums involving composed and multi-composed
functions under convexity and lower semicontinuity hypotheses. In Section
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4, we derive sequential optimality conditions for (properly, weakly) efficient
solutions of the problem (BMFP) without constraint qualifications.

2 Preliminaries

In this section, we recall some basic definitions and present some preliminary
results which are needed in succeeding sections. We denote by Rm+ the nonneg-
ative orthant of Rm the m-dimensional Euclidean space. For x := (x1, ..., xm)
and y := (y1, ..., ym) in Rm, the inner product of x and y is denoted by 〈x, y〉 :=∑m
i=1 xiyi, while the norm of x is given by ‖x‖Rm :=

√
〈x, x〉. Further, we un-

derstand by xn
‖.‖Rm−−−−−→
n→+∞

x that the sequence {xn := (x1,n, ..., xm,n)}n∈N ⊆ Rm

converges to x := (x1, ..., xm) ∈ Rm in (Rm, ‖.‖Rm). For a nonempty subset
A ⊆ Rm, by int(A) we will denote the topological interior of A. Let Km ⊆ Rm
be a nonempty convex cone with 0 ∈ Km, then the dual cone of Km is given
by K∗m := {x∗ ∈ Rm : 〈x∗, x〉 ≥ 0, ∀x ∈ Km}. On Rm, we consider the partial
order ” 5Km

” induced by the convex cone Km which is defined by

x 5Km
y ⇐⇒ y − x ∈ Km, x, y ∈ Rm.

With respect to ” 5Km
”, the augmented set Rm∪{+∞Rm} is considered where

+∞Rm is an abstract element verifying the following operations and conven-
tions: x 5Km +∞Rm , x+ (+∞Rm) := (+∞Rm) +x := +∞Rm , 〈x∗,+∞Rm〉 :=
+∞ and α.(+∞Rm) := +∞Rm for all (x∗, x) ∈ K∗m× (Rm ∪{+∞Rm}) and all
α ∈ R+.

Let f : Rm → R := R ∪ {±∞} be a real valued function. Then f is called
proper if its effective domain domf := {x ∈ Rm : f(x) ∈ R} 6= ∅ and f(x) >
−∞ for all x ∈ Rm and it is called convex if f(tx+(1−t)y) ≤ tf(x)+(1−t)f(y)
for all x, y ∈ Rm and t ∈ [0, 1]. The function f is called lower semicontinuous
if its epigraph epif := {(x, r) ∈ Rm × R : f(x) ≤ r} is a closed subset of
Rm×R. Furthermore, the function f : Rm → R is called Km-nondecreasing if
for all x, y ∈ Rm

x 5Km
y =⇒ f(x) ≤ f(y).

The function f∗ : Rm → R defined by

f∗(x∗) := sup{〈x∗, x〉 − f(x) : x ∈ Rm}, x∗ ∈ Rm,

is called the conjugate function of f . We have the so-called Young-Fenchel
inequality

f∗(x∗) + f(x) ≥ 〈x∗, x〉, ∀(x, x∗) ∈ Rm × Rm.

The subdifferential of f at x ∈ domf is defined by

∂f(x) := {x∗ ∈ Rm : f(x) ≥ f(x) + 〈x∗, x− x〉, ∀x ∈ Rm}.

It is easy to prove that

∂f(x) = {x∗ ∈ Rm : f∗(x∗) + f(x) = 〈x∗, x〉}.
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Let A be a nonempty subset of Rm, then the indicator function δA : Rm →
R is defined in the following way

δA(x) :=

0, if x ∈ A,

+∞, otherwise,

while the normal cone NA(x) of A at x ∈ A is defined as the subdifferential of
δA at x, i.e.

NA(x) := {x∗ ∈ Rm : 〈x∗, x− x〉 ≤ 0, ∀x ∈ A}.

Let Kq ⊆ Rq and Ks ⊆ Rs be two nonempty convex cones and let g :
Rq → Rs∪{+∞Rs} be a given vector valued function. The function g is called
proper if its effective domain domg := {x ∈ Rq : g(x) ∈ Rs} 6= ∅ and it is
called Ks-epi closed if its epigraph epig := {(x, y) ∈ Rq×Rs : g(x) 5Ks

y} is a
closed subset of Rq×Rs. The function g is called Ks-convex if for all x, y ∈ Rq
and all t ∈ [0, 1] we have

g(tx+ (1− t)y) 5Ks tg(x) + (1− t)g(y).

Furthermore, g is called (Kq,Ks)-nondecreasing if for all x, y ∈ Rq

x 5Kq
y =⇒ g(x) 5Ks

g(y).

For y∗ ∈ K∗s , we define the function y∗ ◦ g : Rq → R by (y∗ ◦ g)(x) :=
〈y∗, g(x)〉, x ∈ Rq. Let h : Rm → Rq ∪ {+∞Rq} be another vector valued
function, then the composed function g ◦ h : Rm −→ Rs ∪ {+∞Rs} is defined
by

(g ◦ h)(x) :=

g(h(x)), if x ∈ domh,

+∞Rs , otherwise.

One can prove that if g : Rq → Rs ∪ {+∞Rs} is Ks-convex and (Kq,Ks)-
nondecreasing on domg and h : Rm → Rq ∪ {+∞Rq} is Kq-convex with
h(domh) ⊆ domg, then g ◦ h is Ks-convex.

Let us consider the following multiobjective optimization problem

(MOP) v- min
{
F(x) := (F1(x), ...,Fp(x)) : x ∈ A

}
where A is a nonempty subset of Rm, F : Rm → Rp ∪ {+∞Rp} is a proper
vector valued function and Rp is partially ordered by Rp+.

The following definitions can be found in [19].

Definition 1 A point x ∈ A ∩ domF is said to be

– efficient solution of (MOP) if there is no x ∈ A such that

Fi(x) ≤ Fi(x) for all i ∈ {1, ..., p}

and
Fj(x) < Fj(x) for some j ∈ {1, ..., p};
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– weakly efficient solution of (MOP) if there is no x ∈ A such that

Fi(x) < Fi(x), for all i ∈ {1, ..., p};

– properly efficient solution of (MOP) (in the sense of Geoffrion) if it is
efficient and there exists α > 0 such that for all i ∈ {1, ..., p} and all x ∈ A
satisfying Fi(x) < Fi(x), there exists at least one j ∈ {1, ..., p} such that
Fj(x) < Fj(x) and

Fi(x)−Fi(x)

Fj(x)−Fj(x)
≤ α.

Definition 2 A point x ∈ A ∩ domF is said to be

– weakly efficient solution of (MOP) in linear scalarization’s sense if there
exists (λ1, ..., λp) ∈ Rp+ \ {0} such that

p∑
i=1

λiFi(x) ≤
p∑
i=1

λiFi(x),∀x ∈ A;

– properly efficient solution of (MOP) in linear scalarization’s sense if there
exists (λ1, ..., λp) ∈ int(Rp+) such that

p∑
i=1

λiFi(x) ≤
p∑
i=1

λiFi(x),∀x ∈ A.

Below, the following proposition resumes some relations between the above
definitions.

Proposition 1 ([19, Proposition 2.4.18]) Let x ∈ A∩domF and assume that
A is convex and F : Rm → Rp ∪ {+∞Rp} is proper and Rp+-convex. Then, x
is a weakly (properly) efficient solution of (MOP) if and only if x is a weakly
(properly) efficient solution of (MOP) in linear scalarization’s sense.

3 Sequential Subdifferential Calculus Involving Composed and
Multi-composed Functions

Let Kq ⊆ Rq and Ks ⊆ Rs be two nonempty convex cones. The aim of this
section is to derive without qualification assumptions a sequential formula for
the subdifferential of the following function

∑p
i=1 fi◦ϕ+

∑p
i=1 gi◦ϕ+l◦h◦ϕ+ψ

where

– fi, gi : Rq → R are proper, convex, lower semicontinuous,Kq-nondecreasing
and fi(+∞Rq ) = gi(+∞Rq ) = +∞, i = 1, ..., p,

– h : Rq → Rs ∪ {+∞Rs} is proper, Ks-convex, Ks-epi closed and (Kq,Ks)-
nondecreasing with h(+∞Rq ) = +∞Rs ,

– l : Rs → R is proper, convex, lower semicontinuous and Ks-nondecreasing
with l(+∞Rs) = +∞,
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– ϕ : Rm → Rq ∪ {+∞Rq} is proper, Kq-convex and Kq-epi closed with
ϕ(domϕ) ⊆ domh,

– ψ : Rm → R is proper, convex and lower semicontinuous,
– ∩pi=1ϕ

−1(domfi ∩ domgi) ∩ (ϕ−1 ◦ h−1)(doml) ∩ domϕ ∩ domψ 6= ∅.
Consider now the following functions

Fi : Rm × Rq × Rs → R
(x, y, z) 7→ fi(y)

, Gi : Rm × Rq × Rs → R
(x, y, z) 7→ gi(y)

(i = 1, ..., p),

H : Rm × Rq × Rs → R
(x, y, z) 7→ δepih(y, z)

, L : Rm × Rq × Rs → R
(x, y, z) 7→ l(z)

and

Φ : Rm × Rq × Rs → R
(x, y, z) 7→ δepiϕ(x, y)

, Ψ : Rm × Rq × Rs → R
(x, y, z) 7→ ψ(x).

Remark 1 Let us note that the functions F1, ..., Fp, G1, ..., Gp, H, L, Φ and Ψ
are proper, convex and lower semicontinuous.

In the sequel, we will need the following lemmas.

Lemma 1 Let x ∈ ∩pi=1ϕ
−1(domfi ∩ domgi) ∩ (ϕ−1 ◦ h−1)(doml) ∩ domϕ ∩

domψ, y := ϕ(x) and z := (h ◦ ϕ)(x). Then,

x∗ ∈ ∂
( p∑
i=1

fi ◦ ϕ+

p∑
i=1

gi ◦ ϕ+ l ◦ h ◦ ϕ+ ψ
)

(x)

if and only if

(x∗, 0, 0) ∈ ∂(F1 + ...+ Fp +G1 + ...+Gp + L+H + Φ+ Ψ)(x, y, z).

Proof (⇒) We proceed by contradiction. So, let

x∗ ∈ ∂
( p∑
i=1

fi ◦ ϕ+

p∑
i=1

gi ◦ ϕ+ l ◦ h ◦ ϕ+ ψ
)

(x)

and assume that

(x∗, 0, 0) /∈ ∂(F1 + ...+ Fp +G1 + ...+Gp + L+H + Φ+ Ψ)(x, y, z). (1)

From (1), it follows that there exist (x, y, z) ∈ ∩pi=1(domFi∩domGi)∩domL∩
domH ∩ domΦ ∩ domΨ , such that

(F1 + ...+ Fp +G1 + ...+Gp + L+H + Φ+ Ψ)(x, y, z)

< (F1 + ...+ Fp +G1 + ...+Gp + L+H + Φ+ Ψ)(x, y, z) + 〈x∗, x− x〉.

This implies that

f1(y) + ...+ fp(y) + g1(y) + ...+ gp(y) + l(z) + ψ(x)

< (f1 ◦ ϕ)(x) + ...+ (fp ◦ ϕ)(x) + (g1 ◦ ϕ)(x) + ...+ (gp ◦ ϕ)(x)

+ (l ◦ h ◦ ϕ)(x) + ψ(x) + 〈x∗, x− x〉
(2)
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with x ∈ domψ, y ∈ ∩pi=1(domfi ∩ domgi), z ∈ doml,

(x, y) ∈ epiϕ, (y, z) ∈ epih.
(3)

By taking in the account the monotonicity of f1, ..., fp, g1, ..., gp, h and l, it
follows from (3) that

(f1 ◦ ϕ)(x) + ...+ (fp ◦ ϕ)(x) + (g1 ◦ ϕ)(x) + ...+ (gp ◦ ϕ)(x) + (l ◦ h ◦ ϕ)(x)

+ ψ(x) ≤ f1(y) + ...+ fp(y) + g1(y) + ...+ gp(y) + l(z) + ψ(x). (4)

Hence, from (2) and (4) we get

(f1 ◦ ϕ)(x) + ...+ (fp ◦ ϕ)(x) + (g1 ◦ ϕ)(x) + ...+ (gp ◦ ϕ)(x) + (l ◦ h ◦ ϕ)(x)

+ ψ(x) < (f1 ◦ ϕ)(x) + ...+ (fp ◦ ϕ)(x) + (g1 ◦ ϕ)(x) + ...+ (gp ◦ ϕ)(x)

+ (l ◦ h ◦ ϕ)(x) + ψ(x) + 〈x∗, x− x〉,

which contradicts x∗ ∈ ∂
(∑p

i=1 fi ◦ ϕ+
∑p
i=1 gi ◦ ϕ+ l ◦ h ◦ ϕ+ ψ

)
(x).

(⇐) Follows easily by contradiction too. ut

Lemma 2 Let (x, y, z) ∈ ∩pi=1(domFi ∩ domGi) ∩ domL ∩ domH ∩ domΦ ∩
domΨ , then

(a)

(x∗, y∗, z∗) ∈ ∂Φ(x, y, z) ⇐⇒

x
∗ ∈ ∂(−y∗ ◦ ϕ)(x), −y∗ ∈ K∗q ,

〈−y∗, y − ϕ(x)〉 = 0, z∗ = 0;

(b)

(x∗, y∗, z∗) ∈ ∂H(x, y, z) ⇐⇒

x
∗ = 0, y∗ ∈ ∂(−z∗ ◦ h)(y),

−z∗ ∈ K∗s , 〈−z∗, z − h(y)〉 = 0;

(c) 

∂Fi(x, y, z) = {0} × ∂fi(y)× {0} (i = 1, ..., p),

∂Gi(x, y, z) = {0} × ∂gi(y)× {0} (i = 1, ..., p),

∂L(x, y, z) = {0} × {0} × ∂l(z),

∂Ψ(x, y, z) = ∂ψ(x)× {0} × {0}.

Proof (a) Let (x, y, z) ∈ ∩pi=1(domFi ∩ domGi)∩ domL∩ domH ∩ domΦ. It is
easily to check that for any (x∗, y∗, z∗) ∈ Rm × Rq × Rs

Φ∗(x∗, y∗, z∗) =

(−y∗ ◦ ϕ)∗(x∗), if − y∗ ∈ K∗q , z∗ = 0,

+∞, otherwise.
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Thus

(x∗, y∗, z∗) ∈ ∂Φ(x, y, z)

⇐⇒
Φ∗(x∗, y∗, z∗) + Φ(x, y, z) = 〈x∗, x〉+ 〈y∗, y〉+ 〈z∗, z〉

⇐⇒ (−y∗ ◦ ϕ)∗(x∗)− 〈x∗, x〉 − 〈y∗, y〉 = 0,

−y∗ ∈ K∗q , z∗ = 0,

⇐⇒((−y∗ ◦ ϕ)∗(x∗) + (−y∗ ◦ ϕ)(x)− 〈x∗, x〉) + 〈−y∗, y − ϕ(x)〉 = 0,

−y∗ ∈ K∗q , z∗ = 0.
(5)

Since (x, y) ∈ epiϕ and according to the Young-Fenchel inequality, (5) becomesx
∗ ∈ ∂(−y∗ ◦ ϕ)(x), 〈−y∗, y − ϕ(x)〉 = 0,

−y∗ ∈ K∗q , z∗ = 0,

and hence the proof is complete.
For (b) and (c) we apply the same arguments as in (a). ut

Before stating the main result of this section, we recall an interesting result
established by Laghdir et al. [20] in the setting of Banach spaces which provides
a sequential formula for the subdifferential of the sums of proper, convex and
lower semicontinuous functions, without constraint qualifications.

Theorem 1 ([20, Theorem 3.2]) Let (X, ‖.‖X) be a Banach space and (X∗,
w(X∗, X)) its topological dual space paired in duality by 〈., .〉 where w(X∗,
X) denotes the weak-star topology on X∗. Let h1, ..., hk : X → R be k proper,
convex and lower semicontinuous functions. Assume that x ∈ ∩ki=1domhi, then
x∗ ∈ ∂(h1 + ... + hk)(x) if and only if there exist nets {xij}j∈J ⊆ domhi and

{xi∗j }j∈J ⊆ X∗, i = 1, ..., k, such that

xi∗j ∈ ∂hi(xij), xij
‖.‖X−−−→
j∈J

x, x1∗j + ...+ xk∗j
w(X∗,X)−−−−−−→
j∈J

x∗

and

hi(x
i
j)− hi(x)− 〈xi∗j , xij − x〉 −−→

j∈J
0.

Here is the main result of this section.

Theorem 2 Let x ∈ ∩pi=1ϕ
−1(domfi ∩ domgi)∩ (ϕ−1 ◦ h−1)(doml)∩ domϕ∩

domψ, y := ϕ(x) and z := (h ◦ ϕ)(x). Then, x∗ ∈ ∂(
∑p
i=1 fi ◦ ϕ +

∑p
i=1 gi ◦

ϕ+ l ◦ h ◦ϕ+ψ)(x) if and only if there exist sequences {(xn, yn)}n∈N ⊆ epiϕ,
{(x∗n, y∗n)}n∈N ⊆ Rm × Rq, {zn}n∈N ⊆ doml, {z∗n}n∈N ⊆ Rs, {(rn, tn)}n∈N ⊆
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epih, {(r∗n, t∗n)}n∈N ⊆ Rq × Rs, {wn}n∈N ⊆ domψ, {w∗n}n∈N ⊆ Rm, {(uin,
win)}n∈N ⊆ domfi × domgi, {(ui∗n , wi∗n )}n∈N ⊆ Rq × Rq, i = 1, ..., p, satisfying

w∗n ∈ ∂ψ(wn), ui∗n ∈ ∂fi(uin), wi∗n ∈ ∂gi(win) (i = 1, ..., p),

x∗n ∈ ∂(−y∗n ◦ ϕ)(xn), −y∗n ∈ K∗q , 〈−y∗n, yn − ϕ(xn)〉 = 0,

z∗n ∈ ∂l(zn), r∗n ∈ ∂(−t∗n ◦ h)(rn), −t∗n ∈ K∗s , 〈−t∗n, tn − h(rn)〉 = 0,
w∗n + x∗n

‖.‖Rm−−−−−→
n→+∞

x∗,

p∑
i=1

ui∗n +

p∑
i=1

wi∗n + r∗n + y∗n
‖.‖Rq−−−−−→
n→+∞

0,

t∗n + z∗n
‖.‖Rs−−−−−→
n→+∞

0,

wn
‖.‖Rm−−−−−→
n→+∞

x, xn
‖.‖Rm−−−−−→
n→+∞

x, yn
‖.‖Rq−−−−−→
n→+∞

y,

rn
‖.‖Rq−−−−−→
n→+∞

y, uin
‖.‖Rq−−−−−→
n→+∞

y, win
‖.‖Rq−−−−−→
n→+∞

y (i = 1, ..., p),

tn
‖.‖Rs−−−−−→
n→+∞

z, zn
‖.‖Rs−−−−−→
n→+∞

z,

and 

fi(u
i
n)− fi(y)− 〈ui∗n , uin − y〉 −−−−−→

n→+∞
0 (i = 1, ..., p),

gi(w
i
n)− gi(y)− 〈wi∗n , win − y〉 −−−−−→

n→+∞
0 (i = 1, ..., p),

−〈x∗n, xn − x〉 − 〈y∗n, yn − y〉 −−−−−→
n→+∞

0,

l(zn)− l(z)− 〈z∗n, zn − z〉 −−−−−→
n→+∞

0,

−〈r∗n, rn − y〉 − 〈t∗n, tn − z〉 −−−−−→
n→+∞

0,

ψ(wn)− ψ(x)− 〈w∗n, wn − x〉 −−−−−→
n→+∞

0.

Proof Let x ∈ ∩pi=1ϕ
−1(domfi ∩ domgi)∩ (ϕ−1 ◦ h−1)(doml)∩ domϕ∩ domψ,

y := ϕ(x) and z := (h ◦ ϕ)(x). From Lemma 1, it is clear that

x∗ ∈ ∂
( p∑
i=1

fi ◦ ϕ+

p∑
i=1

gi ◦ ϕ+ l ◦ h ◦ ϕ+ ψ
)

(x)

if and only if

(x∗, 0, 0) ∈ ∂(F1 + ...+ Fp +G1 + ...+Gp + L+H + Φ+ Ψ)(x, y, z).

According to Remark 1, one can see that the functions F1, ..., Fp, G1, ..., Gp,
H, L, Φ and Ψ verify all the conditions of Theorem 1. Hence by applying
Theorem 1, it follows that there exist sequences {(αin, uin, α′in)}n∈N ⊆ domFi =
Rm × domfi ×Rs, {(αi∗n , ui∗n , α′i∗n )}n∈N ⊆ Rm ×Rq ×Rs, {(βin, win, β′in )}n∈N ⊆
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domGi = Rm × domgi × Rs, {(βi∗n , wi∗n , β′i∗n )}n∈N ⊆ Rm × Rq × Rs, {(xn, yn,
γn)}n∈N ⊆ domΦ = epiϕ × Rs, {(x∗n, y∗n, γ∗n)}n∈N ⊆ Rm × Rq × Rs, {(bn, cn,
zn)}n∈N ⊆ domL = Rm × Rq × doml, {(b∗n, c∗n, z∗n)}n∈N ⊆ Rm × Rq × Rs,
{(en, rn, tn)}n∈N ⊆ domH = Rm × epih, {(e∗n, r∗n, t∗n)}n∈N ⊆ Rm × Rq × Rs,
{(wn, λn, µn)}n∈N ⊆ domΨ = domψ×Rq×Rs and {(w∗n, λ∗n, µ∗n)}n∈N ⊆ Rm×
Rq × Rs, such that

(αi∗n , u
i∗
n , α

′i∗
n ) ∈ ∂Fi(αin, uin, α′in) (i = 1, ..., p),

(βi∗n , w
i∗
n , β

′i∗
n ) ∈ ∂Gi(βin, win, β′in ) (i = 1, ..., p),

(x∗n, y
∗
n, γ
∗
n) ∈ ∂Φ(xn, yn, γn), (b∗n, c

∗
n, z
∗
n) ∈ ∂L(bn, cn, zn),

(e∗n, r
∗
n, t
∗
n) ∈ ∂H(en, rn, tn), (w∗n, λ

∗
n, µ
∗
n) ∈ ∂Ψ(wn, λn, µn)

(6)



p∑
i=1

αi∗n +

p∑
i=1

βi∗n + x∗n + b∗n + e∗n + w∗n
‖.‖Rm−−−−−→
n→+∞

x∗,

p∑
i=1

ui∗n +

p∑
i=1

wi∗n + y∗n + c∗n + r∗n + λ∗n
‖.‖Rq−−−−−→
n→+∞

0,

p∑
i=1

α′i∗n +

p∑
i=1

β′i∗n + γ∗n + z∗n + t∗n + µ∗n
‖.‖Rs−−−−−→
n→+∞

0,

(7)



αin
‖.‖Rm−−−−−→
n→+∞

x, uin
‖.‖Rq−−−−−→
n→+∞

y, α′in
‖.‖Rs−−−−−→
n→+∞

z (i = 1, ..., p),

βin
‖.‖Rm−−−−−→
n→+∞

x, win
‖.‖Rq−−−−−→
n→+∞

y, β′in
‖.‖Rs−−−−−→
n→+∞

z (i = 1, ..., p),

xn
‖.‖Rm−−−−−→
n→+∞

x, yn
‖.‖Rq−−−−−→
n→+∞

y, γn
‖.‖Rs−−−−−→
n→+∞

z,

bn
‖.‖Rm−−−−−→
n→+∞

x, cn
‖.‖Rq−−−−−→
n→+∞

y, zn
‖.‖Rs−−−−−→
n→+∞

z,

en
‖.‖Rm−−−−−→
n→+∞

x, rn
‖.‖Rq−−−−−→
n→+∞

y, tn
‖.‖Rs−−−−−→
n→+∞

z,

wn
‖.‖Rm−−−−−→
n→+∞

x, λn
‖.‖Rq−−−−−→
n→+∞

y, µn
‖.‖Rs−−−−−→
n→+∞

z,

(8)

and

Fi(α
i
n, u

i
n, α

′i
n)− Fi(x, y, z)− 〈αi∗n , αin − x〉
− 〈ui∗n , uin − y〉 − 〈α′i∗n , α′in − z〉 −−−−−→

n→+∞
0 (i = 1, ..., p), (9a)

Gi(β
i
n, w

i
n, β

′i
n )−Gi(x, y, z)− 〈βi∗n , βin − x〉
− 〈wi∗n , win − y〉 − 〈β′i∗n , β′in − z〉 −−−−−→

n→+∞
0 (i = 1, ..., p), (9b)
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Φ(xn, yn, γn)− Φ(x, y, z)− 〈x∗n, xn − x〉
− 〈y∗n, yn − y〉 − 〈γ∗n, γn − z〉 −−−−−→

n→+∞
0, (9c)

L(bn, cn, zn)− L(x, y, z)− 〈b∗n, bn − x〉
− 〈c∗n, cn − y〉 − 〈z∗n, zn − z〉 −−−−−→

n→+∞
0, (9d)

H(en, rn, tn)−H(x, y, z)− 〈e∗n, en − x〉
− 〈r∗n, rn − y〉 − 〈t∗n, tn − z〉 −−−−−→

n→+∞
0, (9e)

Ψ(wn, λn, µn)− Ψ(x, y, z)− 〈w∗n, wn − x〉
− 〈λ∗n, λn − y〉 − 〈µ∗n, µn − z〉 −−−−−→

n→+∞
0. (9f)

By Lemma 2, (6) is equivalent to
w∗n ∈ ∂ψ(wn), ui∗n ∈ ∂fi(uin), wi∗n ∈ ∂gi(win) (i = 1, ..., p),

x∗n ∈ ∂(−y∗n ◦ ϕ)(xn), −y∗n ∈ K∗q , 〈−y∗n, yn − ϕ(xn)〉 = 0,

z∗n ∈ ∂l(zn), r∗n ∈ ∂(−t∗n ◦ h)(rn), −t∗n ∈ K∗s , 〈−t∗n, tn − h(rn)〉 = 0,

with b
∗
n = 0, c∗n = 0, e∗n = 0, γ∗n = 0, λ∗n = 0, µ∗n = 0,

αi∗n = 0, α′i∗n = 0, βi∗n = 0, β′i∗n = 0 (i = 1, ..., p).
(10)

By (10), we have

(7) ⇐⇒



w∗n + x∗n
‖.‖Rm−−−−−→
n→+∞

x∗,

p∑
i=1

ui∗n +

p∑
i=1

wi∗n + r∗n + y∗n
‖.‖Rq−−−−−→
n→+∞

0,

t∗n + z∗n
‖.‖Rs−−−−−→
n→+∞

0,

and

(9a)− (9f) ⇐⇒



fi(u
i
n)− fi(y)− 〈ui∗n , uin − y〉 −−−−−→

n→+∞
0 (i = 1, ..., p),

gi(w
i
n)− gi(y)− 〈wi∗n , win − y〉 −−−−−→

n→+∞
0 (i = 1, ..., p),

−〈x∗n, xn − x〉 − 〈y∗n, yn − y〉 −−−−−→
n→+∞

0,

l(zn)− l(z)− 〈z∗n, zn − z〉 −−−−−→
n→+∞

0,

−〈r∗n, rn − y〉 − 〈t∗n, tn − z〉 −−−−−→
n→+∞

0.
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Hence, the proof is complete since in (8) the sequences {bn}n∈N, {cn}n∈N,
{en}n∈N, {γn}n∈N, {λn}n∈N, {µn}n∈N and {(αin, α′in)}n∈N, {(βin, β′in )}n∈N, i =
1, ..., p, are superfluous. ut

4 Sequential Optimality Conditions for (BMFP)

In this section, we consider the following bilevel multiobjective fractional pro-
gramming problem (the leader’s problem)

(BMFP) v- min
{(f1(x, v(x))

g1(x, v(x))
, ...,

fp(x, v(x))

gp(x, v(x))

)
: x ∈ A

}
where A := {x ∈ A : h(x, v(x)) ∈ −Ks} 6= ∅ and v(x) is the optimal value
function of the following problem parametrized by x (the follower’s problem)

(FPx) min{f(x, y) : y ∈ B}.

Herein, A is a nonempty, closed and convex subset of Rm, B is a nonempty,
compact and convex subset of Rd, Ks is a nonempty closed convex cone of
Rs, f : Rm × Rd → R is a convex function, fi,−gi : Rm+1 → R are convex
and Rm+1

+ -nondecreasing functions, i = 1, ..., p, and h : Rm+1 → Rs∪{+∞Rs}
is a proper, Ks-convex, Ks-epi closed and (Rm+1

+ ,Ks)-nondecreasing function
with h(+∞Rm+1) = +∞Rs . Furthermore, we assume that

fi(x, v(x)) ≥ 0 and gi(x, v(x)) > 0, i = 1, ..., p, ∀x ∈ A.

We mention that the functions f1, ..., fp and g1, ..., gp are all continuous since
int(domfi) = int(domgi) = Rm+1, i = 1, ..., p. Moreover, one can see that the
function v : Rm → R is finite, convex, continuous and for each x ∈ Rm, there
exists y ∈ B such that v(x) = f(x, y).

Now, our aim is to derive sequential optimality conditions characterizing
(properly, weakly) efficient solutions of the problem (BMFP). For this, we
begin by formulating scalar convex optimization problems by using the para-
metric approach due to Dinkelbach [21]. So, for a given η ∈ Rp+, we consider
below a multiobjective optimization problem (associated to (BMFP)) de-
noted by (Pη)

v- min
{(
f1(x, v(x))− η1g1(x, v(x)), ..., fp(x, v(x))− ηpgp(x, v(x))

)
: x ∈ A

}
.

Remark 2 Let us note that by using Dinkelbach’s transformation, the (weakly)
efficient solutions of (BMFP) and (Pη) coincide. For the case of proper effi-
ciency, one needs the following additional assumption

∃a, b > 0, 0 < a ≤ gi(x, v(x)) ≤ b, for all i ∈ {1, ..., p} and all x ∈ A.
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Proposition 2 Let x ∈ A and η ∈ Rp+ with ηi := fi(x,v(x))
gi(x,v(x))

≥ 0, i = 1, ..., p.

Then x is an efficient solution of (BMFP) if and only if x is an optimal
solution of the following scalar convex optimization problem

(EPη) min
{ p∑
i=1

(
fi(x, v(x))− ηigi(x, v(x))

)
: x ∈ A′

}
where A′ := {x ∈ A : fi(x, v(x))− ηigi(x, v(x)) ≤ 0, i = 1, ..., p}.

Proof (⇒) Assume that x is an efficient solution of (BMFP), then by Defi-
nition 1 one can see easily that there exist no x ∈ A such that fi(x, v(x)) −
ηigi(x, v(x)) ≤ 0 for all i ∈ {1, ..., p} and fj(x, v(x)) − ηjgj(x, v(x)) < 0 for
some j ∈ {1, ..., p}. Therefore, we have for all x ∈ A′

fi(x, v(x))− ηigi(x, v(x)) = 0, i = 1, ..., p.

This implies that

p∑
i=1

(
fi(x, v(x))− ηigi(x, v(x))

)
= 0, ∀x ∈ A′.

On other hand, it is clear that x ∈ A′ and

p∑
i=1

(
fi(x, v(x))− ηigi(x, v(x))

)
= 0.

Hence, it follows that

p∑
i=1

(
fi(x, v(x))− ηigi(x, v(x))

)
=

p∑
i=1

(
fi(x, v(x))− ηigi(x, v(x))

)
, ∀x ∈ A′,

and thus the right implication is proved.
(⇐) For the reciprocal implication, we proceed by contradiction. Assume

that x is an optimal solution of the problem (EPη). If x is not an efficient solu-
tion of (BMFP), then there exists x ∈ A such that fi(x, v(x))−ηigi(x, v(x)) ≤
0 for all i ∈ {1, ..., p} and fj(x, v(x))−ηjgj(x, v(x)) < 0 for some j ∈ {1, ..., p}.
Thus, it follows that x ∈ A′ and

p∑
i=1

(
fi(x, v(x))− ηigi(x, v(x))

)
< 0 =

p∑
i=1

(
fi(x, v(x))− ηigi(x, v(x))

)
and this contradicts x is an optimal solution of the problem (EPη). ut

Proposition 3 Let x ∈ A and η ∈ Rp+ with ηi := fi(x,v(x))
gi(x,v(x))

≥ 0, i = 1, ..., p.

Then x is a weakly efficient solution of (BMFP) if and only if there exists
(λ1, ..., λp) ∈ Rp+\{0} such that x is an optimal solution of the following scalar
convex optimization problem

(WPη) min
{ p∑
i=1

λi

(
fi(x, v(x))− ηigi(x, v(x))

)
: x ∈ A

}
.
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Proof According to Remark 2, x is a weakly efficient solution of (BMFP) if
and only if it is a weakly efficient solution of (Pη). Since A is convex and the
functions fi(., v(.)) − ηigi(., v(.)) : Rm → R are convex, i = 1, ..., p, it follows
by applying Proposition 1 that x is a weakly efficient solution of (Pη) in linear
scalarization’s sense. Hence the proof is complete. ut

Proposition 4 Let x ∈ A and η ∈ Rp+ with ηi := fi(x,v(x))
gi(x,v(x))

≥ 0, i = 1, ..., p.

Assume that there exist non-negative real numbers a and b such that 0 < a ≤
gi(x, v(x)) ≤ b, for all i ∈ {1, ..., p} and x ∈ A. Then x is a properly efficient
solution of (BMFP) if and only if there exists (λ1, ..., λp) ∈ int(Rp+) such that
x is an optimal solution of the following scalar convex optimization problem

(PPη) min
{ p∑
i=1

λi

(
fi(x, v(x))− ηigi(x, v(x))

)
: x ∈ A

}
.

Proof It suffices to show that x is a properly efficient solution of (BMFP)
if and only if x is a properly efficient solution of (Pη) and apply Proposition
1. So, Assume that x is a properly efficient solution of (BMFP), then by
Definition 1 it follows that x is efficient and there exists α > 0 such that for
all i ∈ {1, ..., p} and all x ∈ A satisfying fi(x, v(x)) − ηigi(x, v(x)) < 0 =
fi(x, v(x))− ηigi(x, v(x)), there exists one j ∈ {1, ..., p} such that

fj(x, v(x))− ηjgj(x, v(x)) = 0 < fj(x, v(x))− ηjgj(x, v(x))

and(
fi(x, v(x))− ηigi(x, v(x))

)
−
(
fi(x, v(x))− ηigi(x, v(x))

)
≤ α gi(x, v(x))

gj(x, v(x))

[(
fj(x, v(x))− ηjgj(x, v(x))

)
−
(
fj(x, v(x))− ηjgj(x, v(x))

)]
≤ α b

a

[(
fj(x, v(x))− ηjgj(x, v(x))

)
−
(
fj(x, v(x))− ηjgj(x, v(x))

)]
.

Thus, x is a properly efficient solution of (Pη). Similarly we prove the reciprocal
implication. ut

Now, let ϕ : Rm → Rm+1 be a function defined by

ϕ(x) := (x, v(x)), x ∈ Rm.

It is clear that the function ϕ : Rm → Rm+1 is proper, Rm+1
+ -convex, Rm+1

+ -epi
closed and ϕ(domϕ) ⊆ Rm+1 since the function v : Rm → R is finite, convex
and continuous. Furthermore, we have

epiϕ = E := {(x, y, r) ∈ Rm × Rm × R : x 5Rm
+
y and v(x) ≤ r}.
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Lemma 3 Let (x, y) ∈ Rm × B such that v(x) = f(x, y). Then for any x∗ ∈
Rm+ and t ≥ 0 it holds

∂
(

(x∗, t) ◦ ϕ
)

(x) = S(t, x, y)

where

S(t, x, y) := {x∗}+ {y∗ ∈ Rm : (y∗, 0) ∈ t∂f(x, y) + {0} ×NB(y)}.

Proof Let x∗ ∈ Rm+ and t ≥ 0. It is clear that

∂
(

(x∗, t) ◦ ϕ
)

(x) = ∂(x∗ + tv)(x) = {x∗}+ ∂(tv)(x).

From [12, Proposition 5.1], it results that

y∗ ∈ ∂(tv)(x) ⇐⇒ (tv)(x) + (tv)∗(y∗) = 〈y∗, x〉
⇐⇒ (y∗, 0) ∈ ∂(tf + δRm×B)(x, y)

⇐⇒ (y∗, 0) ∈ ∂(tf)(x, y) + ∂δRm×B(x, y)

⇐⇒ (y∗, 0) ∈ t∂f(x, y) +NRm×B(x, y)

⇐⇒ (y∗, 0) ∈ t∂f(x, y) +NRm(x)×NB(y)

⇐⇒ (y∗, 0) ∈ t∂f(x, y) + {0} ×NB(y).

This completes the proof. ut

Now, we are able to state the main results of this section.

Theorem 3 Let x ∈ A, y := (x, v(x)) ∈ Rm+1, z := h(y) ∈ Rs, η ∈
Rp+ with ηi := fi(x,v(x))

gi(x,v(x))
≥ 0, i = 1, ..., p, and β = (f1(y) − η1g1(y), ...,

fp(y) − ηpgp(y)). Then x is an efficient solution of (BMFP) if and only
if there exist sequences {(xn, yn, θn)}n∈N ⊆ E, {bn}n∈N ⊆ B, f(xn, bn) =
v(xn), {(x∗n, y∗n, θ∗n)}n∈N ⊆ Rm × Rm+ × R+, {zn}n∈N ⊆ −Ks, {z∗n}n∈N ⊆ K∗s ,
{αn}n∈N ⊆ −Rp+, {α∗n}n∈N ⊆ Rp+, {(rn, tn, βn)}n∈N ⊆ Rm+1 × Rs × Rp
with {(rn, tn)}n∈N ⊆ epih and {(rn, βi,n)}n∈N ⊆ epi(fi − ηigi), i = 1, ..., p,
{(r∗n, t∗n, β∗n)}n∈N ⊆ Rm+1 × K∗s × Rp+, {wn}n∈N ⊆ A, {w∗n}n∈N ⊆ Rm,
{(uin, win)}n∈N ⊆ Rm+1 ×Rm+1, {(ui∗n , wi∗n )}n∈N ⊆ Rm+1 ×Rm+1, i = 1, ..., p,
satisfying

w∗n ∈ NA(wn), ui∗n ∈ ∂fi(uin), wi∗n ∈ ∂(−ηigi)(win) (i = 1, ..., p),

x∗n − y∗n ∈ S(θ∗n, xn, bn), 〈y∗n, yn − xn〉+ θ∗n(θn − v(xn)) = 0,

〈z∗n, zn〉 = 0, 〈α∗n, αn〉 = 0, r∗n ∈ ∂
(
t∗n ◦ h+

p∑
i=1

β∗i,n(fi − ηigi)
)

(rn),

〈t∗n, tn − h(rn)〉+

p∑
i=1

β∗i,n[βi,n − (fi(rn)− ηigi(rn))] = 0,
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w∗n + x∗n

‖.‖Rm−−−−−→
n→+∞

0,

p∑
i=1

ui∗n +

p∑
i=1

wi∗n + r∗n − (y∗n, θ
∗
n)
‖.‖Rm+1−−−−−→
n→+∞

0,

(z∗n, α
∗
n)− (t∗n, β

∗
n)
‖.‖Rs×Rp−−−−−−→
n→+∞

0,



wn
‖.‖Rm−−−−−→
n→+∞

x, xn
‖.‖Rm−−−−−→
n→+∞

x, (yn, θn)
‖.‖Rm+1−−−−−→
n→+∞

y,

rn
‖.‖Rm+1−−−−−→
n→+∞

y, uin
‖.‖Rm+1−−−−−→
n→+∞

y, win
‖.‖Rm+1−−−−−→
n→+∞

y (i = 1, ..., p),

(tn, βn)
‖.‖Rs×Rp−−−−−−→
n→+∞

(z, β), (zn, αn)
‖.‖Rs×Rp−−−−−−→
n→+∞

(z, β),

and 

fi(u
i
n)− fi(y)− 〈ui∗n , uin − y〉 −−−−−→

n→+∞
0 (i = 1, ..., p),

(−ηigi)(win)− (−ηigi)(y)− 〈wi∗n , win − y〉 −−−−−→
n→+∞

0 (i = 1, ..., p),

〈y∗n, yn − x〉+ θ∗n(θn − v(x))− 〈x∗n, xn − x〉 −−−−−→
n→+∞

0,

−〈z∗n, zn − z〉 − 〈α∗n, αn − β〉 −−−−−→
n→+∞

0,

〈t∗n, tn − z〉+ 〈β∗n, βn − β〉 − 〈r∗n, rn − y〉 −−−−−→
n→+∞

0,

−〈w∗n, wn − x〉 −−−−−→
n→+∞

0.

Proof By Proposition 2, we have x ∈ A is an efficient solution of (BMFP) if
and only if it is an optimal solution of the scalar problem (EPη) and this is
equivalent to

0 ∈ ∂
( p∑
i=1

fi ◦ ϕ+

p∑
i=1

(−ηigi) ◦ ϕ+ δ−(Ks×Rp
+) ◦ h′ ◦ ϕ+ δA

)
(x)

where the function h′ : Rm+1 → (Rs × Rp) ∪ {+∞(Rs×Rp)} is defined by

h′(x) :=
(
h(x), f1(x)− η1g1(x), ..., fp(x)− ηpgp(x)

)
, x ∈ Rm+1.

Obviously, the functions δA, δ−(Ks×Rp
+), f1, ..., fp, g1, ..., gp, h

′ and ϕ satisfy all

the assumptions of Theorem 2 (note that for the monotonicity of δ−(Ks×Rp
+)

one can see [22]). Hence, there exist sequences {(xn, yn, θn)}n∈N ⊆ epiϕ = E ⊆
Rm×Rm×R, {bn}n∈N ⊆ B, f(xn, bn) = v(xn), {(x∗n, y∗n, θ∗n)}n∈N ⊆ Rm×Rm+×
R+, {(zn, αn)}n∈N ⊆ domδ−(Ks×Rp

+) = −(Ks×Rp+), {(z∗n, α∗n)}n∈N ⊆ Rs×Rp,
{(rn, tn, βn)}n∈N ⊆ epih′ ⊆ Rm+1 × Rs × Rp (i.e. {(rn, tn)}n∈N ⊆ epih and
{(rn, βi,n)}n∈N ⊆ epi(fi− ηigi), i = 1, ..., p), {(r∗n, t∗n, β∗n)}n∈N ⊆ Rm+1×K∗s ×
Rp+, {wn}n∈N ⊆ domδA = A, {w∗n}n∈N ⊆ Rm, {(uin, win)}n∈N ⊆ domfi ×
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dom(−ηigi) = Rm+1 × Rm+1, {(ui∗n , wi∗n )}n∈N ⊆ Rm+1 × Rm+1, i = 1, ..., p,
satisfying

w∗n ∈ NA(wn), ui∗n ∈ ∂fi(uin), wi∗n ∈ ∂(−ηigi)(win) (i = 1, ..., p),

x∗n − y∗n ∈ S(θ∗n, xn, bn), 〈y∗n, yn − xn〉+ θ∗n(θn − v(xn)) = 0,

(z∗n, α
∗
n) ∈ N−(Ks×Rp

+)(zn, αn) = N−Ks
(αn)×N−Rp

+
(zn), (11)

r∗n ∈ ∂
(
t∗n ◦ h+

p∑
i=1

β∗i,n(fi − ηigi)
)

(rn),

〈t∗n, tn − h(rn)〉+

p∑
i=1

β∗i,n

[
βi,n − (fi(rn)− ηigi(rn))

]
= 0,


w∗n + x∗n

‖.‖Rm−−−−−→
n→+∞

0,

p∑
i=1

ui∗n +

p∑
i=1

wi∗n + r∗n − (y∗n, θ
∗
n)
‖.‖Rm+1−−−−−→
n→+∞

0,

(z∗n, α
∗
n)− (t∗n, β

∗
n)
‖.‖Rs×Rp−−−−−−→
n→+∞

0,



wn
‖.‖Rm−−−−−→
n→+∞

x, xn
‖.‖Rm−−−−−→
n→+∞

x, (yn, θn)
‖.‖Rm+1−−−−−→
n→+∞

y,

rn
‖.‖Rm+1−−−−−→
n→+∞

y, uin
‖.‖Rm+1−−−−−→
n→+∞

y, win
‖.‖Rm+1−−−−−→
n→+∞

y (i = 1, ..., p),

(tn, βn)
‖.‖Rs×Rp−−−−−−→
n→+∞

(z, β), (zn, αn)
‖.‖Rs×Rp−−−−−−→
n→+∞

(z, β),

and 

fi(u
i
n)− fi(y)− 〈ui∗n , uin − y〉 −−−−−→

n→+∞
0 (i = 1, ..., p),

(−ηigi)(win)− (−ηigi)(y)− 〈wi∗n , win − y〉 −−−−−→
n→+∞

0 (i = 1, ..., p),

〈y∗n, yn − x〉+ θ∗n(θn − v(x))− 〈x∗n, xn − x〉 −−−−−→
n→+∞

0,

−〈z∗n, zn − z〉 − 〈α∗n, αn − β〉 −−−−−→
n→+∞

0,

〈t∗n, tn − z〉+ 〈β∗n, βn − β〉 − 〈r∗n, rn − y〉 −−−−−→
n→+∞

0,

−〈w∗n, wn − x〉 −−−−−→
n→+∞

0.

To end up the proof, it remains to note that (11) is equivalent to

(z∗n, α
∗
n) ∈ K∗s × Rp+, 〈z∗n, zn〉 = 0 and 〈α∗n, αn〉 = 0.

ut
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Theorem 4 Let x ∈ A, y := (x, v(x)) ∈ Rm+1, z := h(y) ∈ Rs and η ∈ Rp+
with ηi := fi(x,v(x))

gi(x,v(x))
≥ 0, i = 1, ..., p. Then, x is a weakly efficient solution

of (BMFP) if and only if there exist (λ1, ..., λp) ∈ Rp+ \ {0} and sequences
{(xn, yn, θn)}n∈N ⊆ E, {bn}n∈N ⊆ B, f(xn, bn) = v(xn), {(x∗n, y∗n, θ∗n)}n∈N ⊆
Rm × Rm+ × R+, {zn}n∈N ⊆ −Ks, {z∗n}n∈N ⊆ K∗s , {(rn, tn)}n∈N ⊆ epih,
{(r∗n, t∗n)}n∈N ⊆ Rm+1×K∗s , {wn}n∈N ⊆ A, {w∗n}n∈N ⊆ Rm, {(uin, win)}n∈N ⊆
Rm+1 × Rm+1, {(ui∗n , wi∗n )}n∈N ⊆ Rm+1 × Rm+1, i = 1, ..., p, satisfying

w∗n ∈ NA(wn), ui∗n ∈ ∂(λifi)(u
i
n), wi∗n ∈ ∂(−ηiλigi)(win) (i = 1, ..., p),

x∗n − y∗n ∈ S(θ∗n, xn, bn), 〈y∗n, yn − xn〉+ θ∗n(θn − v(xn)) = 0,

〈z∗n, zn〉 = 0, r∗n ∈ ∂(t∗n ◦ h)(rn), 〈t∗n, tn − h(rn)〉 = 0,
w∗n + x∗n

‖.‖Rm−−−−−→
n→+∞

0,

p∑
i=1

ui∗n +

p∑
i=1

wi∗n + r∗n − (y∗n, θ
∗
n)
‖.‖Rm+1−−−−−→
n→+∞

0,

z∗n − t∗n
‖.‖Rs−−−−−→
n→+∞

0,

wn
‖.‖Rm−−−−−→
n→+∞

x, xn
‖.‖Rm−−−−−→
n→+∞

x, (yn, θn)
‖.‖Rm+1−−−−−→
n→+∞

y,

rn
‖.‖Rm+1−−−−−→
n→+∞

y, uin
‖.‖Rm+1−−−−−→
n→+∞

y, win
‖.‖Rm+1−−−−−→
n→+∞

y (i = 1, ..., p),

tn
‖.‖Rs−−−−−→
n→+∞

z, zn
‖.‖Rs−−−−−→
n→+∞

z,

and

(λifi)(u
i
n)− (λifi)(y)− 〈ui∗n , uin − y〉 −−−−−→

n→+∞
0 (i = 1, ..., p),

(−ηiλigi)(win)− (−ηiλigi)(y)− 〈wi∗n , win − y〉 −−−−−→
n→+∞

0 (i = 1, ..., p),

〈y∗n, yn − x〉+ θ∗n(θn − v(x))− 〈x∗n, xn − x〉 −−−−−→
n→+∞

0,

−〈z∗n, zn − z〉 −−−−−→
n→+∞

0,

〈t∗n, tn − z〉 − 〈r∗n, rn − y〉 −−−−−→
n→+∞

0,

−〈w∗n, wn − x〉 −−−−−→
n→+∞

0.

Proof According to Proposition 3, it is clear that x is a weakly efficient solution
of (BMFP) if and only if there exist (λ1, ..., λp) ∈ Rp+ \ {0} such that

0 ∈ ∂
( p∑
i=1

(λifi) ◦ ϕ+

p∑
i=1

(−ηiλigi) ◦ ϕ+ δ−Ks
◦ h ◦ ϕ+ δA

)
(x).

Thus, by Theorem 2 it follows that there exist sequences {(xn, yn, θn)}n∈N ⊆
epiϕ = E ⊆ Rm×Rm×R, {bn}n∈N ⊆ B, f(xn, bn) = v(xn), {(x∗n, y∗n, θ∗n)}n∈N ⊆
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Rm×Rm+ ×R+, {zn}n∈N ⊆ domδ−Ks = −Ks, {z∗n}n∈N ⊆ K∗s , {(rn, tn)}n∈N ⊆
epih ⊆ Rm+1 × Rs, {(r∗n, t∗n)}n∈N ⊆ Rm+1 × K∗s , {wn}n∈N ⊆ domδA = A,
{w∗n}n∈N ⊆ Rm, {(uin, win)}n∈N ⊆ dom(λifi)×dom(−ηiλigi) = Rm+1×Rm+1,
{(ui∗n , wi∗n )}n∈N ⊆ Rm+1 × Rm+1, i = 1, ..., p, satisfying
w∗n ∈ NA(wn), ui∗n ∈ ∂(λifi)(u

i
n), wi∗n ∈ ∂(−ηiλigi)(win) (i = 1, ..., p),

x∗n − y∗n ∈ S(θ∗n, xn, bn), 〈y∗n, yn − xn〉+ θ∗n(θn − v(xn)) = 0, 〈z∗n, zn〉 = 0,

r∗n ∈ ∂(t∗n ◦ h)(rn), 〈t∗n, tn − h(rn)〉 = 0,
w∗n + x∗n

‖.‖Rm−−−−−→
n→+∞

0,

p∑
i=1

ui∗n +

p∑
i=1

wi∗n + r∗n − (y∗n, θ
∗
n)
‖.‖Rm+1−−−−−→
n→+∞

0,

z∗n − t∗n
‖.‖Rs−−−−−→
n→+∞

0,

wn
‖.‖Rm−−−−−→
n→+∞

x, xn
‖.‖Rm−−−−−→
n→+∞

x, (yn, θn)
‖.‖Rm+1−−−−−→
n→+∞

y,

rn
‖.‖Rm+1−−−−−→
n→+∞

y, uin
‖.‖Rm+1−−−−−→
n→+∞

y, win
‖.‖Rm+1−−−−−→
n→+∞

y (i = 1, ..., p),

tn
‖.‖Rs−−−−−→
n→+∞

z, zn
‖.‖Rs−−−−−→
n→+∞

z,

and

(λifi)(u
i
n)− (λifi)(y)− 〈ui∗n , uin − y〉 −−−−−→

n→+∞
0 (i = 1, ..., p),

(−ηiλigi)(win)− (−ηiλigi)(y)− 〈wi∗n , win − y〉 −−−−−→
n→+∞

0 (i = 1, ..., p),

〈y∗n, yn − x〉+ θ∗n(θn − v(x))− 〈x∗n, xn − x〉 −−−−−→
n→+∞

0,

−〈z∗n, zn − z〉 −−−−−→
n→+∞

0,

〈t∗n, tn − z〉 − 〈r∗n, rn − y〉 −−−−−→
n→+∞

0,

−〈w∗n, wn − x〉 −−−−−→
n→+∞

0.

Hence, the proof is complete. ut

Now, by applying Proposition 5 and Theorem 2 we get the following result.

Theorem 5 Let x ∈ A, y := (x, v(x)) ∈ Rm+1, z := h(y) ∈ Rs and η ∈ Rp+
with ηi := fi(x,v(x))

gi(x,v(x))
≥ 0, i = 1, ..., p. Assume that there exist non-negative real

numbers a and b such that 0 < a ≤ gi(x, v(x)) ≤ b, for all i ∈ {1, ..., p} and all
x ∈ A. Then, x is a properly efficient solution of (BMFP) if and only if there
exist (λ1, ..., λp) ∈ int(Rp+) and sequences {(xn, yn, θn)}n∈N ⊆ E, {bn}n∈N ⊆
B, f(xn, bn) = v(xn), {(x∗n, y∗n, θ∗n)}n∈N ⊆ Rm × Rm+ × R+, {zn}n∈N ⊆ −Ks,
{z∗n}n∈N ⊆ K∗s , {(rn, tn)}n∈N ⊆ epih, {(r∗n, t∗n)}n∈N ⊆ Rm+1×K∗s , {wn}n∈N ⊆
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A, {w∗n}n∈N ⊆ Rm, {(uin, win)}n∈N ⊆ Rm+1×Rm+1, {(ui∗n , wi∗n )}n∈N ⊆ Rm+1×
Rm+1, i = 1, ..., p, satisfying

w∗n ∈ NA(wn), ui∗n ∈ ∂(λifi)(u
i
n), wi∗n ∈ ∂(−ηiλigi)(win) (i = 1, ..., p),

x∗n − y∗n ∈ S(θ∗n, xn, bn), 〈y∗n, yn − xn〉+ θ∗n(θn − v(xn)) = 0,

〈z∗n, zn〉 = 0, r∗n ∈ ∂(t∗n ◦ h)(rn), 〈t∗n, tn − h(rn)〉 = 0,
w∗n + x∗n

‖.‖Rm−−−−−→
n→+∞

0,

p∑
i=1

ui∗n +

p∑
i=1

wi∗n + r∗n − (y∗n, θ
∗
n)
‖.‖Rm+1−−−−−→
n→+∞

0,

z∗n − t∗n
‖.‖Rs−−−−−→
n→+∞

0,

wn
‖.‖Rm−−−−−→
n→+∞

x, xn
‖.‖Rm−−−−−→
n→+∞

x, (yn, θn)
‖.‖Rm+1−−−−−→
n→+∞

y,

rn
‖.‖Rm+1−−−−−→
n→+∞

y, uin
‖.‖Rm+1−−−−−→
n→+∞

y, win
‖.‖Rm+1−−−−−→
n→+∞

y (i = 1, ..., p),

tn
‖.‖Rs−−−−−→
n→+∞

z, zn
‖.‖Rs−−−−−→
n→+∞

z,

and

(λifi)(u
i
n)− (λifi)(y)− 〈ui∗n , uin − y〉 −−−−−→

n→+∞
0 (i = 1, ..., p),

(−ηiλigi)(win)− (−ηiλigi)(y)− 〈wi∗n , win − y〉 −−−−−→
n→+∞

0 (i = 1, ..., p),

〈y∗n, yn − x〉+ θ∗n(θn − v(x))− 〈x∗n, xn − x〉 −−−−−→
n→+∞

0,

−〈z∗n, zn − z〉 −−−−−→
n→+∞

0,

〈t∗n, tn − z〉 − 〈r∗n, rn − y〉 −−−−−→
n→+∞

0,

−〈w∗n, wn − x〉 −−−−−→
n→+∞

0.

Proof We apply Proposition 5 and Theorem 2 and we follow the same reason-
ings as in the proof of Theorem 4. ut

Next, we close this section by providing an example illustrating sequential
optimality conditions given in Theorem 3, Theorem 4 and Theorem 5 where
for instance the Slater’s constraint qualification fails. Let us recall that the set
A is said to satisfy Slater’s constraint qualification if there exists x̂ ∈ A such
that h(x̂, v(x̂)) ∈ −int(Ks) (see [23]).

Example 1 Let

d := 1, m := 1, p := 2, s := 1, A = B :=

[
0,

1

2

]
, Ks := R+,

Articles in press



Journal of Optimization Theory and Applications 21

f : R2 → R, f(x, y) := x+ y,

f1 : R2 → R, f1(x, y) :=

x
2 + 1, if x ≥ 0,

1, if x < 0,

f2 : R2 → R f2(x, y) :=

y
2, if y ≥ 0,

0, if y < 0,

g1 : R2 → R, g1(x, y) := 1,

g2 : R2 → R, g2(x, y) := −x− y + 2,

h : R2 → R, h(x, y) = y.

Then, our bilevel multiobjective fractional programming problem that we con-
sider can be formulated as follows

(BMFP) v- min
{(
x2 + 1,

x2

2− 2x

)
: x ∈ A

}
where A := {x ∈

[
0, 12
]

: x ≤ 0} 6= ∅ and min(FPx) = v(x) = x, for all x ∈ R.
Clearly, f is convex, fi,−gi are convex and R2

+-nondecreasing, i = 1, 2 and h
is proper, convex, lower semicontinuous and R2

+-nondecreasing. Moreover, one
can see that 0 < a = 1 ≤ gi(x, v(x)) ≤ b = 2, for all i = 1, 2 and all x ∈ A. It is
a simple matter to check that x = 0 is a properly and weakly efficient solution
of (BMFP) where A does not satisfy the Slater’s constraint qualification.
Nevertheless, the sequential optimality conditions given in Theorem 4 and
also Theorem 5 are satisfied. Take y := (0, 0), z := 0, η1 := 1, η2 := 0,
λ1 = λ2 := 1, xn = yn = θn := 1

n+1 , bn := 0, x∗n = y∗n := 1
n+1 , θ∗n := 0,

zn := 0, z∗n := 1
n+1 , rn := ( 1

n+1 ,
1

n+1 ), tn := 1
n+1 , r∗n := (0, 0), t∗n := 0,

wn = w∗n := 0, u1n = u2n := ( 1
n+1 ,

1
n+1 ), u1∗n := ( 2

n+1 , 0), u2∗n := (0, 2
n+1 ),

w1
n = w2

n := ( 1
n+1 ,

1
n+1 ), w1∗

n = w2∗
n := (0, 0), for all n ∈ N. Thus, we can see

easily that

0 ∈ NA(0), ( 2
n+1 , 0) ∈ ∂(λ1f1)( 1

n+1 ,
1

n+1 ), (0, 2
n+1 ) ∈ ∂(λ2f2)( 1

n+1 ,
1

n+1 ),

(0, 0) ∈ ∂(−η1λ1g1)( 1
n+1 ,

1
n+1 ), (0, 0) ∈ ∂(−η2λ2g2)( 1

n+1 ,
1

n+1 ),

x∗n − y∗n = 0 ∈ S(0, 1
n+1 , 0), y∗n(yn − xn) + θ∗n(θn − v(xn)) = 0,

z∗nzn = 0, (0, 0) ∈ ∂(t∗nh)( 1
n+1 ,

1
n+1 ), t∗n(tn − h(rn)) = 0,

w∗n + x∗n = 1
n+1 −−−−−→n→+∞

0,

u1∗n + u2∗n + w1∗
n + w2∗

n + r∗n − (y∗n, θ
∗
n) = ( 1

n+1 ,
2

n+1 )
‖.‖R2−−−−−→
n→+∞

(0, 0),

z∗n − t∗n = 1
n+1 −−−−−→n→+∞

0,
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wn = zn = 0 −−−−−→
n→+∞

0, xn = 1
n+1 −−−−−→n→+∞

0,

(yn, θn) = rn = ( 1
n+1 ,

1
n+1 )

‖.‖R2−−−−−→
n→+∞

(0, 0),

u1n = u2n = w1
n = w2

n = ( 1
n+1 ,

1
n+1 )

‖.‖R2−−−−−→
n→+∞

(0, 0),

tn = 1
n+1 −−−−−→n→+∞

0,

and

(λifi)(u
i
n)− (λifi)(y)− 〈ui∗n , uin − y〉 = − 1

(n+1)2 −−−−−→n→+∞
0 (i = 1, 2),

(−ηiλigi)(win)− (−ηiλigi)(y)− 〈wi∗n , win − y〉 = 0 −−−−−→
n→+∞

0 (i = 1, 2),

y∗n(yn − x) + θ∗n(θn − v(x))− x∗n(xn − x) = 0 −−−−−→
n→+∞

0,

−z∗n(zn − z) = 0 −−−−−→
n→+∞

0, t∗n(tn − z)− 〈r∗n, rn − y〉 = 0 −−−−−→
n→+∞

0,

−w∗n(wn − x) = 0 −−−−−→
n→+∞

0.

For the sequential optimality conditions given in Theorem 3, it suffices to set
y = β := (0, 0), z := 0, η1 := 1, η2 := 0, xn = yn = θn := 1

n+1 , bn := 0,

x∗n = y∗n := 1
n+1 , θ∗n := 0, zn := 0, αn := (0, 0), z∗n := 1

n+1 , α∗n := (0, 0),

rn := ( 1
n+1 ,

1
n+1 ), tn := 1

n+1 , βn := ( 1
(n+1)2 ,

1
(n+1)2 ), r∗n := (0, 0), t∗n := 0,

β∗n := (0, 0), wn = w∗n := 0, u1n = u2n := ( 1
n+1 ,

1
n+1 ), u1∗n := ( 2

n+1 , 0), u2∗n :=

(0, 2
n+1 ), w1

n = w2
n := ( 1

n+1 ,
1

n+1 ), w1∗
n = w2∗

n := (0, 0), for all n ∈ N.

5 Conclusions

In this work, without assuming any qualification condition, we have obtained
sequential calculus rules for the subdifferential of finite sums involving com-
posed and multi-composed functions under convexity and lower semicontinuity
hypotheses, in terms of limits of subgradients at nearby points to the nominal
point.

Next, we have deduced sequential optimality conditions characterizing prop-
erly or weakly efficient solutions of a bilevel multiobjective fractional program-
ming problem with an extremal value function.

As final conclusion, we think that several results of this work will be useful
in order to improve the actual resolution techniques and develop new methods
to solve multiobjective fractional mathematical programs.
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convexes composées. Ann. Sci. Math. Québec 18(2), 119–148 (1994)
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