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#### Abstract

Souza et al. (Knowledge-Based Systems, 131 (2017), pp. 149-159) pointed out that although several approaches have been proposed in the literature for fitting interval linear regression models (linear regression models its parameters are represented as intervals). However, as there are flaws in all the existing approaches, it is scientifically incorrect to use these approaches in real life problems. To resolve the flaws of the existing approaches, Souza et al. proposed a new approach for fitting interval linear regression models. After a deep study, it is observed that in the approach, proposed by Souza et al., some mathematical incorrect assumptions have been considered and hence, it is scientifically incorrect to use the Souza et al.'s approach, in real life problems. In this paper the mathematical incorrect assumption, considered by Souza et al, is pointed out and suggested modifications are provided as well as a new approach is proposed as for fitting the interval linear regression models. The proposed model guarantee mathematical coherent such that the predicted values of the model are intervals with lower bound less than or equal upper bound. Furthermore, the proposed has been illustrated with the help of a numerical example.


## 1. Introduction

Souza et al. [13, Section 1, pp. 149] pointed out that in all the existing approaches [1-13], proposed for fitting interval regression models, certain fixed reference points are used to transform an interval linear regression model into a crisp linear regression model whereas, the better results can be obtained by varying the reference points according to the collected data. Therefore, assuming some certain fixed points for the data of all the problems is mathematically incorrect. To resolve this problem, Souza et al. [13, Section 3.2, pp. 152] proposed a parameterized approach to fit an interval linear regression model. After a deep study, it is observed in Step 2 of the approach, proposed by Souza et al. [13] that the multiplication of two intervals is replaced by multiplication of an interval with a real number i.e., it is assumed that to find the multiplication of two intervals is equivalent to find the multiplication of an interval with real number, which is mathematically incorrect. Hence, it is scientifically incorrect to use the approach, proposed by Souza et al. [13], for fitting the interval linear regression models. Therefore, in this

[^0]paper, to modify Souza et al. [13] after discussing the existing approach [13] and pointing out incorrect assumptions, a new multiplication for two intervals is proposed and a new approach is proposed to construct linear regression model to fit interval valued data. Furthermore, the proposed is illustrated with the help of a numerical example.

## 2. Preliminary

This section is devoted for necessary basic definition and properties of bounded closed real intervals including arithmetic operations of mathematical intervals.
Definition 1: A bounded real interval $A$ is a finite set of all real numbers contained between any two endpoints $a^{l}$ and $a^{u}$ called lower and upper bounds, respectively. If $\underline{a}$ and $\bar{a}$ are included the real bounded interval is called closed and is terminologically denoted $[\underline{a}, \bar{a}]$, i.e., $A=[\underline{a}, \bar{a}]=\{x \in R \mid \underline{a} \leq x \leq \bar{a}, \underline{a}=\inf (A), \bar{a}=\sup (A)\}$. An interval $A=[a, a]=\{a\}$ is called degenerate interval which is a special cases of bounded closed interval. Henceforth, the concept of interval denotes mathematical bounded closed real interval.
Definition 2: An interval $A$ may be expressed in the term of centric-point and range as follows:
$A=\left(a^{c} ; a^{r}\right)$ where $a^{c}=\frac{a+\bar{a}}{2}$ is the centric-point of $A$ and $a^{r}=\underline{a}-\bar{a}$ is the range $\left(a^{r} \geq 0\right)$ of $A$ such that $\underline{a}=a^{c}-\frac{a^{r}}{2}$ and $\bar{a}=a^{c}+\frac{a^{r}}{2}$.
Definition 3 (Moore 1966): Let $A=[\underline{a}, \bar{a}]$ and $B=[\underline{b}, \bar{b}]$ are two intervals, then we have

- $A+B=[\underline{a}+\underline{b}, \bar{a}+\bar{b}]$
- $A-B=[\underline{a}-\underline{b}, \bar{a}-\bar{b}]$
- $\gamma \cdot A= \begin{cases}{[\gamma \underline{a}, \gamma \bar{a}]} & \gamma \geq 0 \\ {[\gamma \bar{a}, \gamma \underline{a}]} & \gamma<0\end{cases}$
- $A \cdot B=[\min \{\underline{a b}, \underline{a} \bar{b}, \bar{a} \underline{b}, \bar{a} \bar{b}\}, \max \{\underline{a b}, \underline{a} \bar{b}, \bar{a} \underline{b}, \bar{a} \bar{b}\}]$

Definition 4: An interval $A=[\underline{a}, \bar{a}]$ is said mathematically coherent interval iff $\underline{a} \leq \bar{a}$, i.e., the lower bound of $A$ is less than or equal the upper bound. Otherwise $A$ is mathematically incoherent.

## 3. Existing parameterized approach

To point out the mathematical incorrect assumptions, considered by Souza et al. [13, Section 3.2, pp. 152] in their proposed approach, there is need to discuss this approach. Therefore, the same is discussed in this section.
Souza et al. [1, Section 3.2, pp. 152] proposed the following approach to fit the interval linear regression model (1).

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}, \bar{\beta}_{0}\right]+\sum_{j=1}^{p}\left[\underline{\beta}_{j}, \bar{\beta}_{j}\right]\left[\underline{x}_{j}, \bar{x}_{j}\right]+\left[\epsilon^{l}, \epsilon^{u}\right] \tag{1}
\end{equation*}
$$

Step 1: Using the existing relation [14], $\left[\underline{\mathrm{x}}_{\mathrm{j}}, \overline{\mathrm{x}}_{\mathrm{j}}\right]=\left\{(1-\lambda) \underline{\mathrm{x}}_{\mathrm{j}}+\lambda \overline{\mathrm{x}}_{\mathrm{j}}: 0 \leq \lambda \leq 1\right\}$, the interval linear regression model (1) can be transformed into its equivalent interval linear regression model (2).

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}, \bar{\beta}_{0}\right]+\sum_{j=1}^{p}\left[\underline{\beta}_{j}, \bar{\beta}_{j}\right]\left\{\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}\right\}+\left[\epsilon^{l}, \epsilon^{u}\right] \tag{2}
\end{equation*}
$$

Step 2: Using the existing relation [14], $\lambda[\mathrm{a}, \mathrm{b}]=[\lambda \mathrm{a}, \lambda \mathrm{b}], \lambda \geq 0$, the interval linear regression model (2) can be transformed into its equivalent interval linear regression model (3).

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}, \bar{\beta}_{0}\right]+\sum_{j=1}^{p}\left[\underline{\beta}_{j}\left\{\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}\right\}, \bar{\beta}_{j}\left\{\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}\right\}\right]+\left[\epsilon^{l}, \epsilon^{u}\right] \tag{3}
\end{equation*}
$$

Step 3: Assuming, $\alpha_{j}^{l}=\underline{\beta}_{j}\left(1-\lambda_{j}\right), \omega_{j}^{l}=\underline{\beta}_{j} \lambda_{j}, \alpha_{j}^{u}=\bar{\beta}_{j}\left(1-\lambda_{j}\right)$ and $\omega_{j}^{u}=\bar{\beta}_{j} \lambda_{j}$, the interval linear regression models (3) can be transformed into its equivalent interval linear regression model (4).

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}, \bar{\beta}_{0}\right]+\sum_{j=1}^{p}\left[\alpha_{j}^{l} \underline{x}_{j}+\omega_{j}^{l} \bar{x}_{j}, \alpha_{j}^{u} \underline{x}_{j}+\omega_{j}^{u} \bar{x}_{j}\right]+\left[\epsilon^{l}, \epsilon^{u}\right] \tag{4}
\end{equation*}
$$

Step 4: Using the existing relations [14], $[a, b]+\sum_{\mathrm{i}=1}^{\mathrm{n}}\left[a_{i}, b_{\mathrm{i}}\right]=\left[a+\sum_{\mathrm{i}=1}^{\mathrm{n}} a_{\mathrm{i}}, b+\sum_{\mathrm{i}=1}^{\mathrm{n}} b_{\mathrm{i}}\right]$ and $[a, b]=$ $[c, d] \Rightarrow a=b, c=d$ the interval linear regression model (4) can be transformed into its equivalent crisp linear regression models (5) and (6).

$$
\begin{align*}
& \underline{y}=\underline{\beta}_{0}+\sum_{j=1}^{p} \alpha_{j}^{l} \underline{x}_{j}+\sum_{j=1}^{p} \omega_{j}^{l} \bar{x}_{j}+\epsilon^{l}  \tag{5}\\
& \bar{y}=\bar{\beta}_{0}+\sum_{j=1}^{p} \alpha_{j}^{u} \underline{x}_{j}+\sum_{j=1}^{p} \omega_{j}^{u} \bar{x}_{j}+\epsilon^{u} \tag{6}
\end{align*}
$$

Step 5: If $\underline{y}_{i}$ and $\bar{y}_{\mathrm{i}}$ are the known values of $\underline{y}$ and $\bar{y}$ corresponding to $\underline{x}_{\mathrm{ij}}$ and $\bar{x}_{\mathrm{ij}}, i=1,2, \ldots, n ; j=1,2, \ldots, p$ then using the equations (5) and (6), the sum of squares of errors in the predicted values of $y_{i}$ and $\bar{y}_{i}$ can be obtained by equations (7) and (8) respectively.

$$
\begin{align*}
& \sum_{i=1}^{n}\left(\epsilon_{i}^{l}\right)^{2}=\sum_{i=1}^{n}\left(\underline{y}_{i}-\underline{\beta}_{0}-\sum_{j=1}^{p} \alpha_{j}^{l} \underline{x}_{j i}-\sum_{j=1}^{p} \omega_{j}^{l} \bar{x}_{j i}\right)^{2}  \tag{7}\\
& \sum_{i=1}^{n}\left(\epsilon_{i}^{u}\right)^{2}=\sum_{i=1}^{n}\left(\bar{y}_{i}-\bar{\beta}_{0}-\sum_{j=1}^{p} \alpha_{j}^{u} \underline{x}_{j i}-\sum_{j=1}^{p} \omega_{j}^{u} \bar{x}_{j i}\right)^{2} \tag{8}
\end{align*}
$$

Step 6: According to the principle of least squares [15], the values of $\beta_{0}^{l}, \alpha_{j}^{l}$ and $\omega_{j}^{l}$, corresponding to which the sum of squares of errors $\sum_{i=1}^{n}\left(\epsilon_{i}^{l}\right)^{2}$ will be minimum, can be obtained by partially differentiating Eq. (7) with respect to $\underline{\beta}_{0}, \alpha_{j}^{l}$ and $\omega_{j}^{l}$. Similarly, the values of $\bar{\beta}_{0}, \alpha_{j}^{u}$ and $\omega_{j}^{u}$, corresponding to which the sum of squares of errors $\sum_{i=1}^{n}\left(\epsilon_{i}^{u}\right)^{2}$ will be minimum, can be obtained by partially differentiating Eq. (8) with respect to $\bar{\beta}_{0}, \alpha_{j}^{u}$ and $\omega_{j}^{u}$.

On partially differentiating Eq. (7) with respect to $\underline{\beta}_{0}, \alpha_{j}^{l}$ and $\omega_{j}^{l}$, the crisp system of linear equations (9), (10) and (11) respectively are obtained and on partially differentiating Eq. (8) with respect to $\bar{\beta}_{0}, \alpha_{j}^{u}$ and $\omega_{j}^{u}$, the crisp system of linear equations (12), (13) and (14) respectively are obtained.

$$
\begin{align*}
& \sum_{i=1}^{n} \underline{y}_{i}=n \underline{\beta}_{0}+\sum_{j=1}^{p} \alpha_{j}^{l}\left(\sum_{i=1}^{n} \underline{x}_{j i}\right)+\sum_{j=1}^{p} \omega_{j}^{l}\left(\sum_{i=1}^{n} \bar{x}_{j i}\right)  \tag{9}\\
& \sum_{i=1}^{n} \underline{x}_{k i} \underline{y}_{i}=\underline{\beta}_{0} \sum_{i=1}^{n} \underline{x}_{k i}+\sum_{j=1}^{p} \alpha_{j}^{l}\left(\sum_{i=1}^{n} \underline{x}_{j i} \underline{x}_{k i}\right)+\sum_{j=1}^{p} \omega_{j}^{l}\left(\sum_{i=1}^{n} \bar{x}_{j i} \underline{x}_{k i}\right), k=1,2, \ldots, p .  \tag{10}\\
& \sum_{i=1}^{n} \bar{x}_{k i} \underline{y}_{i}=\bar{\beta}_{0} \sum_{i=1}^{n} \bar{x}_{k i}+\sum_{j=1}^{p} \alpha_{j}^{l}\left(\sum_{i=1}^{n} \underline{x}_{j i} \bar{x}_{k i}\right)+\sum_{j=1}^{p} \omega_{j}^{l}\left(\sum_{i=1}^{n} \bar{x}_{j i} \bar{x}_{k i}\right), k=1,2, \ldots, p .  \tag{11}\\
& \sum_{i=1}^{n} \bar{y}_{i}=n \bar{\beta}_{0}+\sum_{j=1}^{p} \alpha_{j}^{u}\left(\sum_{i=1}^{n} \underline{x}_{j i}\right)+\sum_{j=1}^{p} \omega_{j}^{u}\left(\sum_{i=1}^{n} \bar{x}_{j i}\right)  \tag{12}\\
& \sum_{i=1}^{n} \underline{x}_{k i} \bar{y}_{i}=\bar{\beta}_{0} \sum_{i=1}^{n} \underline{x}_{k i}+\sum_{j=1}^{p} \alpha_{j}^{u}\left(\sum_{i=1}^{n} \underline{x}_{j i} \underline{x}_{k i}\right)+\sum_{j=1}^{p} \omega_{j}^{u}\left(\sum_{i=1}^{n} \bar{x}_{j i} \underline{x}_{k i}\right), k=1,2, \ldots, p .  \tag{13}\\
& \sum_{i=1}^{n} \bar{x}_{k i} \bar{y}_{i}=\bar{\beta}_{0} \sum_{i=1}^{n} \underline{x}_{k i}+\sum_{j=1}^{p} \alpha_{j}^{u}\left(\sum_{i=1}^{n} \underline{x}_{j i} \bar{x}_{k i}\right)+\sum_{j=1}^{p} \omega_{j}^{u}\left(\sum_{i=1}^{n} \bar{x}_{j i} \bar{x}_{k i}\right), k=1,2, \ldots, p . \tag{14}
\end{align*}
$$

Step 7: Find the values of $\underline{\beta}_{0}, \alpha_{j}^{l}$ and $\omega_{j}^{l}, j=1,2, \ldots, p$ by solving the crisp system of linear equations (9) to (11) and find the values of $\bar{\beta}_{0}, \alpha_{j}^{u}$ and $\omega_{j}^{u}, j=1,2, \ldots, p$ by solving the crisp system of linear equations (12) to (14).
Step 8: Find the interval linear regression model by putting the values of $\underline{\beta}_{0}, \bar{\beta}_{0}, \alpha_{j}^{l}, \alpha_{j}^{u}, \omega_{j}^{l}$ and $\omega_{j}^{u}$, obtained in Step 7, in the interval linear regression model (4).

## 4. Mathematical incorrect assumptions considered in the existing parameterized approach

In the existing parameterized approach [13, Section 3.2, pp. 152], discussed in Section 3, the following mathematical incorrect assumptions have been considered.

In Step 1 of the existing approach [13], discussed in the Section 2, the interval linear regression model (1) has been transformed into the interval linear regression model (2) by considering the relation (15)

$$
\left[\underline{\beta}_{j}, \bar{\beta}_{j}\right]\left[\underline{x}_{j}, \bar{x}_{j}\right]=\left[\underline{\beta}_{j}, \bar{\beta}_{j}\right]\left\{\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}\right\}
$$

However, the following example clearly indicates that it is mathematically incorrect to assume the same.
Let $\left[\underline{\beta}_{j}, \bar{\beta}_{j}\right]=[1,2],\left[\underline{x}_{j}, \bar{x}_{j}\right]=[3,4]$, then

$$
\begin{gather*}
{\left[\underline{\beta_{j}}, \bar{\beta}_{j}\right]\left[\underline{x}_{j}, \bar{x}_{j}\right]=[1,2][3,4]=[3,8]}  \tag{16}\\
{\left[\underline{\beta_{j}}, \bar{\beta}_{j}\right]\left\{\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}\right\}=[1,2]\left\{3\left(1-\lambda_{j}\right)+4 \lambda_{j}\right\}=\left[3+\lambda_{j}, 6+2 \lambda_{j}\right]} \tag{17}
\end{gather*}
$$

Now, using the relation (15) for (16) \& (17),

$$
[3,8]=\left[3+\lambda_{j}, 6+2 \lambda_{j}\right] \Rightarrow 3=3+\lambda_{j} \text { and } 8=6+2 \lambda_{j} \Rightarrow \lambda_{j}=0 \text { and } \lambda_{j}=1
$$

## 5. The effect of the mathematical incorrect assumptions

To point out the effect of mathematical incorrect assumptions, discussed in Section 3, the existing parameterized approach [13, Section 3.2, pp. 152], discussed in Section 3, is applied to obtain an interval linear regression model and shown that the obtained model is not valid. It is obvious that there does not exist any value of $\lambda_{\mathrm{j}}$ for which the relation (15) will be satisfied. Hence, it is mathematically incorrect to transform interval linear regression model (1) into interval linear regression model (2) by considering the relation (15).

### 5.1 Interval linear regression model

$\operatorname{Let}\left[\underline{x}_{11}, \bar{x}_{11}\right]=[1,2],\left[\underline{x_{12}}, \bar{x}_{12}\right]=\left[3,4,\left[\underline{y}_{1}, \bar{y}_{1}\right]=[12,26]\right.$ and $\left[\underline{y_{2}}, \bar{y}_{2}\right]=[4,30]$. Then, using the existing parameterized approach [1, Section 3.2, pp. 152], discussed in Section 3, the interval linear regression model (18), for the considered data can be obtained as follows:

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}, \bar{\beta}_{0}\right]+\left[\underline{\beta}_{1}, \bar{\beta}_{1}\right]\left[\underline{x}_{1}, \bar{x}_{1}\right]+\left[\varepsilon^{l}, \varepsilon^{u}\right] \tag{18}
\end{equation*}
$$

Step 1: Using the existing relation [14], $\left[\underline{x_{1}}, \bar{x}_{1}\right]=\left\{\left(1-\lambda_{1}\right) \underline{x}_{1}+\lambda_{1} \bar{x}_{1}: 0 \leq \lambda_{1} \leq 1\right\}$, the interval linear regression model (18) can be transformed into its equivalent interval linear regression model (19).

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}, \bar{\beta}_{0}\right]+\left[\underline{\beta}_{1}, \bar{\beta}_{1}\right]\left(\left(1-\lambda_{1}\right) \underline{x}_{1}+\lambda_{1} \bar{x}_{1}\right)+\left[\varepsilon^{l}, \varepsilon^{u}\right] \tag{19}
\end{equation*}
$$

Step 2: Using the existing relation [14], $\lambda[a, b]=[\lambda a, \lambda b], \lambda \geq 0$, the interval linear regression model (19) can be transformed into its equivalent interval linear regression model (20).

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}, \bar{\beta}_{0}\right]+\left[\underline{\beta}_{1}\left(1-\lambda_{1}\right) \underline{x}_{1}+\underline{\beta}_{1} \lambda_{1} \bar{x}_{1}, \bar{\beta}_{1}\left(1-\lambda_{1}\right) \underline{x}_{1}+\bar{\beta}_{1} \lambda_{1} \bar{x}_{1}\right]+\left[\varepsilon^{l}, \varepsilon^{u}\right] \tag{20}
\end{equation*}
$$

Step 3: Assuming $\alpha_{1}^{l}=\beta_{1}^{l}\left(1-\lambda_{1}\right), \omega_{1}^{l}=\beta_{1}^{l} \lambda_{1}, \alpha_{1}^{u}=\beta_{1}^{u}\left(1-\lambda_{1}\right)$ and $\omega_{1}^{u}=\beta_{1}^{u} \lambda_{1}$, the interval linear regression model (20) can be transformed into its equivalent interval linear regression model (21).

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}, \bar{\beta}_{0}\right]+\left[\alpha_{1}^{l} \underline{x}_{1}+\omega_{1}^{l} \bar{x}_{1}, \alpha_{1}^{u} \underline{x}_{1}+\omega_{1}^{u} \bar{x}_{1}\right]+\left[\varepsilon^{l}, \varepsilon^{u}\right] \tag{21}
\end{equation*}
$$

Step 4: Using the existing relations [14], $\sum_{i=1}^{n}\left[a_{i}, b_{i}\right]=\left[\sum_{i=1}^{n} a_{i}, \sum_{i=1}^{n} b_{i}\right]$ and $[a, b]=[c, d] \Rightarrow a=c, b=d$, the interval linear regression model (21) can be transformed into the equivalent crisp linear regression models (22) and (23).

$$
\begin{array}{r}
\underline{y}=\underline{\beta}_{0}+\alpha_{1}^{l} \underline{x}_{1}+\omega_{1}^{l} \bar{x}_{1}+\varepsilon^{l} \\
\bar{y}=\bar{\beta}_{0}+\alpha_{1}^{u} \underline{x_{1}}+\omega_{1}^{u} \bar{x}_{1}+\varepsilon^{u} \tag{23}
\end{array}
$$

Step 5: Using Eq. (22) the sum of the squares of errors in the predicted values of $\underline{y}_{1}$ and $\underline{y}_{2}$ can be obtained by Eq. (24) and using Eq. (23) the sum of the squares of errors in the predicted values of $\bar{y}_{1}$ and $\bar{y}_{2}$ can be obtained by Eq. (25).

$$
\begin{align*}
& \left(\varepsilon_{1}^{l}\right)^{2}+\left(\varepsilon_{2}^{l}\right)^{2}=\left(\underline{y}_{1}-\underline{\beta}_{0}-\alpha_{1}^{l} \underline{x}_{11}-\omega_{1}^{l} \bar{x}_{11}\right)^{2}+\left(\underline{y}_{2}-\underline{\beta}_{0}-\alpha_{1}^{l} \underline{x}_{12}-\omega_{1}^{l} \bar{x}_{12}\right)^{2}  \tag{24}\\
& \left(\varepsilon_{1}^{u}\right)^{2}+\left(\varepsilon_{2}^{u}\right)^{2}=\left(\bar{y}_{1}-\bar{\beta}_{0}-\alpha_{1}^{u} \underline{x}_{11}-\omega_{1}^{u} \bar{x}_{11}\right)^{2}+\left(\bar{y}_{2}-\bar{\beta}_{0}-\alpha_{1}^{u} \underline{x}_{12}-\omega_{1}^{u} \bar{x}_{12}\right)^{2} \tag{25}
\end{align*}
$$

Step 6: Partially differentiating Eq. (24) with respect to $\underline{\beta}_{0}, \alpha_{1}^{l}$ and $\omega_{1}^{l}$, the crisp system of linear equations (26) to (28) is obtained and partially differentiating Eq. (25) with respect to $\bar{\beta}_{0}, \alpha_{1}^{u}$ and $\omega_{1}^{u}$ the crisp system of linear equations (28) to (31) is obtained .

$$
\begin{align*}
& \underline{y}_{1}+\underline{y}_{2}=2 \underline{\beta}_{0}+\alpha_{1}^{l}\left(\underline{x}_{11}+\underline{x}_{12}\right)+\omega_{1}^{l}\left(\bar{x}_{11}+\bar{x}_{12}\right)  \tag{26}\\
& \underline{x}_{11} \underline{y}_{1}+\underline{x}_{12} \underline{y}_{2}=\underline{\beta}_{0}\left(\underline{x}_{11}+\underline{x}_{12}\right)+\alpha_{1}^{l}\left(\underline{x}_{11}^{2}+\underline{x}_{12}^{2}\right)+\omega_{1}^{l}\left(\underline{x}_{11} \bar{x}_{11}+\underline{x}_{12} \bar{x}_{12}\right)  \tag{27}\\
& \bar{x}_{11} \underline{y}_{1}+\bar{x}_{12} \underline{y}_{2}=\underline{\beta}_{0}\left(\bar{x}_{11}+\bar{x}_{12}\right)+\alpha_{1}^{l}\left(\underline{x}_{11} \bar{x}_{11}+\underline{x}_{12} \bar{x}_{12}\right)+\omega_{1}^{l}\left(\bar{x}_{11}^{2}+\bar{x}_{12}^{2}\right)  \tag{28}\\
& \bar{y}_{1}+\bar{y}_{2}=2 \bar{\beta}_{0}+\underline{\alpha}_{1}^{u}\left(\underline{x}_{11}+\underline{x}_{12}\right)+\omega_{1}^{u}\left(\bar{x}_{11}+\bar{x}_{12}\right)  \tag{29}\\
& \underline{x}_{11} \bar{y}_{1}+\underline{x}_{12} \bar{y}_{2}=\bar{\beta}_{0}\left(\underline{x}_{11}+\underline{x}_{12}\right)+\alpha_{1}^{u}\left(\underline{x}_{11}{ }^{2}+\underline{x}_{12}^{2}\right)+\omega_{1}^{u}\left(\underline{x}_{11} \bar{x}_{11}+\underline{x}_{12} \bar{x}_{12}\right)  \tag{30}\\
& \underline{x}_{11} \bar{y}_{1}+\underline{x}_{12} \bar{y}_{2}=\bar{\beta}_{0}\left(\bar{x}_{11}+\bar{x}_{12}\right)+\alpha_{1}^{u}\left(\underline{x}_{11} \bar{x}_{11}+\underline{x}_{12} \bar{x}_{12}\right)+\omega_{1}^{u}\left(\bar{x}_{11}^{2}+\bar{x}_{12}^{2}\right) \tag{31}
\end{align*}
$$

Since, in the considered problem $\underline{x}_{11}=1, \bar{x}_{11}=2, \underline{x}_{12}=3, \bar{x}_{12}=4, \underline{y}_{1}=12, \bar{y}_{1}=26, \underline{y}_{2}=4$ and $\bar{y}_{2}=30$. So, putting these values in equations (26) to (31) these equations are transformed into equations (32) to (37) respectively.

$$
\begin{align*}
& 32=4 \underline{\beta}_{0}+8 \alpha_{1}^{l}+12 \omega_{1}^{l}  \tag{32}\\
& 48=8 \bar{\beta}_{0}+20 \alpha_{1}^{l}+28 \omega_{1}^{l}  \tag{33}\\
& 80=12 \bar{\beta}_{0}+28 \alpha_{1}^{l}+40 \omega_{1}^{l}  \tag{34}\\
& 112=4 \bar{\beta}_{0}+8 \alpha_{1}^{u}+12 \omega_{1}^{u}  \tag{35}\\
& 232=8 \bar{\beta}_{0}+20 \alpha_{1}^{u}+28 \omega_{1}^{u}  \tag{36}\\
& 344=12 \bar{\beta}_{0}+28 \alpha_{1}^{u}+40 \omega_{1}^{u} \tag{37}
\end{align*}
$$

Step 7: On solving the crisp linear equations (32) to (34), the obtained values of $\underline{\beta}_{0}, \alpha_{1}^{l}$ and $\omega_{1}^{l}$ are $12,-8$ and 4 respectively and on solving the crisp linear equations (35) to (37), the obtained values of $\bar{\beta}_{0}, \alpha_{1}^{u}$ and $\omega_{1}^{u}$ are $\frac{46}{3},-\frac{20}{3}$ and $\frac{26}{3}$ respectively.
Step 8: Putting the values of $\underline{\beta}_{0}, \alpha_{1}^{l}, \omega_{1}^{l}, \bar{\beta}_{0}, \alpha_{1}^{u}$ and $\omega_{1}^{u}$, obtained in Step 7, in the interval linear regression model (18), the interval linear regression model (38) is obtained for the considered data.

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\frac{5}{2}, \frac{9}{2}\right]+\left[\frac{1}{2} \underline{x}_{1}, \frac{1}{2} \bar{x}_{1}\right]+\left[\varepsilon^{l}, \varepsilon^{u}\right] . \tag{38}
\end{equation*}
$$

### 5.2 Chen and Nien's approach

Since for the values of $\mathrm{f} \underline{\beta}_{0}, \alpha_{1}^{l}, \omega_{1}^{l}, \bar{\beta}_{0}, \alpha_{1}^{u}$ and $\omega_{1}^{u}$ obtained in Step 7 of Section 4.1, the conditions $\underline{\beta}_{0} \leq \underline{\beta}_{0}$, $\alpha_{1}^{l} \leq \alpha_{1}^{u}, \omega_{1}^{l} \leq \omega_{1}^{u}$ are satisfying so, according to the existing parameterized approach [13, Section 3.2, pp. 152], discussed in Section 3, the obtained interval linear regression model (35) is valid. However, in actual case the interval linear regression model (32) is not valid due to the following reasons.

1. Since, the interval linear regression model $[\underline{y}, \bar{y}]=\left[\frac{5}{2}, \frac{9}{2}\right]+\left[\frac{1}{2} \underline{x}_{1}, \frac{1}{2} \bar{x}_{1}\right]+\left[\varepsilon^{l}, \varepsilon^{u}\right]$ has been assumed by considering the data, $\left[\underline{x}_{11}, \bar{x}_{11}\right]=[1,2],\left[\underline{x}_{12}, \bar{x}_{12}\right]=[3,5],\left[\underline{y}_{1}, \bar{y}_{1}\right]=[3,5]$ and $\left[\underline{y}_{2}, \bar{y}_{2}\right]=[4,6]$. Therefore, on putting $\underline{x}_{12}=3$ and $\bar{x}_{12}=5$ in the left hand side of the obtained model, interval $\left[\underline{y}_{1}, \bar{y}_{1}\right]=[3,5]$ should be obtained. However, it can be easily verified that on putting $\underline{x}_{12}=3$ and $\bar{x}_{12}=5$ in the obtained model, the interval $\left[\underline{y}_{2}, \bar{y}_{2}\right]=[4,6]$ is obtained. It is clearly indicates that the assumed model is not valid.
2. $\alpha_{1}^{l}=\left(1-\lambda_{1}\right) \underline{\beta_{1}}$ and $\omega_{1}^{l}=\lambda_{1} \underline{\beta_{1}} \Rightarrow \frac{\alpha_{1}^{l}}{\omega_{1}^{l}}=\frac{1-\lambda_{1}}{\lambda_{1}} \Rightarrow \frac{\alpha_{1 \lambda_{1}}^{l}}{\omega_{1}^{l}}=1-\lambda_{1} \Rightarrow \lambda_{1}\left(\frac{\alpha_{1}^{l}+\omega_{1}^{l}}{\omega_{1}^{l}}\right)=1 \Rightarrow \lambda_{1}=\frac{\omega_{1}^{l}}{\alpha_{1}^{l}+\omega_{1}^{l}}$.

Since, for the value of $\lambda_{1}$ the condition $0 \leq \lambda_{1} \leq 1$ i.e., $0 \leq \frac{\omega_{1}^{l}}{\alpha_{1}^{l}+\omega_{1}^{l}} \leq 1$ should always be satisfied. Therefore, the values of $\alpha_{1}^{l}$ and $\omega_{1}^{l}$ obtained in Step 7 of Section 4.1, and hence, the interval linear regression model (35) will
be valid only if for the obtained values of $\alpha_{1}^{l}$ and $\omega_{1}^{l}$, the condition $0 \leq \frac{\omega_{1}^{l}}{\alpha_{1}^{l}+\omega_{1}^{l}} \leq 1$ will be satisfied. However, it can be easily verified that for the values of $\alpha_{1}^{l}$ and $\omega_{1}^{l}$, the condition $0 \leq \frac{\omega_{1}^{l}}{\alpha_{1}^{l}+\omega_{1}^{l}} \leq 1$ is not satisfying.
Similarly, for $\lambda_{1}=\frac{\omega_{1}^{u}}{\alpha_{1}^{u}+\omega_{1}^{u}}$, obtained by using the relations $\alpha_{1}^{u}=\left(1-\lambda_{1}\right) \bar{\beta}_{0}$ and $\omega_{1}^{u}=\lambda_{1} \bar{\beta}_{0}$, the condition $0 \leq \lambda_{1} \leq 1$ i.e., $0 \leq \frac{\omega_{1}^{u}}{\alpha_{1}^{u}+\omega_{1}^{u}} \leq 1$ should always be satisfied. However, it can be easily verified that for the values of $\alpha_{1}^{u}$ and $\omega_{1}^{u}$ the condition $0 \leq \frac{\omega_{1}^{u}}{\alpha_{1}^{u}+\omega_{1}^{u}} \leq 1$ is not satisfying. Therefore, the values of $\alpha_{1}^{l}, \omega_{1}^{l}, \alpha_{1}^{u}, \omega_{1}^{u}$, obtained in Step 7 of Section 4.1, and hence the obtained interval linear regression model (35), obtained in Step 8 of Section 4.1, are not valid.

## 6. Limitations of Souza et al. parameterized approach

The following clearly indicates that Souza et al. approach has been proposed to fit the interval linear regression model for such problems in which for the known values $\left[\underline{x}_{i j}, \bar{x}_{i j}\right]$, the condition $\underline{x}_{i j} \geq 0$ will be satisfied.
In Souza et al. approach, discussed in Section 2, the interval linear regression model (2) has been transformed into the interval linear regression model (3) by considering the $\left[\underline{\beta}_{j}, \bar{\beta}_{j}\right]\left\{\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}\right\}=\left[\underline{\beta_{j}}\left\{\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}\right\}\right.$, $\left.\bar{\beta}_{j}\left\{\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}\right\}\right]$.
It is pertinent to mention that this relation will be valid only if $\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}$ is a negative real number. Furthermore, as the minimum value of $\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}$ will be $\underline{x}_{j}$ and the maximum value will be $\bar{x}_{j}$. Therefore, $\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}$ will be negative real number only if $\underline{x}_{j}$ is a negative real number i.e., for the known values of $\left[\underline{x}_{j}, \bar{x}_{j}\right]$, the condition $\underline{x}_{j} \geq 0$ will be satisfied.
The following example clearly indicates that if for the known values of $\left[\underline{x}_{j}, \bar{x}_{j}\right]$, the condition $\underline{x}_{j} \geq 0$ will not be satisfied then $\left[\underline{\beta}_{j}, \bar{\beta}_{j}\right]\left\{\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}\right\} \neq\left[\underline{\beta}_{j}\left\{\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}\right\}, \bar{\beta}_{j}\left\{\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}\right\}\right]$.
If $\left[\underline{x}_{j}, \bar{x}_{j}\right]=[-3,-2]$ then $\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}=\left(1-\lambda_{j}\right)(-3)+\lambda_{j}(-2)=-3-5 \lambda_{j}$.
Since $0 \leq \lambda_{j} \leq 1,\left(1-\lambda_{j}\right) \underline{x}_{j}+\lambda_{j} \bar{x}_{j}$ will be a negative real number for all values of $\lambda_{j}$, it is incorrect to use relation (19).

## 7. Proposed multiplication of intervals

The objective of this paper is to propose a new approach for fitting interval linear regression models. To achieve this objective, there is need to use the multiplication of a known interval with an unknown interval. Although it is well known fact that if $\left[a_{1}, a_{2}\right]$ and $\left[b_{1}, b_{2}\right]$ are two intervals then the multiplication of these intervals is defined as $\left[a_{1}, a_{2}\right]\left[b_{1}, b_{2}\right]=\left[\min \left\{a_{1} b_{1}, a_{1} b_{2}, a_{2} b_{1}, a_{2} b_{2}\right\}, \max \left\{a_{1} b_{1}, a_{1} b_{2}, a_{2} b_{1}, a_{2} b_{2}\right\}\right]$. But, more computational efforts are required to apply this multiplication directly. Therefore, using this multiplication, new multiplication has been defined to find some type of multiplication, with the help of the existing multiplication., $a_{1} \geq 0$.
Let $\left[a_{1}, a_{2}\right]$ be an unknown interval and $\left[b_{1}, b_{2}\right]$ be a known interval then,

$$
\left[a_{1}, a_{2}\right]\left[b_{1}, b_{2}\right]=\left\{\begin{array}{lc}
{\left[\min \left\{a_{1} b_{1}, a_{1} b_{2}\right\}, \max \left\{a_{2} b_{1}, a_{2} b_{2}\right\}\right]} & b_{1} \geq 0 \\
{\left[\min \left\{a_{1} b_{2}, a_{2} b_{1}\right\}, \max \left\{a_{1} b_{1}, a_{2} b_{2}\right\}\right]} & b_{1}<0, b_{2} \geq 0 \\
{\left[\min \left\{a_{2} b_{1}, a_{2} b_{2}\right\}, \max \left\{a_{1} b_{1}, a_{1} b_{2}\right\}\right]} & b_{2}<0
\end{array}\right.
$$

## 8. Proposed approach

In this section, a new approach proposed to fit an interval linear regression model.
The steps of the proposed approach are as follows:

Step 1: Assuming $\left[\beta_{j}, \bar{\beta}_{j}\right]\left[\underline{x}_{i j}, \bar{x}_{i j}\right]=\left[Y_{j}^{L}, Y_{j}^{U}\right]$ where $\left[Y_{j}^{L}, Y_{j}^{U}\right]$ will be obtained according to the proposed multiplication defined in Section 5, the interval linear regression model (1) can be transformed into the interval linear regression (36) is

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}, \bar{\beta}_{0}\right]+\sum_{j=1}^{p}\left[Y_{j}^{L}, Y_{j}^{U}\right]+\left[\varepsilon^{l}, \varepsilon^{u}\right] \tag{36}
\end{equation*}
$$

Step 2: Using the existing relation $\sum_{i=1}^{n}\left[a_{i}, b_{i}\right]=\left[\sum_{i=1}^{n} a_{i}, \sum_{i=1}^{n} b_{i}\right]$, the interval linear regression model (36) can be transformed into its equivalent interval linear regression model (37)

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}, \bar{\beta}_{0}\right]+\left[\sum_{j=1}^{p} Y_{j}^{L}, \sum_{j=1}^{p} Y_{j}^{U}\right]+\left[\varepsilon^{l}, \varepsilon^{u}\right] \tag{37}
\end{equation*}
$$

Step 3: Using the relation $\left[a_{1}, a_{2}\right]+\left[b_{1}, b_{2}\right]=\left[a_{1}+b_{1}, a_{2}+b_{2}\right]$, the interval linear regression model (37) can be transformed into the interval linear regression model (38).

$$
\begin{equation*}
[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}+\sum_{j=1}^{p} Y_{j}^{L}, \bar{\beta}_{0}+\sum_{j=1}^{p} Y_{j}^{U}\right]+\left[\varepsilon^{l}, \varepsilon^{u}\right] \tag{38}
\end{equation*}
$$

Step 4: Using the relation, $\left[a_{1}, b_{1}\right]=\left[a_{2}, b_{2}\right] \Rightarrow a_{1}=a_{2}, b_{1}=b_{2}$, the interval linear regression model (38) can be transformed into the crisp linear regression models (39) and (40).

$$
\begin{align*}
& \underline{y}=\beta_{0}+\sum_{j=1}^{p} Y_{j}^{L}+\varepsilon^{l}  \tag{39}\\
& \bar{y}=\bar{\beta}_{0}+\sum_{j=1}^{p} Y_{j}^{U}+\varepsilon^{u} \tag{40}
\end{align*}
$$

Step 5: If $\underline{y}_{i}$ and $\bar{y}_{i}$ are the known values of $\underline{y}$ and $\bar{y}$ corresponding to $\underline{x}_{i j}$ and $\bar{x}_{i j}, i=1,2, \ldots, n$ and $j=1,2, \ldots, p$ then with the help of equations (5) and (6) the sum of the absolute values of errors in the predicted values of $\underline{y}_{i}$ and $\bar{y}_{i}$ can be obtained by using the equations (41) and (42) respectively.

$$
\begin{align*}
& \sum_{i=1}^{n}\left|\varepsilon_{i}^{l}\right|=\sum_{i=1}^{n}\left|\underline{y}_{i}-\underline{\beta}_{0}-\sum_{j=1}^{p} Y_{j}^{L}\right|  \tag{41}\\
& \sum_{i=1}^{n}\left|\varepsilon_{i}^{u}\right|=\sum_{i=1}^{n}\left|\bar{y}_{i}-\bar{\beta}_{0}-\sum_{j=1}^{p} Y_{j}^{U}\right| \tag{42}
\end{align*}
$$

Step 6: Find those values of $\beta_{j}^{l}$ and $\beta_{j}^{u}, j=0,1,2, \ldots, p$ corresponding to which
$\sum_{i=1}^{n}\left|\underline{y}_{i}-\underline{\beta}_{0}-\sum_{j=1}^{p} Y_{j}^{L}\right|+\sum_{i=1}^{n}\left|\bar{y}_{i}-\bar{\beta}_{0}-\sum_{j=1}^{p} Y_{j}^{U}\right|$ will be minimum. i.e., find the optimal solution of the mathematical programming

$$
\operatorname{minimize} \sum_{i=1}^{n}\left|\underline{y}_{i}-\underline{\beta}_{0}-\sum_{j=1}^{p} Y_{j}^{L}\right|+\sum_{i=1}^{n}\left|\bar{y}_{i}-\bar{\beta}_{0}-\sum_{j=1}^{p} Y_{j}^{U}\right|
$$

Step 7: Find the interval linear regression model by putting the values of $\underline{\beta}_{j}$ and $\bar{\beta}_{j}, j=0,1,2, \ldots, p$, obtained in Step 6, in the interval linear regression model (4).

## 9. Illustrative example

It is shown that on applying the existing parameterized approach [1, Section 3.2, pp. 152], discussed in Section 3, for the data $\left[\underline{x}_{11} \bar{x}_{11}\right]=\left[\begin{array}{ll}1 & 2\end{array}\right],\left[\underline{x_{12}} \bar{x}_{12}\right]=\left[\begin{array}{ll}5\end{array}\right],\left[\begin{array}{ll}\underline{y}_{1} & \bar{y}_{1}\end{array}\right]=\left[\begin{array}{lll}3 & 5\end{array}\right]$ and $\left[\underline{y_{2}} \bar{y}_{2}\right]=\left[\begin{array}{ll}4 & 6\end{array}\right]$. It is not possible to fit a correct interval linear regression model. In this section, on applying the existing parameterized approach [13, Section 3.2, pp. 152] with the suggested modifications for this considered data, an exact interval linear regression model is obtained.

Using the existing parameterized approach [1, Section 3.2, pp. 152], discussed in Section 3, with the modifications, suggested in Section 4, the exact interval linear regression model for considered data can be obtained as follows:

Putting $\underline{x}_{11}=1, \bar{x}_{11}=2, \underline{x}_{12}=3, \bar{x}_{12}=5, \underline{y}_{1}=3, \bar{y}_{1}=5, \underline{y}_{2}=4$ and $\bar{y}_{2}=6$ in the mathematical programming problem ( P 1 ), it is transformed into the mathematical programming ( P 2 ).

Minimize $\left[0 \underline{\beta}_{0}+0 \bar{\beta}_{0}+0 \alpha_{1}^{l}+0 \alpha_{1}^{u}+0 \omega_{1}^{l}+0 \omega_{1}^{u}\right]$
Subject to
$2 \underline{\beta_{0}}+4 \alpha_{1}^{l}+7 \omega_{1}^{l}=7, \quad 4 \underline{\beta_{0}}+10 \alpha_{1}^{l}+17 \omega_{1}^{l}=15, \quad 7 \beta_{0}^{l}+17 \alpha_{1}^{l}+29 \omega_{1}^{l}=26, \quad 2 \bar{\beta}_{0}+4 \alpha_{1}^{u}+7 \omega_{1}^{u}=11$, $4 \bar{\beta}_{0}+10 \alpha_{1}^{u}+17 \omega_{1}^{u}=23,7 \bar{\beta}_{0}+17 \alpha_{1}^{u}+29 \omega_{1}^{u}=40$,
$\beta_{0} \leq \bar{\beta}_{0}, \quad \alpha_{1}^{l} \leq \alpha_{1}^{u}, \omega_{1}^{l} \leq \omega_{1}^{u}, \frac{\alpha_{1}^{l}+\omega_{1}^{l}}{2}-\frac{1}{2}\left|\alpha_{1}^{l}+\omega_{1}^{l}\right| \leq \omega_{1}^{l}, \omega_{1}^{l} \leq \frac{\alpha_{1}^{l}+\omega_{1}^{l}}{2}+\frac{1}{2}\left|\alpha_{1}^{l}+\omega_{1}^{l}\right|, \frac{\alpha_{1}^{u}+\omega_{1}^{u}}{2}-\frac{1}{2}\left|\alpha_{1}^{u}+\omega_{1}^{u}\right| \leq$ $\omega_{1}^{u}, \omega_{1}^{u} \leq \frac{\alpha_{1}^{u}+\omega_{1}^{u}}{2}+\frac{1}{2}\left|\alpha_{1}^{u}+\omega_{1}^{u}\right|$.
On solving the mathematical programming problem (P2), the obtained solution is $\underline{\beta}_{0}=\frac{5}{2}, \bar{\beta}_{0}=\frac{9}{2}, \alpha_{1}^{l}=\frac{1}{2}$, $\alpha_{1}^{u}=\frac{1}{2}, \omega_{1}^{l}=0, \omega_{1}^{u}=0$.
Putting these values in $\lambda_{1}=\frac{\omega_{1}^{l}}{\left(\alpha_{1}^{l}+\omega_{1}^{l}\right)}$ as well as in $\lambda_{1}=\frac{\omega_{1}^{u}}{\left(\alpha_{1}^{u}+\omega_{1}^{u}\right)}$, the obtained values of $\lambda_{1}$ is 0 . Since for the obtained value of $\lambda_{1}$, the condition $0 \leq \lambda_{1} \leq 1$ is satisfying. Therefore, these obtained values of $\underline{\beta}_{0}, \alpha_{1}^{l}, \omega_{1}^{l}, \bar{\beta}_{0}, \alpha_{1}^{u}$ and $\omega_{1}^{u}$ are valid.
Furthermore, putting these values in the interval linear regression model (18), $[\underline{y}, \bar{y}]=\left[\underline{\beta}_{0}, \bar{\beta}_{0}\right]+\left[\alpha_{j}^{l} \underline{x}_{j}+\right.$ $\left.\omega_{j}^{l} \bar{x}_{j} \alpha_{1}^{u} \underline{x}_{j}+\omega_{j}^{u} \bar{x}_{j}\right]+\left[\epsilon^{l}, \epsilon^{u}\right]$, the vaild interval linear regression model for the considered data is as follows

$$
[\underline{y}, \bar{y}]=\left[\frac{5}{2}, \frac{9}{2}\right]+\left[\frac{1}{2} \underline{x}_{1}, \frac{1}{2} \bar{x}_{1}\right]+\left[\epsilon^{l}, \quad \epsilon^{u}\right] .
$$

## 10. Conclusion

It is shown that the existing parameterized approach [1, Section 3.2, pp. 152] has considered incorrect mathematical assumptions so, the required modifications are suggested. Also, based on least absolute deviations minimization, a new approach is proposed. The silent feature of this approach is the multiplication. The illustrative example shows that the proposed interval-valued linear regression is sound and robust.
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