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Abstract 

The present investigation aims to design an active switch non-isolated buck-boost DC/DC 

converter based on the CUK topology. In this converter, a simpler circuit topology is used to reach 

higher voltage gains at lower duty cycle levels. Furthermore, the mentioned converter presents a 

continuous input/output current with negative output polarity. Compared to the conventional 

method of obtaining a broader range of the voltage conversion ratio characterized by the same 

duty cycle, the suggested converter explains the fundamentals and prominent waveforms of the 

Continuous Conduction Mode (CCM). Also, the efficiency was analyzed through the substitution 

of the parasitic resistance effects for the steady-state circumstances. The power loss calculation, 

parameter design, and characteristics are completely investigated in the suggested converter, and 

a comparative analysis with other non-isolated converters is carried out. Eventually, by creating 

a working hardware prototype characterized by a 48-watt power output, the practicality of the 

suggested converter is confirmed by the empirical data gathered from testing. 

 

Keywords: Cuk Converter, Buck-Boost Converter, Switching Device Power, Continuous 

Input/output Current, Single Switch. 

  

1. INTRODUCTION 
 

Numerous investigations have been 

conducted globally to investigate sustainable  

 

 

 
energy alternatives in response to the 

progressively diminishing availability of 

natural resources and their detrimental 

impact on the environment. Photovoltaic 

(PV) and wind power generation, among 
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other renewable energy sources, have 

garnered considerable attention in recent 

years. Renewable energy sources have 

emerged as a highly desirable option owing 

to their favorable environmental and 

economic characteristics. Nevertheless, 

several challenges, including low output 

voltage, persist with their utilization. 

Distributed generation systems refer to 

localized, small-scale power generation 

systems that utilize renewable sources of 

energy to meet the growing electricity 

demand and also address environmental 

concerns. There are various sustainable 

energy technologies, including fuel cells and 

solar photovoltaic (PV) systems. Several 

renewable energy sources can be integrated 

within a Direct Current (DC)  

microgrid, as illustrated in Fig.1. A direct 

current (DC) microgrid presents itself as the 

most feasible resolution for the assimilation 

of photovoltaic (PV) generation systems in 

combination with DC loads and alternating 

current (AC) power grid. The utilization of 

Solar Photovoltaic (PV) systems holds a 

significant position amongst alternative 

energy sources for Direct Current (DC) 

distributed generation systems [1], [2]. The 

microgrid system can operate in both grid-

connected mode and islanding mode with a 

primary focus on maintaining system 

consistency and sustainability, as outlined in 

the source [3]. Highly significant DC-DC 

converters with high voltage gain are 

fundamental in the upward regulation and 

mitigation of low and variable DC voltages, 

ranging from 12 V to 128 V, which are 

derived from solar photovoltaic systems 

within DC microgrid contexts. The 

aforementioned DC microgrid systems have 

bus bar voltages of up to 400 V DC, as stated 

by various sources [4]-[7]. High voltage gain 

direct current/direct current (DC/DC) 

converters are primarily designed to offer a 

substantial conversion ratio and superior 

efficiency while occupying minimal physical 

space [8].  

Numerous high step-up DC-DC 

converter topologies have been put forth in 

the existing literature to attain a substantial 

voltage gain with a reasonable duty ratio 

while ensuring high converter efficiency and 

minimal voltage stress across components 

[9]. By utilizing the traditional boost DC-DC 

converter, it is possible to attain a substantial 

increase in voltage. Nevertheless, the voltage 

stress applied to the switch corresponds to the 

output voltage, and the amplification in 

voltage is restricted by the stress in 

voltage/current that passes through the switch 

when operating at high-duty cycle levels. As 

per the literature [10], [32], opting for a 

switch with a high rating to fulfill the voltage  
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Fig.1. Structure of DC/DC converter 

application. 
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stress requirement eventually results in 

elevated conduction loss. To accomplish 

substantial voltage amplification, various 

converter structures, including the half/full-

bridge, flyback, push/pull, and forward 

converters, have been proposed in the 

literature. Such improvement is achieved by 

modifying the turn ratio of the transformer or 

coupled inductor, as described in previous 

works [11]-[14]. Notwithstanding the 

advantages offered by converter structures, 

there exist certain limitations that must be 

acknowledged. These drawbacks include 

circuitry of significant size, high voltage 

spikes in switch operations, power 

dissipation, the risk of transformer core 

saturation, and an increased level of voltage 

stress for converter active switches due to the 

transformer leakage inductance. Moreover, 

the inclusion of a high-frequency 

transformer, non-dissipative snubber circuit, 

and supplementary active clamping circuit 

serve to amplify the monetary and 

dimensional expenditures of these converters 

[15], [16].  

In situations where galvanic insulation is 

not deemed necessary, non-isolated DC-DC 

converters have been employed as a means of 

achieving a considerable voltage gain, 

thereby resulting in decreased overall 

dimensions, weight, and volume due to the 

absence of a high-frequency transformer, and 

consequently leading to an enhanced level of 

efficiency. The discussion of diverse non-

isolated converter topologies in the extant 

literature can be classified into two 

categories: those equipped with broad 

conversion range converters and those 

without, as outlined in previous studies [17], 

in the quadratic converters, the switch 

voltage stress level is congruent with that of 

the output voltage, as established by prior 

studies [18]. Conversely, in the cascade boost 

converter, despite the possibility of 

amalgamating the two switches for the sake 

of diminishing circuit complexity, the switch 

remains subjected to formidable voltage and 

current stresses [19]. The main drawback of 

converter designs using switched capacitor 

cells and voltage lift cells is the increased 

stress on power switches and diode currents 

caused by the presence of capacitor networks. 

This can lead to decreased efficiency. 

However, incorporating the interleaved 

converter method along with fewer control 

switches and a smaller filter size can enhance 

efficiency and performance [20]. 

Nonetheless, the integration of multiple 

converters in a parallel configuration result in 

a significant surge in intricacy and the 

accompanying drive circuitry. Additionally, 

this methodology is characterized by a series 

of adverse implications that comprise 

intricate switching control reasoning, 

elevated voltage/current tension, and 

substantial energy dissipation [21]. 

Additionally, a new quadratic converter was 

unveiled [22]. To address the issue of power 

discontinuities in both the input and output, 

this converter was equipped with inductive 

filters at both the input and output. In 

addition, there were a number of components 

with the input and output polarities reversed. 

Additionally, ZETA DC-DC converters are 

available; they were recently proposed in 

[23]. Only twice as much voltage gain is 

present in the ZETA converter proposed here 

as there is in the traditional ZETA converter. 

Certain research suggested the use of a 

quadratic buck-boost converter, which 
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requires two gate drivers for each power 

switch. As a result, the converter's size and 

control system complexity have grown [24]. 

In [25], a quadratic DC/DC converter with 

positive output polarity was developed and 

examined. The converter's voltage gain ratio 

is modest, though, because continuous 

current flows through both the input and 

output terminals. The converter in [26] 

proposes a quadratic buck–boost converter 

with negative output. Since inductive filters 

are installed in the output and input ports, the 

structure's output and input currents are 

continuous. In addition to having a 

discontinuous input current, a lower voltage 

gain ratio, and less voltage stress on the 

components, a novel quadratic buck-boost 

converter was presented [27]. A 

mathematical analysis of various topologies 

has been conducted to thoroughly understand 

the dynamic behavior of the converter [28]. 

The voltage gain in the ZETA converter is 

twice the voltage gain provided by the typical 

ZETA converters. Here is a transformerless 

DC/DC converter design featuring dual 

operation modes buck/boost. The system 

functions as a common ground with a 

continuous input current between the output 

and input terminals due to its simple and 

common configuration [29]. Renewable 

energy (RE) systems require stable voltage 

and current for effective energy management. 

The quadratic output voltage gain of this 

converter allows it to handle a wider range of 

input voltages while ensuring optimal 

performance. Also, continuous input and 

output current ports make it particularly 

suitable for fluctuating power sources such as 

solar panels and wind turbines [30]. 

In addition, cascaded boost converters 

[31] featuring quadratic voltage gain 

specifications are suggested in which the 

voltage stress is decreased on passive 

devices, and the count of components is 

minimized. Nonetheless, compared to other 

models, in one such model, the voltage gain 

remains lower. In addition, separate control 

grounds are demanded by both models for the 

purpose of semiconductor switches that 

demand two control power supplies. 

The present study proposes a new 

converter topology aimed at achieving a 

considerable voltage gain while reducing the 

current stress applied to the active switch; 

thereby continuous input/output current port 

with negative polarity is presented. The 

suggested configuration offers several 

benefits including a substantial amplification 

of voltage, minimal strain on the current, 

reduced conduction loss in the active switch, 

and enhanced efficiency.  

The paper is structured in the following. 

In Section 2, the suggested converter is 

presented first, and then theoretical analysis 

and steady-state assessment are carried out. 

In Section 3, the benefits of the suggested 

converter are contrasted with those of similar 

converters. Section 4 discusses the results of 

the PLECS simulation and the experimental 

findings of the suggested converter's 

laboratory-made prototype. Lastly, Section 5 

presents the key conclusions. 

2. PROPOSED TOPOLOGY 
 

The schematic diagram of the power circuit 

for the suggested converter is presented in 

Fig.2. The circuit comprises three 

inductors, 𝐿1, 𝐿2 and 𝐿3  which possess  
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identical inductance values. Additionally, 

one switch 𝑆1  is concurrently activated (ON) 

and deactivated (OFF). The circuit comprises 

two diodes (𝐷1-𝐷2) and four capacitors (𝐶1-

𝐶3). The present discussion focuses on 

elucidating the operative mechanisms and 

conducting a comprehensive steady-state 

analysis of the proposed converter in 

Continuous Conduction Mode (CCM).  

Time-domain characteristic waveforms 

from Fig. 3 provide a vivid representation of 

several of the charging and discharging stages. 
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Fig.2. Proposed converter configuration. 
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Fig.3. Charging and discharging states key waveforms in the proposed converter's CCM mode 

 

A. Working Principle in CCM 
 

The suggested converter comprises a switch 

that functions concurrently with duty cycles. 

Accordingly, the suggested converter 

functions in two distinct modes while 

operating in continuous conduction mode 

functions specifically referred to as a state1 

and state 2. According to Fig. 4 and 5, there 
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are two major operating states assumed for 

the converter in the CCM.  
 

𝑺𝒕𝒂𝒕𝒆 𝟏: During mode, switch S1 is 

maintained in the open (ON) position and 

both diode D1 and D2 are off. The schematic 

representation of the proposed converter for 

this mode is illustrated in Fig.4. The input 

voltage supply, denoted as Vin, facilitates the 

charging of inductor L1 through switch S1, 

while the stored energy within capacitor Co is 

transferred towards the load Ro. 

Consequently, it is possible to formulate the 

voltages across the inductors L1, L2, and L3, 

in a precise manner, as follows: 
 

1L inV V=  (1) 

  

2 1 2 3L C C CV V V V= − + +  (2) 
  

3 1L C oV V V= −  (3) 

𝑺𝒕𝒂𝒕𝒆 𝟐: In this mode of operation, it is noted 

that switch S1 is switched to the OFF position 

and the Diodes are ON. The equivalent circuit 

of the proposed converter is illustrated in 

Fig.5. The input voltage supply Vin denoted 

as serves to charge several components 

including the inductors L1 and capacitors C1, 

and C2 all through using of diode D1. 

Simultaneously, capacitor C3 undergoes 

charging through diode D2 via the input 

supply voltage Vin, inductor L1, capacitor C1, 

hence, it is possible to determine the voltages 

across the inductors L1, L2, and L3 through the 

utilization of equations (4), (5), and (6). 
 

1 1 2L in C CV V V V= + −  (4) 
  

2 2L CV V=  (5) 
  

3 3L C oV V V= −  (6) 
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Fig. 4. Operating mode of State 1. 
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DCM

CCM

 
Fig. 6. Boundary condition (CCM and DCM). 

 

The voltages of the capacitors C3, C2, and 

C1, as well as the output voltage, are 

determined by using the volt-second balance 

on the inductors voltage as described in (1)–

(6), 
 

2 3
1

C C in

D
V V V

D
= =

−
 (7) 

  

1

1

(1 )
CV

D D
=

−
 (8) 

 

It can be observed that the voltage across 

the output capacitor Co is equivalent to the 

output voltage Vo. it can be concluded that, 
 

2

(1 )
o in

D
V V

D
=

−
                                                  (9) 

 

The symbol D denotes the duty cycle. 

The ampere-second balance principle of 

capacitors C1, C2, and C3 is used to calculate 

the mean current value of all inductor 

currents. Therefore, IL1, IL2 and IL3 currents 

can be calculated: 
 

1

2

(1 )
L

D
I

D
=

−
 (10) 

  

2 3L L oI I I= =  (11) 
 

The output voltage and current can be 

obtained as follows, 
 

2

(1 )
o in

D
V V

D
=

−
 (12) 

  

1

2
o in

D
I I

D

−
=  (13) 

 

In this manner, the voltage gain, 
 

2

(1 )

o
CCM

in

V D
M

V D
= =

−
 (14) 

 

B. Boundary Condition 
 

The normalized time constant for the 

inductor, denoted as τL, can be defined as τL= 

L/ (RTs). Fig. 6 depicts the voltage gain 

deviation in the discontinuous conduction 

mode of the suggested converter in response 

to modifications in the duty cycle. One may 

obtain boundary conditions through the 

process of equating the MCCM and MDCM. 

Hence, the normalized boundary time 
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constant about the inductor denoted by τLB, 

can be derived as  
 

2(1 )

2
LB

D


−
=  (15) 

 

According to the findings obtained, it is 

evident that Fig. 6 illustrates the boundary 

condition of both Continuous Conduction 

Mode (CCM) and Discontinuous Conduction 

Mode (DCM) of the suggested converter with 

respect to it. Furthermore, it must be noted 

that in cases where τ_L exceeds τLB, the 

converter under consideration operates in 

continuous conduction mode (CCM).  

 

C. Inductors Design 
 

We can find the same amount of electrical 

energy across both 𝐿1 and 𝐿2 by measuring 

the voltage produced. 
 

1,2

1,2 1,2L

di
V L

dt
=  (16) 

  

The inductor size is picked depending on 

how much electricity needs to be charged, 

how much it moves up and down, how often 

it is turned on and off, and how fast it 

switches. We can find out how much electric 

current flows through each inductor when the 

batteries are being charged by doing the 

following: 
 

1,2,3

1,2,3

1,2,3

L

L

s

DV
i

L f
 =  (17) 

 

The ripple currents for two inductors, 𝐿3,  𝐿2 

and 𝐿1 are labeled as ∆𝑖𝐿3, ∆𝑖𝐿2 and ∆𝑖𝐿1. So, 

amount of inductors, 
 

2,3

(1 )

4

o

o s

D V
L

I f

−
  (18) 

  

2

1

(1 )

8

o

o s

D V
L

DI f

−
  (19) 

 

Therefore, three inductor values can be 

selected based on (18)-(19). Also, ∆𝑖𝐿3,2,1 is 

10-30% of the nominal inductor current 

value. 

 

D. Capacitors Design 

 

Capacitor capacitance is controlled by 

charging current, voltage across, charging 

rate, and replacement frequency. Therefore, 

the capacitor voltage ripple is given by: 
 

1,2,3

1,2,3

1,2,3

,
C Co

C Co

s o s

D Di i
V V

C f C f
 =  =  (20) 

 

We can find out the right amount of 

capacitors C1, C2, C3, and we need using 

equations (20), 
 

1

1

2 o

C o s

DV
C

V R f



 (21) 

  

2,3

2,3

o

C o s

DV
C

V R f



 (22) 

  

2

3 1

(1 )

16

o
o

C o s

D V
C

L V R f

−



 (23) 

 

E. Voltage and Current Stress on 

Semiconductor 
 

The voltage and current stresses of the diodes 

and switch of a converter contribute to its 

power loss and the final cost of 

implementation. Therefore, theses stresses 

must be assessed,                                          
 

1

1

1
S inV V

D
=

−
 (24) 
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1

2

1
S o

D
I I

D
=

−
 (25) 

  

1,2

1

1
D inV V

D
=

−
 (26) 

  

1,2D oI I=  (27) 

 

F. Efficiency Analysis 
 

Fig. 7 shows the suggested converter circuit, 

taking into account the nonidealities of 

various circuit components. The same 

placement resistance (ESR) of inductors L1, 

L2, and L3 are shown separated by an RL1, RL2 

and RL3. Additionally, RFD1and RFD2 are 

internal resistors. The forward voltage drops 

of diodes D1 and D2 are VFD1 and VFD2 

respectively. The forward ON resistances of 

control switch S1 are shown by RDS1. 

The RMS value of the switch current, and 

the diodes current, inductors current, and 

capacitors current, of the circuit was first 

calculated by equations (25), (27), (10), and 

(11), 
 

( )
1

2

1
S rms o

D
I I

D
− 

−

 (28) 

  

( )

1/2

1,2( ) 1/2

(1 )

1
D rms o

D
I I

D

+


−

 
(29) 

  

( )
1

2

1
L rms o

D
I I

D
− 

−
 (30) 

  

2,3L rms oI I−   (31) 
  

1

2
1

4
( )
1

C rms o

D
I I

D
− 

−
 (32) 

  
1

2
2,3

2
( )
1

C rms o

D
I I

D
− 

−
 (33) 

 

The total power loss of the switch (PS1) 

comprises the sum of switching losses (PS-L) 

and conducting power dissipation (PR-DS), as 

well as the conduction resistance RDS of the 

power switch, which is calculated as:    
 

1S R DS S L
P P P

− −
= +  (34) 

  

( )

( )

3
2 2

4

2 2

2

1

1

1

R DS DS S rms DS o

S L S S S S S in

D
P R I R I

D

P f C V f C V
D

− −

−


= =

−

 = =
 −

 (35) 

 
2

2

1

2

1

( ) 

( )

i

Di

i

D

FD

F

m

i

s

i

D

r

i

FD FR

Di

P P P

R I

V I

=

−

=

=

=

=

=

+

+





             (36) 

To calculate the power losses of inductors 

and capacitors, it can use their equivalent 

series resistance (ESR), RL, and RC values: 
 

3 3

2

1 1

( )  ( ) 

i i

L Li Li Li rms

i i

P P R I

= =

−

= =

= =   (37) 

 

1 2 3C Total C C C Co
P P P P P

−
= + + +  

 

(38) 

 

The total loss of the power converter may 

be summed up as follows: 
 

loss Total C L S D
P P P P P

−
= ++ +  (39) 

 

Lastly, the following equation can be 

used to determine the efficiency of the 

proposed converter: 
 

o

oloss Total

P

P P


−

=
+

 (40) 
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Fig. 8 displays the pie charts of the losses 

in step-up/down modes so that the power 

losses of each element's fraction can be 

understood. In comparison to the step-up 

mode, the efficiency in the step-down mode 

is computed as being lower.  
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Fig. 7. Simplify the proposed converter by using parasitic parameters. 

 

 

(a)                                        (b) 

Fig. 8. Pie chart power loss. (a) Step-down mode, (b) Step-up mode. 

 

 
Fig. 9. Comparison of voltage gain with other similar converters. 
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Table 1. Comparative of the proposed converter with other similar converters. 

 

 

3. COMPARATIVE ANALYSIS 

 

The proposed buck-boost converter is 

compared to others in references [22]-[27] 

and [30], with a detailed analysis of factors 

like component count, normalized gain 

voltage, stress on switches and diodes, output 

polarity, continuous output/input current, and 

switching device power. The comparison 

demonstrates that the proposed converter 

exhibits superior voltage step-up across 

various duty cycles compared to those in 

[22]-[25], [27], and [30], as illustrated in Fig. 

9. 

The power loss and total implementation 

cost of a power converter are influenced by 

the current and voltage stress placed on its 

diodes and switches. Thus, it is necessary to 

assess these strains. As previously indicated 

in [33], the switching device power, or SDP, 

can be used as an illustrative metric to 

measure the converter cost and the power 
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loss. The formula for calculating the overall 

average switching device power (SDPavg) is 

as follows: 
 

_ _

1

n

avg pk i avg i

i

SDP V I
=

=  (41) 

 

where Iavg_i and Vpk_i represent the average 

current and peak voltage during a switching 

period of the ith semiconductor used in a 

power converter. The peak voltage and 

average current are computed for the diodes 

and the switch in the proposed converter. 

Overall average SDP is calculated, 
 

1

(1 )
avg oSDP P

D D

 
=  

− 

 (42) 

 

where Po represents the output power. 

The overall average SDPs of the several 

converters are presented in Fig. 10. It is noted 

that the recommended converter has a lower 

SDP than its rivals, which essentially means 

that there will be less power loss and 

semiconductor cost. 

The voltage stress on the switch: 
 

 
1

1

1
S inV V

D
=

−
 (43) 

 

In Fig. 11, there is a comparison between 

the normalized sum of the voltage stress 

across power switches of the proposed 

converter and other similar converters. 

Additionally, Table 1 provides details on the 

voltage stress across power switches for other 

competing converters. 

 

4. EXPERIMENTAL ANALYSIS 
 

A 48W output power prototype of the 

proposed converter is constructed. A listing 

detailing the specific circuit components of 

the model is provided in Table 2. Fig. 12 

illustrates simulation waveforms of the 

proposed converter operating in both step-

down and step-up modes in Continuous 

Conduction Mode (CCM) using PLECS 

software. It is plotted gate-source voltage, 

switch voltage, inductor currents, diodes 

voltage, and output voltage. 

 

 

 
Fig. 10. Normalized total average switching device power (SDPavg/Po) of proposed converter  

vs other converter. 
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Fig. 11. Comparison of normalized switch voltage stress. 

 

Table 2. Design considerations for the proposed converter 

Items Prototype 

fs 33KHZ 

Duty Cycle 0.572 (step-up), 0.207 (step-down) 

D1 /D2 MBR10100 (VF ~ 0.85V) 

S1 IRFP4668PBF (RDS = 8mΩ) 

C1 / C2 /Co 

RC1 / RC2 / RCo 

33µF, 33µF, 160 µF 

0.051Ω,0.078, 0.022Ω 

L1 / L2 / L3 

RL1 / RL2 / RL3 

425µH, 860µH, 525 µH 

0.035Ω, 0.157Ω,0.056 Ω 

Vin 18V 

Vo 48V (step-up),10V(step-down) 

Fig. 13 shows a prototype created in the 

laboratory. The functioning of the converter 

and the numerical analysis have been 

validated using the lab prototype shown in 

Figs. 14 and 15. In these figures, the 

waveforms of the voltages and currents of the 

suggested converter are appeared in two 

modes that were measured in the laboratory. 

The efficiency of the proposed buck-boost 

converter with varying input voltages at 

different output powers is illustrated in Fig. 

16. Since a high-duty cycle is necessary to 

achieve a high voltage gain by lowering the 

input voltage and so increasing conduction 

losses, the efficiency was reduced related to 

the input voltage drop. Since a high-duty 



14                                                                               Okati, Osmani-Bojd, Samimi.  A New Non-isolated Buck-Boost … 

cycle is needed to achieve a high voltage gain 

by lowering the input voltage and thus 

increasing conduction losses, the efficiency 

was reduced concerning the input voltage 

drop. Fig. 17 shows the proposed converter's 

efficiency vs output power. Theoretical and 

experimental efficiencies are approximately 

the same, except for the step-up mode, which 

has a greater current ripple than the step-

down mode. 

 

              
(a)                  (b) 

Fig.12. Simulation waveforms in PLECS of the proposed converter. (a) Step-up mode; (b) Step-down 

mode. 
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Fig. 13. Laboratory made prototype 
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[10 V/ div]oV

[10V/ div]inV

    

1i [500 / div]L mA

2i [500 / div]L mA

 
(a)                                                                      (b) 

2[10 V/ div]DV

1[20 V/ div]DV

 
(c) 

Fig. 14. Results of Laboratory in the step-down mode; (a) Vin, Vo; (b) iL1, iL2; (c) VD1, VD2. 

 

[10V/ div]inV

[40 V/ div]oV

    

1i [2 / div]L A

2i [400 / div]L mA

 
(a)                                                                      (b) 

1[20 V/ div]DV

2[40 V/ div]DV

 
(c) 

Fig.15. Results of Laboratory in the step-up mode; (a) Vin, Vo; (b) iL1, iL2; (c) VD1, VD2. 



16                                                                               Okati, Osmani-Bojd, Samimi.  A New Non-isolated Buck-Boost … 

 

 
(a) 

 
(b) 

Fig. 16. Measured efficiency versus different input voltages and variable output powers (a) Step-up 

mode, (b) Step-down mode. 

 

 
(a) 
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(b) 

Fig. 17. Results of theoretical and experimental efficiency versus output power (a) Step-up mode (b) 

Step-down mode. 

 

5. CONCLUSION 

 

This investigation presents a DC-DC buck-

boost converter characterized by negative 

output polarity for renewable energy 

purposes. In the suggested converter, a single 

switch is used in order to simplify the power 

MOSFET driving circuit and minimize the 

power loss. When employing the continuous 

input/output current port, less current ripple 

is observed in the output and input. A range 

of duty cycle values are employed for testing 

purposes in order to analyze and approve the 

functionality of the concerned converter. The 

efficiency of the suggested converter at an 

output power of 48W is 90.1%. In addition, 

the input/output current continuous 

characteristic of the suggested converter 

turns it into a suitable candidate for the 

purposes demanding a negative voltage 

source, e.g., multipurpose power supplies, 

photovoltaic systems, audio amplifiers, data 

transfer interfaces, and signal generators. 
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Abstract 

This article introduces two designs for transresistance amplifiers. The first and second precision 

instrument amplifiers (IAs) utilize ten and eight MOS transistors. Both proposed IAs were 

simulated with 0.18 µm CMOS technology and a supply voltage of ±0.7 V using Hspice software. 

According to the results, the Common Mode Rejection Ratio (CMRR) of the first IA can vary 

from 72.6 dB to 75.7 dB with a change in control voltage. In contrast, the second IA can range 

from 71.7 dB to 74 dB. The -3dB cutoff frequency for the CMRR of the first IA is accessible 

between 0.969 MHz and 16.4 MHz, and for the second IA, it ranges from 4.34 MHz to 40.8 MHz. 

The power consumption of the first proposed design varies from 203.33 µW to 372.77 µW within 

the adjustment range, and for the second proposed design, it changes from 234.57 µW to 338.73 

µW. Time-domain analysis indicates that for a 20 µA(p-p) input signal, the maximum Total 

Harmonic Distortion (THD) at various frequencies for the first design is 3.37%. For the second 

design, it is 2.13%. The output impedance of the first proposed amplifier can vary from 779 to 

1190 Ω with a change in control voltage, and the second proposed IA can change from 860 Ω to 

1640 Ω. Therefore, these two circuits are suitable for amplifier applications with electronic 

adjustability in medical instruments, biosensor reading circuits, electrocardiography, and signal 

processing. 

 

Keywords: Instrumentation Amplifier, Current Mode, Transresistance Mode, Common Mode 

Rejection Ratio (CMRR). 
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1. INTRODUCTION 
 

 Instrumentation amplifiers, among the oldest 

and most utilized circuits, ensure the 

amplification of weak differential signals in 

the presence of noise and common-mode 

signals. Historically, instrumentation 

amplifiers were implemented using 

operational amplifiers and resistors [1]. Their 

main issue was the need for precise matching 

between resistors to achieve a high common-

mode rejection ratio (CMRR). Another 

limitation associated with operational 

amplifier-based instrumentation amplifiers is 

their frequency-dependent gain. These 

weaknesses, coupled with the rapid scaling 

down of CMOS technology and lower 

allowable supply voltages, have made 

operational amplifier-based instrumentation 

amplifiers less attractive. In contrast to 

conventional voltage-mode signal 

processing, the new current-mode signal 

processing approach offers appealing 

features such as broad frequency 

performance, simpler circuitry, and low 

voltage operation. This new generation of 

instrumentation amplifiers is known as 

Current-Mode Instrumentation Amplifiers 

(CMIA) [2]. 

Numerous instrumentation amplifiers 

operate in voltage mode (VM) with voltage 

input and output or current mode (CM) with 

current input and output [3]. The rapid 

development of current-mode design and the 

emergence of many active elements have led 

to the introduction of amplifier structures 

based on Operational Transconductance 

Amplifier (OTA) [4], Differential Voltage 

Current Conveyor (DVCC) [5], 

Transconductance with Current Feedback or 

Current Feedback Operational Amplifier 

(CFOA) [6], Current-Controlled Current 

Conveyor Transconductance Amplifier 

(CCCCTA) [7], Current-Controlled 

Conveyor (CCCII) [8], and a resistorless 

current-mode instrumentation amplifier 

using 17 MOS transistors. On the other hand, 

low-voltage and low-power analog circuits 

are in high demand for easy integration and 

compatibility with digital systems [4,9].  

In [10] the sensor uses a CNT as a 

movable electrode to sense gas pressure 

changes, and the proposed IA leverages the 

unique properties of CNTFETs to achieve 

high sensitivity, low noise, and low power 

consumption. This design eliminates the need 

for traditional resistors, providing a more 

efficient and compact solution for gas 

pressure sensing applications. 

The article [11] examines various IA 

topologies with programmable gain 

capabilities (PG-IA). The study covers 

different implementation techniques, 

including Single Op-amp IA, Two and Three 

Op-amp IA, Switched Capacitor IA (SCIA), 

Current Feedback IA (CFIA), and Current 

Mirror IA (CMIA). The research highlights 

the advantages of using PG-IA in 

applications requiring high precision, high 

CMRR, low noise, and low power 

dissipation. The paper also discusses using 

V-to-I and I-to-V converters, Current 

Division Network (CDN), and Supply 

Current Sensing (SCS) approaches to 

enhance the performance of PG-IAs. 

In [12], the amplifier is tailored for 

biomedical applications such as ECG, EEG, 

and EMG signal analysis. It features high 

CMRR, low power consumption, and the 

ability to operate at low voltages as shown in 

Table 2.  
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The device presented in [13], utilizes 

LM324/LM741 op-amps configured as an IA 

for precise signal amplification for portable 

ECG devices. It incorporates a 50 Hz notch 

filter and an active band-pass filter to 

eliminate noise and ensure signal integrity. 

The amplified signal is then digitized using 

an ESP-32 microcontroller, enabling the 

transmission of ECG data to an IoT platform 

for remote monitoring. 

The article [14] presents a capacitively 

coupled chopper IA (CCIA) designed for 

biomedical applications. The amplifier 

operates with an ultra-low power 

consumption and utilizes a programmable 

bandwidth from 0.2 to 10 kHz. It incorporates 

a squeezed inverter amplifier (SQI) using a 

0.2 V supply to efficiently address the 

primary noise source. The CCIA is 

implemented using 0.18 µm CMOS 

technology, achieving a high CMRR of 117.7 

dB, and consuming only 0.47 µW of power. 

The design aims to provide flexible 

bandwidth without additional power 

consumption, making it suitable for wearable 

or implantable biomedical devices. 

The development of a low-power, low-

noise current-feedback IA for ECG 

acquisition is discussed in [15]. The design 

leverages a gm-boosted OTA to enhance 

performance while minimizing power 

consumption. Implemented in a 0.18 µm 

CMOS technology, the amplifier achieves a 

high CMRR and low power dissipation, 

making it suitable for portable and wearable 

biomedical devices. 

The article [16] presents the design of a 

capacitively coupled IA using a novel hybrid 

feedback resistor. This IA is designed for 

physiological signal acquisition, addressing 

the need for high input impedance and 

precise amplification of low-frequency, low-

amplitude signals. Implemented in a 130 nm 

CMOS process, the IA achieves a high-pass 

corner of 73.9 mHz and demonstrates 

robustness against process, voltage, and 

temperature (PVT) variations. Combining 

switched-capacitor (SC) low-pass filters, SC 

resistors, and continuous-time low-pass 

filters, allows the IA to achieve high 

resistance values with minimal sensitivity to 

PVT changes. 

The current-mode approach has recently 

attracted attention in integrated circuit design 

due to its numerous advantages (such as high 

bandwidth, wide dynamic range, high 

linearity, low power consumption, and circuit 

simplicity) over the voltage-mode approach 

[3, 17-19]. Thus, this article will present an 

improved current-mode instrumentation 

amplifier with a differential input 

transconductance amplifier followed by a 

current follower. The second section 

elaborates on the principles and fundamentals 

of the proposed instrumentation amplifier. 

The third section presents the simulation 

results of the designed circuit to confirm the 

efficiency of the proposed structure. These 

results are compared with some of the recent 

works. Finally, the article concludes in the 

fourth section.  

 

2. PROPOSED INSTRUMENTATION 

AMPLIFIERS 
 

The first proposed instrumentation amplifier, 

which uses only ten MOS transistors, is 

shown in Fig. 1, and the second proposed 

amplifier, using only eight MOS transistors, 

is displayed in Fig. 2. These amplifiers are 

constructed from two current mirrors, a 
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unity-gain inverting amplifier, and two MOS 

transistors acting as a voltage-controlled 

resistor. Transistors M1 to M4 are utilized to 

invert the input current I1. The input current 

I2 is summed with the inverted current (I1) 

and converted to voltage through the 

equivalent resistance (Req). 

The voltage difference across the gate 

inputs of M1 and M2 determines the current 

difference across their drains as Eq (1). 
 

∆𝑉𝐺𝑆 = 𝑉𝐺𝑆1 − 𝑉𝐺𝑆2                                    (1) 
 

The drain currents of M1 and M2 are 

related by the voltage difference across their 

gates. 
 

𝐼𝐷1 − 𝐼𝐷2 = 𝑓(∆𝑣𝐺𝑆)                               (2) 
 

Transistors M3 and M4, together with M5 

and M6, form active loads on the drains of 

M1 and M2. These active loads improve the 

gain of the differential amplifier. 
 

𝐼𝐷1≈𝐼𝑀3 + 𝐼𝑀4 

𝐼𝐷2≈𝐼𝑀5 + 𝐼𝑀6             (3) 
 

The output of the amplifier is taken from the 

node between transistors M5 and M6. Then 

the output voltage is described as Eq (4). 
 

𝑉𝑂𝑈𝑇 = 𝑉𝐷𝐷 − 𝑅𝑂𝑈𝑇𝐼𝐷2                          (4) 
 

𝐼𝑆𝑆 = 𝐼𝐷1 + 𝐼𝐷2 = 𝐼𝑏      (5) 
 

M5 and M6 form a unity-gain inverting 

amplifier, transferring the generated voltage 

through Req to the output node. The W/L 

ratio of transistors M5 and M6 should be 

sufficiently large to ensure a low output 

impedance. 

It is evident that the second proposed 

design requires fewer transistors in its 

variable resistance structure and also does not 

need a separate voltage source to bias the 

non-ideal current source. A simple node 

analysis of the circuit in Fig. 2 concludes: 
 

1 2( )out eqV I I R= −  (6) 

 

For a differential input Iid = I1-I2, the 

differential mode gain (Ad) of the proposed 

amplifier is obtained as follows: 
 

1 2

out
d eq

id

V
A R

I II
= =

= −  
 

(7) 

The Req can be adjusted by the parameters 

of four MOS transistors and the control 

voltages VC and -VC, which provides the 

highly desirable feature of electronic 

adjustability. Furthermore, the proposed 

amplifier is suitable for integration due to the 

 

 
Fig. 1. First proposed IA. 
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ease of implementing the grounded 

resistance. Assuming that MR1 and MR2 have 

equal ratios, the equivalent resistance is 

expressed as follows [17]: 
 

𝑅𝑒𝑞 =
𝐿

2𝜇𝐶𝑜𝑥𝑊(𝑉𝐶 − 𝑉𝑇𝐻)
 (8) 

 

In this context, W and L represent the 

width and length of the transistor channel, 

respectively. The equivalent resistance Req 

can be adjusted by varying the control 

voltages +VC and -VC, which modulate the 

resistance of the MOS transistors operating in 

the linear region. This electronic adjustability 

is a significant advantage as it allows fine-

tuning the amplifier's performance without 

requiring physical changes to the circuit 

components. 

As evident from Eq (1), for a common-

mode input Iicm = 0.5 (I1+I2), the common-

mode gain (AC) of the proposed 

instrumentation amplifier in Fig. 2 is derived 

as shown in Eq (9). 
 

𝐴𝑐 =
𝑉𝑜𝑢𝑡
𝐼1+𝐼2

2

|𝐼1=𝐼2
= 0  (9) 

 

As can be inferred from Equ (4), the 

common-mode gain of the proposed 

amplifier in an ideal state is equal to zero. 

Consequently, Eq (5) indicates that the 

proposed amplifier has a very high intrinsic 

CMRR [18]. 
 

𝐶𝑀𝑅𝑅 = |
𝐴𝑑

𝐴𝑐
| = ∞ (10) 

 

However, if the non-ideal gains of current 

mirrors and inverting amplifiers are 

considered as unity, the output is assumed as 

Eq (11): 

 

 
Fig. 2. Second proposed IA. 

 

 

𝑉𝑜𝑢𝑡 = 𝛽(𝛼𝐼1 − 𝐼2)𝑅1 (11) 
 

Here, α and β represent the non-ideal 

gains of current mirrors and the inverting 

voltage amplifier. Therefore, considering that 

I1 = Iicm + Iid/2 and the differential gain (Ad), 

the common-mode gain (AC), and the CMRR 

in the proposed amplifier, Eqs (12) to (14) 

can be calculated. 
 

𝐴𝑑 =
𝑅1

2
𝛽(𝛼 + 1) (12) 

  

𝐴𝑐 = 𝛽𝑅1(𝛼 − 1) (13) 
  

𝐶𝑀𝑅𝑅 =
1

2
|
𝛼 + 1

𝛼 − 1
| (14) 

 

Eq (9) shows that the inverting voltage 

amplifier's non-ideal gain does not 

significantly affect the CMRR. On the other 

hand, if α is close to 1, a very high CMRR 

can be achieved [17,118]. 
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3. SIMULATION RESULTS OF THE 

PROPOSED CIRCUITS 
 

The first proposed design, utilizing 180 nm 

CMOS technology, was simulated under a 

supply voltage of ±0.7 V and at a default 

temperature of 25 °C. The threshold voltage 

(VTH) for the NMOS transistors is 

approximately 0.4 V. All transistors operate 

in the saturation region, and a 10 kΩ load 

resistance is connected to the output. In the 

proposed circuit, the value of Vc was varied 

from zero to 0.7 V to achieve different 

differential mode gains. Fig. 3(a) shows that 

the differential mode gain of the proposed 

circuit varies from 75.9 dB to 77.9 dB with a 

-3dB bandwidth ranging from 76.2 MHz to 

345 MHz. The proposed instrument 

amplifier's minimum and maximum power  

 

 

 

(a) 

 
(b) 

Fig. 3. (a) Frequency response (b) CMRR variations in the first proposed IA. 



Signal Processing and Renewable Energy, September 2024                                                                                                  27 

 
(a) 

 
(b) 

Fig. 4. (a) Frequency response (b) CMRR variations in the second proposed IA. 

 

consumption in the adjustable range are 

203.33 µW and 372.77 µW, respectively. The 

changes in CMRR in the proposed amplifier 

relative to frequency for different Vc values 

are shown in Fig. 3(b). As observed, the 

CMRR value of the proposed circuit varies 

from 72.6 dB to 75.7 dB, with a -3dB 

bandwidth ranging from 0.916 MHz to 16.4 

MHz. It can be inferred that the proposed 

structure can effectively reduce unwanted 

common-mode signals while having a 

straightforward structure consisting of ten 

transistors. 

In the proposed second circuit, the value 

of Vc was varied from 0 to 0.7 V to achieve 

different differential mode gains. Fig. 4(a) 

shows that the differential mode gain of the 

proposed circuit varies from 73.2 dB to 77.2 

dB, with a -3dB bandwidth ranging from 148 

MHz to 3.23 GHz. The proposed 
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instrumentation amplifier's minimum and 

maximum power consumption within the 

adjustable range are 157.15 µW and 338.73 

µW, respectively. Changes in CMRR relative 

to frequency for different values of Vc are 

shown in Fig. 4(b). As observed, the CMRR 

value of the proposed circuit ranges from 

71.7 dB to 74 dB, with a -3dB bandwidth 

ranging from 4.34 MHz to 40.8 MHz. It can 

be inferred that the proposed structure can 

effectively reduce unwanted common-mode 

signals while having a simple structure 

composed of eight transistors . 

 

 
(a) 

 
(b) 

Fig. 5. Transient response of the 1st proposed IA. (a) differential input currents, (b) output voltage. 
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(a) 

 
(b) 

Fig. 6. Transient response of the 2nd proposed IA. (a) differential input currents, (b) output voltage. 

 

To evaluate the time-domain response of 

the first proposed amplifier, a differential-

mode sinusoidal input (I1-I2) with a peak-to-

peak amplitude of 20 µA at a frequency of 5 

MHz was applied to the inputs. The control 

voltage was set to 0.5 V. Fig. 5 shows that the 

amplified output voltage is approximately 11 

Mv(p-p), with a differential-mode gain of 

77.2 dB and a Total Harmonic Distortion 

(THD) of 3.37 percent. Additionally, the 

THD value remains below 3% for various 

frequencies. 

To examine the proposed second 

amplifier's time-domain response, a 

differential-mode sinusoidal input with a 

peak-to-peak amplitude of 20 µA at a 

frequency of 5 MHz was applied to the 

inputs. The control voltage Vc was set to 0.5 
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V. Fig. 6 shows that the amplified output 

voltage is approximately 170 mV(p-p), with 

a differential mode gain of 77.2 dB and a 

Total Harmonic Distortion (THD) of 2.13%. 

Additionally, the THD value remains below 

0.5% for different frequencies . 

To investigate the changes in CMRR for 

the first proposed design under mismatch 

conditions, a Monte-Carlo simulation 

considering Process, Voltage, and 

Temperature (PVT) variations for the 

transistors was carried out across 100 runs 

with Vc = 0.5 V. The statistical distribution 

of CMRR in the presence of mismatch is 

shown in Fig. 7(a). As observed from the 

Monte Carlo simulation results, the first 

proposed structure displays a CMRR value of 

69 dB with the highest probability. 

 

 
(a) 

 
(b) 

Fig. 7. Transient response of the 1st proposed IA. (a) differential input currents, (b) output voltage. 
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Table 1. Comparison between the simulation results of the first and second proposed IAs. 

parameter First proposed circuit Second proposed circuit 

Technology (nm) 180 180 

Supply voltage (V) ±0.7 ±0.7 

power consumption (µw) 203.33 ~ 372.77 157.15 ~ 338.73 

Differential mode gain (dB) 75.9 ~ 77.5 73.2 ~77.2 

f -3dB (MHz) 76.2 ~ 345 148 ~ 323 

CMRR (dB) 72.6 ~ 75.7 71.7 ~ 74 

Output-referenced noise at 10 kHz (pA/√𝐻𝑧) 64.6 77.8 

Output Impedance (Ω) 779 ~ 1190 860 ~ 1640 

Linearity percentage @ 5 MHz and 1 μA (p-p) 3.37 2.13 

Chip area (µm2) 1030.2 861 

 

A similar Monte Carlo analysis was 

conducted to examine the changes in CMRR.  

Table 1 compares the results of the first and 

second proposed designs. Both proposed 

designs have similar differential mode gain 

and common-mode rejection ratio values. 

The disadvantages of the first proposed 

design include high power consumption, low 

-3dB cutoff frequency, large occupied area, 

and worse linearity. Therefore, for 

comparison with previous works, the second 

proposed design is considered. 

The second proposed design is 

considered under mismatch conditions. The 

statistical distribution of CMRR in the 

presence of mismatch is illustrated in Fig. 

7(b). According to the simulation results, the 

second proposed structure indicates a CMRR 

value of approximately 68.75 dB with the 

highest probability. Both outcomes 

demonstrate robust performance against PVT 

variations. 

A comparison of the proposed 

instrumentation amplifier with some other 

reported works is presented in Table 2. The 

transistor characteristics, including the 

technology node, and applied power supply 

are specified to ensure a fair comparison with 

similar reported works. It is observed from 

Table 2 that the proposed instrumentation 

amplifier exhibits lower power consumption, 

fewer transistors, and electronic adjustability, 

demonstrating superior performance 

compared to previous works. 

 

4. CONCLUSION 
 

This article introduces two precision IAs with 

10 and 8 transistors. The second IA is more 

suitable for integration due to its simple 

structure achieved by having only two 

transistors between the power supply lines, 

resulting in a very low supply voltage. The 

differential gain of the proposed precision 
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Table 2. Comparison between the proposed instrumentation amplifier and some reported works. 

 Year ● 

Active 

Elements 

Used 

■  
# 

R&C 

CMRR 

(dB) 

f -3dB 

(MHz) 
☼ 

Power 

diss. (mW) 
Area 

(mm2) 

[2] 2013 180 --  17 0 91 - ±0.8 
0.219~0.

446 
- 

[7] 2020 180 DDCC (#1)  40 0 146 1 ±0.8 0.492 - 

[11] 2023 130 

IA, Op-

Amps, 

OTAs 

 

4 Op-

Amps 

& 

OTAs, 

Multi. 120 83 3.3 0.77 - 

[12] 2022 130 OTAs-  
3 

OTAs 
0 54 Varied 1.8 90 - 

[13] 2023 - 

LM324/741, 

Op-Amps, 

ESP-32 

 - Multi. 96 
0.5-

250 Hz 
±5 - - 

[14] 2023 180 

SQI 

Amplifier 

and 

Transistors 

 - Multi. 117.7 
0.2-10 

kHz 

0.2, 

0.8 
0.00047 0.083 

[15] 2023 180 
gm-boosted 

OTA 
 - Multi. 110 - 0.8 0.55 - 

[16] 2024 130 

Switched-

capacitor 

filter, SCR, 

PR 

 - Multi. - 0.0739 - - 0.16 

[17] 2017 180 COA (#2)  29 2 36~54.2 
0.359~

0.383 
±0.9 0.76 - 

[18] 2018 180 COA (#2)  30 1 51.2 0.068 ±0.9 0.864 - 

[19] 2018 180 
CFDITA 

(#2) 
 34 0 

52.8~64.

7 

3.76~4

6.2 
±0.9 1.15~1.3 - 

[20] 2009 350 
CCCCTA 

(#2) 
 34 0 94 - ±1.5 4.43 - 

[21] 2023 180 DVTA (#3)  24 1 146.8 30 ±0.9 0.368 0.0095 

 - 180 -  8 0 71.7~74 
4.34~4

0.8 
±0.7 

0.157~0.

338 

0.0008

6 

●   = Technology (nm) ; ■ = Adjustability ;  = #Transistors & Active Comp. ; ☼ = Power Sup. (V) ;  = Proposed 

 

instrumentation amplifier can be 

electronically adjusted by changing the 

control voltages. Furthermore, a high CMRR 

is achieved using only eight MOS transistors, 

eliminating the need for resistance matching. 

The proposed amplifier was simulated using 

0.18 µm CMOS technology with a ±0.7 V 

supply voltage. Simulation results indicate 

that the CMRR of the proposed precision 

instrumentation amplifier can vary from 71.7 

to 74 dB with control voltage adjustments. 

The f3dB for the CMRR varies between 4.34 

~ 40.8 MHz. The power consumption of the 

proposed design varies from 234.57 µW to 

338.73 µW during adjustment. Time-domain 

analysis revealed that for an input signal with 
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a 10 µA peak, the maximum THD is 0.21%. 

Additionally, the Rout of the proposed 

precision IA can vary between 860 ~ 1640 Ω 

with control voltage adjustments. 
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Abstract 

Solar energy is one of the most important types of renewable energy in Iran. Solar systems are 

more acceptable in Iran due to their availability. There are development models and software for 

the purpose of economic calculations, but one should choose a model that, in addition, does not 

have limitations in solar system models whose results are not related to accurate and large tens. 

Also, due to the complexity of the results of some software (such as Homer), the analysis of these 

results requires special knowledge and expertise. The selected model must be in accordance with 

the specific needs of the project and be customized with unique conditions. Therefore, the above 

items can be counted as the difference between the selected model for solar economy calculations 

in this article with previous studies and relevant software. In this article, the economic indicators 

of a 400 Kw power plant in Iran are discussed. Regarding the investments in this sector, we have 

examined all the costs of the construction of the power plant and we evaluate and make economic 

calculations using the main analysis and profit analysis techniques.  Computer results have been 

evaluated with 25% and 30% discount and 40% inflation. The capital return rate of this power 

plant is 25.09% and the payback period of this power plant is 9 years. NPV with a 25% discount 

in the ninth year is 845.35 million Rials and with a 30% discount rate, it is 26809.88 million Rials. 

Also, the internal rate of return is calculated as IRR = 25.08%. 
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 1. INTRODUCTION 
 

Traditional energy sources and fossil fuels 

with population increase and unprincipled 

exploitation of these resources have forced 

mankind to use renewable resources [1]. 

Although many alternative energy sources 

are available, due to easy access, free 

maintenance, and zero pollution, many 

investors and countries of the world have 

been attracted to use of solar energy in their 

project plans [2].  Developing countries are 

faced with the challenge of facing high 

energy demand [3,4]. These countries are 

required to achieve the goals in all UN 

policies by 2030 [5]. Investors are always 

looking for ways to maximize their 

investment since the energy economy is 

essential for the investor, so the analysis of 

economic parameters is very necessary. 

Economic analysis requires the calculation of 

all costs, benefits, and related cash flows. 

Therefore, investors evaluate sustainability 

and feasibility conditions for investing in 

photovoltaic systems by using various key 

economic performance indicators such as 

internal rate of return, VPV, investment 

return period (IRR), LCOE, leveled energy 

cost measure, etc. [6,7,8]. A lot of research 

has been done in the field of economic 

evaluation of solar power plants. Most of the 

results are based on Homer software. For 

example, in 2022, a study was conducted on 

the technical-economic analysis of the 

renewable energy system with Homer 

software, and the cost of energy (COE) 

decreased from 0.060 dollars per kilowatt 

hour to 0.0446 dollars per kilowatt hour [9]. 

In 2020, V. Motjoadi conducted an economic 

analysis of a Pv-based microgrid using 

Homer software, and the research result was 

NPC=1.48 and COE=$1330 [10]. In 2021, a 

study was conducted on the economic 

analysis of the Pv-based RE hybrid system. 

Researchers calculated COE using Homer 

software. the results indicate the cost-

effectiveness of the proposed system and 

COE=0.214 dollars per kilowatt hour [11].  

A study on comparative economic 

analysis of various types of hybrid systems in 

2024 has been conducted. Using Homer 

software, the researchers calculated the net 

present cost of various hybrid systems. The 

net cost is 1.5368 and the cost of energy 

(COE) is 0.155 dollars per kilowatt hour [12].  

As seen in the above studies, in order to 

evaluate the economic parameters of the solar 

power plant with different software and 

algorithms, they do not consider all aspects of 

the costs related to the power plant. 

Considering the importance of fixed and 

variable costs in the calculation and 

economic evaluation of the power plant, the 

aforementioned study has focused on all 

costs and calculating parameters based on the 

real inflation rate of Iran. This article is a 

complete reference for the design and 

economic evaluation of the solar power plant. 

The structure of the article is as follows: in 

the first part, the research method and 

important economic projects of the solar 

power plant will be discussed, and in the 

second part, the design of the 400KW solar 

power plant will be discussed, and in the third 

part, the calculation of the costs of the 

construction of power plants and sectors will 

be discussed. It will come to an end. We 

analyze data and draw conclusions. 

 

2. RESEARCH METHODOLOGY 
 

Engineering economics includes a set of 
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methods and techniques that are used to 

evaluate, analyze, and optimize engineering 

projects and decisions. The revenge of 

engineering economics methods is dependent 

on factors that can be different depending on 

the nature of the project, the goals of the 

organization, and the existing constraints. 

Criteria and criteria for choosing the 

appropriate methods of engineering 

economics can include the type and 

complexity of the project, the purpose and 

objectives of the project, the cost and time 

required, the financial and economic scale of 

the project, and the sustainability and long-

term effects of the project. Some calculation 

methods of engineering economy are: 

- Net Present Value (NPV) 

- Internal rate of return (IRR) 

- Benefit-cost ratio (B/C) 

- Breakeven Point – BEP 

- Inflation 

 

2.1. Net Present Value (NPV) Measure 
 

Net Present Value (NPV) is the difference 

between the present value of cash inflows and 

the present value of cash outflows over a 

specified period of time. This criterion tries 

to find a balance between investment 

payments and income from investment 

implementation by considering the time 

adjustment of money. The evaluation of this 

balance is compared to the standard interest 

rate that the plan management has 

determined in advance for investment and 

use of funds. This interest is called 

"minimum absorbable interest" or "cost of 

capital". 

Considering that the main goal of this project 

is to increase profitability and also due to the 

uncertainty of the project that requires 

sensitivity analysis and risk management, 

this method has been used. 
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In the above relationship, CF0 is the 

initial investment, CFt is the cash received or 

paid at time t, and i is the discount rate. 
 

IF: NPV=> Project selection 

𝐼𝐹: 𝑁𝑃𝑉

= 0=>Indifference to choosing or not choosing 

 the project 

𝐼𝐹: 𝑁𝑃𝑉 < 0=> Failure to select a project  

[13]. 

 

2.2. Internal Rate of Return (IRR) 
 

IRR is the rate that makes the project's net 

present value (NPV) equal to zero. In other 

words, the internal rate of return can be 

considered as the maximum interest rate that 

the plan can pay.  It should not be financially 

harmful. According to the absorption rate 

(MARR), it is possible to decide on the 

economic viability of the project as follows. 
 

IRR > 𝑀𝐴𝑅𝑅 => The project has economic 

justification. 
 

IRR < 𝑀𝐴𝑅𝑅 => The project has no 

economic justification 
 

IRR = MARR=> We are indifferent to the 

implementation of the project [14]  
 

∑
𝐶𝐹𝑡

(1+IRR)
𝑡

n
𝑡=0 = 𝑖 و 0 = 𝐼𝑅𝑅                      (2) 
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2.3. Benefit-Cost Ratio (B/C) 
 

One of the economic indicators for project 

evaluation is the ratio of benefits to costs or 

benefits to costs (B/C). This ratio is equal to 

the result of dividing the present value of the 

project's benefits by the present value of its 

costs. If this ratio is greater than one, it means 

that the plan is economic, and if it is smaller 

than one, it means that the plan is 

uneconomical [15]. 

Due to the fact that the project includes 

social, environmental, and public sector goals 

and it is necessary to compare several 

different options in order to achieve the best 

answer, we use this method in the economic 

analysis of the project. 
 

Benefit − costratio =
Pv of Expected Benefit

Pv of Expected Costs
   (3)   

 

2.4. Breakeven Point – BEP 
 

The break-even point is the point where total 

sales equal costs. That is, at that point, the net 

profit of the company becomes zero. In fact, 

it is a term that shows the relationship 

between the amount of production of an 

economic project, in which the amount of 

expenses is equal to the income, and the 

project at this level of production neither 

gains nor loses. If the production is more than 

the break-even point, the project will be 

profitable, otherwise it will be unprofitable. 
 

Breakeven Point – BEP = 
𝐹

𝑃−𝑉
            (4) 

 

In the above formula F is fixed costs, P is 

sales price and, V is variable costs. 

The percentage of sales the Breakeven 

Point – BEP is calculated as follows: 
 

BEP = 
𝐹𝑖𝑥𝑒𝑑 𝑐𝑜𝑠𝑡

𝑇𝑜𝑡𝑎𝑙 𝑠𝑎𝑙𝑒𝑠−𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑐𝑜𝑠𝑡
               (5) 

 

Considering that the project has fixed and 

variable costs and the management of these 

costs leads to profitability, therefore this 

method is used in the economic analysis of 

the project. 

 

2.5. Inflation 
 

Inflation means a continuous increase in the 

general price level of goods and services in a 

society for a certain period of time. To 

measure the inflation rate, one year is 

considered as the base year. They measure 

the price increase according to it. The general 

formula for calculating inflation is as 

follows: 
 

T =
CPIp−CPIb

CPIb
                               (6) 

 

In the formula, CPIp is the index of goods 

and services at the current time and CPIb is 

the CPI index of the base period. To calculate 

the CPI index, Laspierre's formula is used as 

follows: 
 

𝐼𝑡, 0 =
∑ 𝑝𝑡,𝑖𝑞0,𝑖

𝑛
𝑖=1

∑ 𝑝0,𝑖𝑞0,𝑖
𝑛
𝑖=1

× 100                          (7) 

 

Pt is the price of the desired product at time t 

and P0 and q0 are the price of the desired 

product at time zero or the base year [17] . 

Quantitative inflation has properties that 

help improve transparency, measurability, 

and economic comparability. These features 

help investors make their financial decisions 

and monetary policies in order to choose the 

right project for profitable investment. 

Therefore, in this project, we consider 

inflation quantitatively. 
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3. INVESTMENT COSTS 
 

3.1. Fixed Cost 
 

Fixed costs do not change as service 

increases or decreases. The independence of 

the fixed cost from the output of the 

production units is the main and fundamental 

condition of the fixed cost. The list of fixed 

investment costs is as follows: 

- The cost of obtaining permits 

- The cost of machinery and facilities 

- Purchase of land 

- Provision of office equipment 

- Building construction and landscaping 

-Wage cost [18]. 

 

3.2. Variable Cost 
 

Unlike fixed costs, variable costs depend on 

output. That is, the higher the output of a 

project, the higher the variable costs. 

The list of variable costs is as follows: 

- The cost of purchasing raw materials 

and equipment 

- Cost of energy consumption 

- Maintenance cost 

The formula for calculating fixed and 

variable costs is as follows: 
 

𝐶𝑇 = (𝐹𝑐)𝑇 + (𝑉𝑐)𝑇 
 

where (Fc)T is the fixed cost, (Vc)T is the 

variable cost, and CT is the total cost [19].  

 

Table 1. Power plant equipment under study. 

row Type of machinery and equipment Number Unit price (Rial) Price (million Rial) 

1 30 kW polycrystalline solar pane 14 5500000000 77000 

2 structure 1 8000000000 8000 

3 DC, Ac electrical panel 1 6400000000 6400 

4 Solar panel connector 14 280000000 3920 

5 Inverter 1 MW 1 6500000000 6500 

6 Surge protector 1 500000000 500 

7 Meter with CT 1 850000000 850 

8 DC high voltage ground power cable 100 9000000 900 

9 Medium voltage ground power cable AC 100 7000000 700 

10 lightning rod 1 30000000 30 

11 copper earth wire 10 1900000 19 

12 copper plate 14000 2970000 41580 

13 Other equipment 1 900000000 900 

14 Installation cost (10%) 1 13898000000 13898 

Total 161197 

 * https://www.satba.gov.ir ( 1403 price list ( 
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Variable costs are of particular 

importance in the economic calculations of 

solar power plants. These costs have a 

decisive role in the economic analysis and 

decision to invest in these types of power 

plants. These costs have a direct effect on the 

calculation of Breakeven Point -BEP, 

Internal rate of return (IRR), impact on 

profitability and impact on the final price. 

Therefore, it is very important to consider 

these costs in the economic calculations of 

the solar power plant. 

 

4. PHOTOVOLTAIC SYSTEM DESIGN 
 

It will take 5000 square meters of land to 

build this photovoltaic system. The solar 

panels are connected in series and according 

to the calculations, 14 polycrystalline solar 

panels of 30 kW and one Iforty of 1 MW are 

needed. The equipment of the 400 kW 

photovoltaic system is as described in Table 

1. 

 

5. CALCULATION OF POWER PLANT 

CONSTRUCTION COSTS 
 

5.1. Landscaping 
 

Table 2. Cost of Landscaping. 

*https://www.mrud.ir/ ( 1403 price list) 

 

5.2. Construction 

 

Table 3. Cost of Construction. 

Description building type Area (m2) unit price (Rial) total cost Million Rial 

Facilities 
To maintain the 

equipment 
30 100000000 3000 

Guarding 
Guard building for 

protection 
20 100000000 2000 

Total                                                                           5000 

*https://www.mporg.ir , *https://www.mrud.ir/ (1403 price list) 

 

5.3. Raw Material 
 

Table 4. Cost Raw material. 

name of the raw 

materials 

Annual 

consumption 
unit 

Unit price 

(Rial) 

Total cost Million 

(Rial) 

Consumables and spare 

parts 
1  - 1000000000 1000 

Other consumables 1  - 100000000 100 

Total                                                                               1100 

*https://www.satba.gov.ir, https://www.mporg.ir/(1403 price list ( 

 

Description 
Area 

(m2) 

unit 

price 

(Rial) 

total cost 

Million 

Rial 

Leveling 5000 1500000 7500 

Fencing 400 4500000 1800 

Create an 

access road 
1000 4000000 4000 

Total                                                           13300 

https://www.mporg.ir/
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Table 5. Cost of repairs and maintenance. 

Description 
Asset value 

(million rials) 

Percen

t 

Annual maintenance cost  

(Million rial) 

Landscaping 13300 2 266 

Building 5000 2 100 

Equipment 161197 5 8059.85 

Facilities 500 10 50 

Means of 

transportation 
0 10 0 

             Total 8475.85 

* https://www.mporg.ir/ 

 
Table 6. Cost of repairs and maintenance. 

Description Amount (Million Rial) 

Land 0 

Landscaping 13300 

Building 5000 

Equipment 161197 

Facilities 500 

Means of transportation 0 

office supplies 359.994 

Unpredicted (1% of items above) 9017.8497 

Million Rial in total 189374.84 

 
 Table 7. Cost before operation. 

Description Amount (Million Rial) 

Costs of preparing a plan, consulting for obtaining a license, the 

right to register bank contracts (2% of the capital cost) 
3787.50 

Total 3787.50 

 

5.4. Estimating the cost of repairs and 

maintenance 

 

Maintenance costs include: landscaping, 

building, machinery, and facilities. 

According to the lifespan and functionality 

of each of the mentioned items, we consider 

a percentage of the total costs of each for 

maintenance on an annual basis. 

 

https://www.mporg.ir/
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5.5. Cost Before Operation 
 

The pre-operation cost includes 2% of the 

capital cost, which is calculated as follows: 
 

Pre-operation costs + capital cost = fixed 

capital    

3787.50+189374.84=193162.34 

 

5.6. Working Capital Estimation 
 

The cost of working capital includes the 

purchase of raw materials, which is expressed 

as follows: 
 

million rials of capital in circulation in the 

first year of operation = 458.33 * %70 = 

320.83 

5.7. Partnership with the Bank 
 

Considering that there is support for investors 

in the public and government sectors, 

therefore, we consider the percentage of 

investor and government sector participation 

similar to the instructions of the Renewable 

Energy and Electricity Utilization 

Organization (Satba) as follows: 

 

Table 8. Working capital estimation. 

Title Description 
Amount 

(Million Rial) 

raw 

materials 

One month of 

raw materials 
458.33 

Total  458.33 

 

 

Table 9. Partnership with the bank. 

Description 

Applicant's share Banking facilities 

Total (Million Rial) 

Amount Percent Amount Percent 

fixed capital 19316.23 10 173846.11 90 193162.34 

capital in 

circulation 
45.83 10 412.50 90 458.33 

Total investment 19362.07 174258.61 193620.67 

 

Table 10. Depreciation cost after implementation. 

Description Asset value  (million rial) Percent 
annual depreciation cost 

(Million Rial) 

Landscaping 13300 5 665 

Building 5000 5 250 

Equipment 161197 10 16119.7 

Facilities 500 10 50 

Means of transportation 0 10 0 

office supplies 359.994 20 71.9988 

unexpected 9017.8497 0 0 

              Total 17156.70 
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5.9. Annual production cost 
 

Table 11. Annual production cost. 

Description Amount 

Cost of raw materials 1100 

Energy cost (water, electricity, fuel) 0 

Cost of repairs and maintenance 8475.85 

Cost of salaries and wages 0 

Depreciation cost 17156.70 

Unforeseen cost of production (1% of high items) 267.33 

Administrative and sales fee (1% of above items) 270 

Cost of financial facilities (5% of the fixed capital loan amount) 8692.31 

Depreciation cost before operation (10% of the costs before operation) 378.75 

Training and insurance fee (2% of sales) 408.80 

Total 36749.73 

5.8. Depreciation Cost After 

Implementation 
 

Due to the fact that the cost is evenly and 

equally distributed during its useful life and 

a certain amount of the cost of the asset is 

calculated as depreciation every year, it can 

be said that we consider depreciation 

linearly. 

 

6. CONCLUSION 
 

The main goal of this article is the economic 

analysis of a 400 KW power plant in 

Chaharmahal and Bakhtiari province. 

According to the calculations, the NPV of the 

power plant has been positive since the ninth 

year and it can be said that it has an economic 

value. Also, according to the calculation of 

IRR (IRR = 25.08%), this value can be 

justified and indicates that the power plant 

has economic justification. According to the 

table of current costs of the power plant over 

10 years and the amount of profit and loss, 

the investment return period is estimated to 

be nine years, and the amount of profit over 

10 years is 348,812.341 Rials. 
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Abstract 

This paper addresses the growing energy demand by exploring the realm of microgrids (MGs) and 

their crucial role in modernizing the conventional grid (CG). As energy needs continue to escalate, 

the CG has integrated advanced communication technologies, including sensors, demand 

response, energy storage systems, and electric vehicle integration. MGs have emerged as a viable 

solution to ensure local energy stability and reliability within low or medium voltage distribution 

systems. They achieve this by efficiently managing power exchanges between the primary grid, 

locally distributed generators (DGs), and consumers. This article provides an overview of 

microgrids, explaining their operational principles and examining various energy management 

methodologies. At the core of microgrid control strategies lies the energy management system 

(EMS), which orchestrates the interaction between different energy resources (CG, DG, ESS, and 

EVs) and loads, ultimately enhancing utility profitability. The paper systematically categorizes  

EMS design methodologies based on their structural attributes, control mechanisms, and 

underlying techniques. 

 

Keywords: Microgrid, Excess Power, Frequency Control, Average Power. 

  

1. INTRODUCTION 
 

The rapid adoption of renewable energy 

technologies is transforming the global 

energy sector [1,2,3]. This trend is evident 

not only in large-scale utility and commercial  

 

 

 

 

applications but also in residential settings 

[4]. While the importance of incorporating 

renewable energy sources into commercial-

scale operations is well-recognized, this 

article aims to shift its focus to a specific 

area—the integration of renewable energy 

sources within microgrid systems. *Corresponding Authors Email:     
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In the context of designing, upgrading, or 

expanding microgrid systems, a range of 

challenges emerge. One of the key challenges 

discussed in this article is the complex 

interaction of various brand components 

within microgrid configurations. 

When designing a microgrid system that 

uses components from a single supplier [5], 

the inherent compatibility of these 

components typically allows for smooth 

operation, reducing the likelihood of 

complications [6,7,8]. However, the situation 

becomes significantly more complex when 

components from different brands are 

integrated into the same system [9,10,11]. 

The complexities of interoperability arise 

when these components may not inherently 

communicate with each other or experience 

communication issues, leading to a web of 

complications [12,13]. For example, battery 

inverters may communicate effectively with 

an off-grid photovoltaic inverter, but a 

different brand of grid-tied inverter may 

remain isolated and fail to establish 

communication. In this scenario, the 

microgrid system is controlled by a battery 

inverter as its master generating unit, which 

manages voltage, frequency, demand, and 

supply. The disconnection of the grid-tied 

inverter, along with its unique characteristics, 

leads to power balance issues within the 

system [14, 15, 16]. 

Addressing the power balance issue 

requires a strategic approach to utilizing 

surplus power, as it is crucial for resolving 

the existing power imbalance [17]. While 

several well-established solutions exist for 

managing excess power in microgrid 

systems—such as dump loads, vehicle-to-

grid (V2G) and grid-to-vehicle (G2V) 

systems, hydrogen storage, batteries, 

scheduling, and pumped storage—many of 

these solutions have their limitations 

[18,19,20]. These limitations can include 

issues related to timing, complexity of 

implementation, and effects on stored energy 

levels. A detailed examination of these 

approaches for utilizing excess power is 

provided in Table 1. 

Amid the evolving landscape of power 

utilization strategies, a significant innovation 

has emerged in the form of the Variable 

Average Power Load (VAPL) device 

 

 

Table 1. Excess power utilization options. 

Excess Power 

Utilization Option 
Reference Drawback 

Heat/thermal storage [2,3,4,5] 
Excess power is used in a fixed manner, which leads to the 

discharge of the microgrid system's batteries. 

Pump storage [6,7,8,9] 
It is challenging to implement at both commercial and 

residential scales. 

Scheduling [10,11,12,13,14,15,16] 
Using excess power comes at the expense of consumer 

comfort. 

V2G/G2V; fuel cell [17,18,19,20,21,22] 

Using excess power in a fixed manner only temporarily 

addresses the issue, as it does not increase the accumulated 

energy level in the microgrid system. 

Dump load [23,24,25] 
Excess power is used in a fixed manner, which leads to the 

discharge of the microgrid system's batteries. 

Inverter/system control 

via communication 
[26,27,28,29,30] 

Complex to implement across various system designs, 

making it impractical to develop a plug-and-play solution. 

https://www.mdpi.com/2071-1050/15/11/9100#B6-sustainability-15-09100
https://www.mdpi.com/2071-1050/15/11/9100#B7-sustainability-15-09100
https://www.mdpi.com/2071-1050/15/11/9100#B8-sustainability-15-09100
https://www.mdpi.com/2071-1050/15/11/9100#B9-sustainability-15-09100
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[21,22,23,24]. This device effectively 

manages the dynamic use of excess power 

within microgrid configurations while 

preserving stored energy and ensuring 

consumer comfort [25,26,27,28]. 

Specifically designed for microgrid systems 

that incorporate non-controllable inverters 

and primarily rely on renewable energy, the 

main goal of this study is to examine power 

control methodologies for the VAPL device 

[29]. The study also aims to provide 

researchers with insights to select the most 

suitable control approach for managing 

excess power [30]. A unique aspect of this 

article is its thorough review of optimal 

average power control methods for the 

innovative VAPL device—a novel solution 

that currently lacks comparable alternatives 

in the existing market. The VAPL device 

operates based on a distinctive principle, 

adjusting its load rate in sync with the 

fluctuations of excess power within the 

microgrid [24,25]. 

In the subsequent sections, this article 

explores average power control methods in 

Section 2. It then conducts a comparative 

analysis of power control strategies in 

Section 3. Finally, Section 4 offers a 

thorough examination and discussion of the 

findings, presenting a comprehensive 

synthesis that encompasses the entire 

discourse. 

 

2. AVERAGE POWER CONTROL 

METHODS IN MICROGRID SYSTEMS 
 

Microgrid systems, representative of 

contemporary energy ecosystems, frequently 

integrate various energy storage 

technologies, including hydrogen storage 

[31,32,33], batteries [34,35,36,37], 

supercapacitors [38], and electrochemical 

systems [39,40]. These technologies are 

designed to maintain power balance. The 

primary goal of these storage solutions within 

microgrids is to capture surplus power during 

periods of excess supply and to utilize it 

during times of increased demand. Achieving 

effective energy flow management typically 

involves the use of bi-directional inverters, 

which convert alternating current (AC) to 

direct current (DC) and vice versa, thereby 

facilitating storage control. 

In microgrid configurations where 

inverters serve as the primary generating 

units, the system's response to power 

fluctuations exhibits low inertia [42,43]. This 

characteristic arises from the role of inverters 

as the main energy sources, enabling quick 

and significant adjustments in power output. 

Excess power is often detected by monitoring 

the frequency, as surplus power increases the 

virtual rotational speed of a corresponding 

motor, resulting in a rise in system frequency. 

In this context, the Variable Average Power 

Load (VAPL) device stands out as an 

innovative solution. The VAPL device's 

primary function involves monitoring 

frequency and adjusting average power at a 

rate that synchronizes with the frequency 

change. A detailed understanding of the 

VAPL device, encompassing its structure, 

operational principles, control algorithms, 

placement within a microgrid configuration, 

power electronics, and control loop schemes, 

is provided in Reference [44]. Although the 

underlying scheme remains consistent, 

variations arise in the control of switching 

devices, leading to the identification of four 
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distinct switching control methodologies for 

analysis [45]. 

The adjustment of average power 

primarily depends on changing the duty 

cycle, which includes the duration of load 

activation (on-time) and deactivation (off-

time) [46]. Higher duty cycles indicate longer 

on-time periods compared to off-time. The 

duty cycle progresses through predetermined 

incremental steps. For example, with a non-

controllable excess power limit of 10 kW and 

10 predefined steps, each step represents a 1 

kW adjustment in average power. If the non-

controllable excess power measures at 1.1 

kW, the average power load must shift to 2 

kW to alleviate the excess, resulting in a 

battery discharge rate of 0.9 kW. Increasing 

the granularity of average power control 

steps improves the accuracy of excess power 

management [47]. 

Choosing the most effective average 

power control method for microgrid systems 

that utilize an inverter as the primary 

generating unit depends on several factors. 

First and foremost, the VAPL device must 

demonstrate a cost advantage over an 

additional inverter to ensure economic 

feasibility [48,49,50]. Additionally, 

versatility and ease of implementation are 

crucial, highlighting the importance of a 

plug-and-play design that eliminates the need 

for complex custom programming across 

different scenarios. A device that can 

seamlessly adapt and integrate into various 

system configurations is essential [51]. 

Moreover, the chosen method must minimize 

the effects on ancillary devices, including the 

reduction of current and voltage harmonics as 

well as voltage fluctuations. Only through 

careful selection of the most effective 

average power control method can the VAPL 

device achieve market acceptance [52]. 

To this end, four distinct average power 

control methods have emerged, each 

deserving of careful examination: burst 

control, phase delay control, pulse width 

modulation (PWM) [53] on the AC side, and 

PWM on the DC side. Each method presents 

unique features and challenges, requiring a 

thorough analysis to assess their 

effectiveness in microgrid systems with 

inverter-dominated master generating units 

[54]. The following exploration aims to 

uncover the complexities of these 

methodologies and clarify their potential 

contributions to the evolving field of 

microgrid energy management and 

optimization [55]. 

A key feature of the Burst method is its 

minimal switching losses [44], which result 

from its zero-crossing switching mechanism. 

This characteristic reduces heat generation 

and, in turn, decreases the cooling 

requirements within the power electronics 

loop. The Burst control method is primarily 

used on the AC side and can be configured 

for either single-phase or three-phase 

systems, depending on the nature of the non-

controllable excess power source. In the case 

of three-phase configurations, three separate 

average power electronic loops are created, 

all coordinated by a single control unit [59]. 

In the Phase Delay control method, the 

duty cycle period corresponds to half of an 

AC sine wave cycle. This technique primarily 

utilizes bidirectional three-electrode AC 

switches (TRIACs) [45]. By intentionally 

delaying the activation of the AC load, this 

method results in reduced power 

consumption. The delayed switching interval 
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lowers the average voltage applied to the 

load, facilitating effective power 

management. However, this approach is 

associated with higher switching losses, 

which can account for up to 85% of total 

losses [47], leading to increased heat 

generation and a greater need for enhanced 

cooling mechanisms. Although Phase Delay 

control can generate harmonics [48] and may 

lead to voltage and current spikes, it also 

provides a distinct advantage. By allowing 

the master generating unit—typically an 

inverter—to quickly respond to rapid 

changes in power balance, the Phase Delay 

method can help reduce sudden voltage and 

current fluctuations during switching. Like 

the Burst and PWM methods on the AC bus, 

Phase Delay control requires the 

development of separate VAPL devices for 

single-phase and three-phase non-

controllable excess power sources [60]. 

The use of Pulse Width Modulation 

(PWM) on an AC-side bus as an average 

power control method builds on its 

established application in inverters. The 

duration of a PWM duty cycle typically 

occupies a very small fraction of time in the 

kHz range. This configuration helps avoid 

issues related to harmonic generation and 

beat phenomena, especially when the number 

of switches is limited [49]. Changes in the 

duty cycle, which control the on and off times 

of the load, directly affect the average power 

output. Longer on-times compared to off-

times result in higher duty cycles, leading to 

increased average power levels. 

However, implementing PWM on an AC-

side bus requires careful consideration of 

power quality. Soft-switching techniques 

[50] or additional hardware like filters may 

be necessary to mitigate any adverse effects. 

Analogous to the previous methodologies, 

the PWM on AC Bus approach requires 

tailored VAPL devices for single-phase and 

three-phase non-controllable excess power 

sources. 

At the end of the range of average power 

control methods is PWM on the DC side of 

microgrid systems. This approach utilizes 

PWM to regulate power dissipation on a DC 

bus, requiring a PWM-controlled device. 

While the operational principle is similar to 

that of PWM on the AC bus, only one PWM 

power electronics loop is needed for either a 

single-phase or three-phase configuration. 

However, higher DC bus voltages may 

necessitate increased current through the 

switches. 

Like its AC counterpart, PWM on the DC 

bus adjusts the duty cycle to control average 

power. By increasing the duty cycle and, 

consequently, the on-time duration, the 

dissipation of excess power increases. It is 

important to note that while PWM on the DC 

side offers a promising solution, there are 

potential concerns regarding battery aging 

that depend on the PWM frequency [51]. To 

minimize negative impacts on battery health, 

techniques can be employed for estimating 

battery aging [52]. can be employed. 

Considering these distinct 

methodologies, the search for an optimal 

average power control method continues. 

Each approach presents distinctive 

characteristics and challenges that require 

careful evaluation, propelling the 

advancement of microgrid energy 

management toward enhanced efficiency and 

sustainability. 
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Excess power in a microgrid system is 

identified by measuring and monitoring 

frequency. When excess power is present, the 

virtual rotating motor spins faster, resulting 

in an increase in frequency. The primary 

objective of the VAPL device is to track 

frequency changes and adjust the average 

power accordingly. A detailed description of 

the VAPL device's structure, operational 

function, control algorithm, placement within 

a microgrid framework, power electronics, 

and control loop schemes can be found in 

Reference [53]. Fig. 1 illustrates the main 

configuration of the VAPL device's power 

and control loops. While the overall scheme 

is similar across most average power control 

methods, the control of the switching devices 

varies, and the four different switching 

control methods are reviewed. 

 

3. COMPARING AVERAGE POWER 

CONTROL METHODS IN 

MICROGRID SYSTEMS 
 

A thorough evaluation of average power 

control methods is crucial for determining the 

suitability of the Variable Average Power 

Load (VAPL) device for various market 

demands. This assessment focuses on three 

key factors: versatility, impact on other 

devices, and cost-effectiveness. The VAPL 

device's effectiveness as a market solution 

depends on its ability to meet these criteria 

[61]. 

 

3.1. Versatility Comparison of Power 

Control Methods 
 

In the context of this article, versatility refers 

to the adaptability of the final VAPL device 

prototype across different system designs. 

The aim is to develop a plug-and-play 

solution that reduces the need for complex 

programming for various applications or 

system configurations. As a result, power 

control methods are assessed based on their 

versatility [61]. 

 

Fig. 1. The scheme of a VAPL device. 
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A duty cycle control loop is essential 

across all average power control methods. 

This loop determines the necessary average 

power and directs the average power control 

device accordingly. The evaluation of the 

required average power is based on 

frequency measurements within the AC bus, 

where excess power is detected. Therefore, 

each average power control method requires 

a connection to the AC bus to calculate the 

needed average power, ensuring the efficient 

use of excess power without jeopardizing the 

system's energy reserves [61]. 

Load activation and deactivation take 

place on the AC bus for the Burst control, 

Phase Delay, and PWM on AC Bus methods. 

As a result, the versatility of integrating these 

methods is largely comparable. Regardless of 

the selected approach, a VAPL device must 

be connected to the AC bus. Furthermore, the 

calculation of the duty cycle is closely tied to 

this connection. This relationship facilitates 

streamlined connections within the VAPL 

device itself, simplifying the integration 

process. The application of these methods on 

the AC side makes them versatile solutions 

suitable for various AC systems, regardless 

of the brand or type of inverter used [63]. 

In contrast, the versatility of a VAPL 

device controlled by the PWM on the DC Bus 

method is affected by several factors. Firstly, 

excess power detection relies on frequency 

measurement, necessitating an AC 

connection. This adds complexity to 

installations in various system designs. 

Secondly, the versatility of the PWM on the 

DC Bus method is limited by the varying 

voltage levels of battery systems. To ensure 

compatibility with battery systems ranging 

from 12 V DC to 48 V, and up to 400 V DC, 

separate devices may need to be developed 

for each voltage range. Thirdly, integration 

might require additional programming in 

cases where battery inverters and batteries 

communicate with each other. Finally, the 

transient conditions resulting from rapid load 

switching may affect the aging of DC bus 

batteries [53], necessitating the use of filters 

or careful selection of switching frequency. 

These factors collectively limit the method's 

versatility across different systems [64]. 

Given the direct influence of average 

power control methods on the design of the 

VAPL device, circuit board layout, and 

system integration, it is clear that the greatest 

versatility can be attained through the use of 

Burst control, Phase Delay, or PWM on AC 

Bus methods. These methods are inherently 

aligned with the AC side, offering simplified 

connections and broad applicability, making 

them ideal candidates for versatile 

implementation across various microgrid 

configurations. The duty cycle affects the on 

and off times of the load; specifically, longer 

on time than off time results in a higher duty 

cycle and, consequently, a greater average 

 

 
Fig. 2. PWM on AC-side bus control operation 

mode. 
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value, as illustrated in Fig. 2. To prevent the 

VAPL device using the PWM on the AC-side 

bus control method from affecting power 

quality, techniques like soft-switching [50] or 

additional hardware such as filters must be 

implemented. Similar to the burst and phase 

angle control methods, the PWM on the AC-

side bus approach necessitates separate 

VAPL devices designed for single-phase and 

three-phase non-controllable excess power 

sources. 

 

3.2. Not Harmful to Other Devices in a 

System 
 

An experimental system was used to examine 

whether high-voltage switching at the peak of 

a sine wave leads to transient processes. The 

study involved assessing voltage spikes in an 

off-grid system caused by switching during 

the high-voltage phases of the sine wave. 

The complete sine wave period is 20 ms; 

however, rapid switching at high-voltage 

points of the sine wave generates transient 

processes. These transient periods can last up 

to 1.2 µs and may cause voltage spikes 

exceeding 200 V, which in turn can lead to 

current spikes. As a result, methods such as 

phase delay and PWM on the AC bus could 

produce undesirable voltage and current 

spikes that compromise power quality and 

potentially damage off-grid AC appliances. 

A similar, though less severe, effect 

occurs with direct PWM control on a DC bus, 

which may affect battery aging due to 

transient conditions during rapid switching. 

To address this issue, it becomes essential to 

implement filters to reduce aging or to select 

a switching frequency that minimizes harm. 

The burst control method is preferred 

because it generates minimal or negligible 

transient processes, as switching occurs near 

0 V. Similarly, PWM on a DC bus produces 

minimal transient processes on the AC side 

due to its operation on the DC side. 

Consequently, both the burst control and 

PWM on DC bus methods are considered to 

have little or no negative impact on other 

devices in the system. 

 

3.3. Cost Evaluation of Power Control 

Methods 
 

To keep a VAPL device competitive, its cost 

must be comparable to that of a new inverter. 

If the price of the VAPL device is similar to 

that of an inverter, consumers may prefer to 

buy a new inverter designed for their system 

instead of opting for a VAPL device to 

address excess power issues. In such cases, 

the attractiveness of the VAPL device could 

decrease. Therefore, it is crucial to evaluate 

the costs of power control methods, taking 

into account any necessary additional 

components. 

The Burst control method offers a 

significant advantage in terms of its primary 

cost. Because it operates near 0 V, it incurs 

minimal switching losses, resulting in lower 

heat dissipation and reduced cooling system 

requirements. Furthermore, it does not 

generate voltage or current harmonics, 

eliminating the need for filters or additional 

cooling systems. As a result, the Burst 

method stands out as an optimal choice for 

minimizing the overall cost of a VAPL 

device. 

In contrast, the Phase Delay and PWM on 

AC Bus methods incur higher switching 

losses, requiring more robust cooling 

systems. Filters are necessary to mitigate 

voltage and current spikes. These methods 
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involve additional components, increasing 

the primary cost of the VAPL device and 

potentially making it comparable to the price 

of a new inverter. This factor may limit their 

market appeal. 

Although the even power dissipation of 

the PWM on the AC Bus method appears 

advantageous, it generates high current and 

voltage harmonics that lead to significant 

filter costs, making it less cost-effective. The 

Phase Delay method, while producing lower 

harmonics than PWM on AC Bus, may 

introduce inrush voltage and current spikes. 

This approach might require customized 

filters for different systems to maintain 

power quality. 

Direct PWM control on a DC Bus is a 

cost-effective solution. It evenly distributes 

average power, eliminates voltage 

fluctuations on the AC side, and prevents 

inrush current or voltage in the sine wave, 

which benefits other AC devices in the 

system. Although the potential increase in 

primary costs due to varying battery system 

voltage levels presents a challenge, the 

overall advantages of this method are 

significant. 

In conclusion, the Burst average power 

control method seems to be the most suitable 

option, effectively balancing its effects on 

other appliances while keeping the primary 

cost low. Additionally, PWM on a DC Bus 

shows potential, providing controlled 

average power with minimal impact on 

overall costs. 

The final method for controlling average 

power is PWM on the DC side of a microgrid 

system. Excess power can be dissipated using 

a PWM-controlled device on a DC bus. 

While the operating principle of PWM is 

similar to that used for the AC bus, the 

configuration differs due to the three-phase 

system compared to the DC bus. In this case, 

there is only one PWM power electronics 

loop; however, depending on the DC bus 

voltage, it may need to handle a higher 

current through the switches.  

Average power control is achieved 

through the duty cycle, which consists of 

phases where the system is switched on and 

off, similar to the PWM method used on the 

AC side. The greater the excess power that 

needs to be dissipated, the higher the duty 

cycle required for the PWM, resulting in a 

longer on-time compared to off-time, as 

illustrated in Fig. 6. While PWM on the DC 

side may initially seem like the preferred 

control method, it can also contribute to 

battery aging, depending on the PWM 

frequency [51]. Battery aging can be 

monitored by assessing the battery's state of  

 

 
Fig. 3. PWM control on the DC-side bus 

operation mode. The more excess power that 

needs to be dissipated, the higher the duty cycle 

of the PWM is required to be, and the longer 

the switched-on time is compared to the 

switched-off time, as in the example given in 

the figure. 

 

https://www.mdpi.com/2071-1050/15/11/9100#B51-sustainability-15-09100
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health [52] to mitigate the negative effects of 

VAPL devices on batteries. Consequently, it 

is essential to compare all proposed methods. 

 

3.4. Summary of Comparison of Power 

Control Methods 
 

The evaluation of average power control 

methods provided valuable insights, which 

are summarized in Table 2. While the PWM 

on AC Bus method offers uniform power 

dissipation, it produces significant current 

and voltage harmonics, leading to higher 

filter costs. The Phase Delay method may 

result in voltage fluctuations and generate 

current and voltage harmonics, requiring 

filters tailored to specific systems. In 

contrast, direct PWM control on a DC Bus 

stands out as a favorable solution, as it evenly 

distributes power without adversely affecting 

other AC devices. 

The selection process took into account 

the versatility, cost-effectiveness, and impact 

of the VAPL device on other devices. After 

balancing these criteria, the Burst average 

power control method emerged as the 

optimal choice. It offers a versatile and 

straightforward solution that meets all 

requirements without the need for additional 

components. 

4. CONCLUSIONS 
 

In microgrid systems, excess power can 

cause frequency increases. The VAPL device 

activates when the frequency surpasses a 

predetermined threshold, using non-

controllable excess power at the necessary 

rate. The VAPL algorithm adapts power 

utilization to align with fluctuations in excess 

power, ensuring the maintenance of energy 

reserves and electricity quality. For optimal 

performance, the VAPL device adjusts power 

incrementally, requiring different models for 

one-phase and three-phase sources, with the 

exception of PWM on a DC bus. 

The comparison results suggest that the 

burst control method is the most suitable for 

VAPL. While it may cause voltage 

fluctuations in systems with a rotating master 

generator, it is less problematic in inverter-

based systems. However, further validation 

through simulations and real-world testing is 

necessary. 

Microgrid systems with non-controllable 

generators, particularly unpredictable 

renewable sources, face excess power issues 

that affect frequency and stability. The VAPL 

device, equipped with four control methods 

(burst, phase-angle, PWM on an AC bus, or 

PWM on a DC bus), offers a solution to this 

problem. 

 

Table 2. Comparison of average power control methods. 

Power Control Method Versatile Cost-Efficient No Filtering Needed 

Burst Yes Yes Yes 

Phase delay Yes No No 

PWM AC bus Yes No No 

PWM DC bus No Yes Yes 
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Considering the requirements, context, 

and capabilities of the VAPL device, burst 

control emerges as the most appropriate 

method for regulating average power in 

microgrids with non-controllable excess 

power sources. It minimizes costs and the 

impact on the system while effectively 

utilizing excess power. Further research 

should involve simulations and real-world 

prototypes to confirm its effectiveness and 

viability in practical applications. 

Integrating renewable energy sources 

into microgrid systems poses a complex 

challenge due to the intricate interactions 

among various components. The Variable 

Average Power Load (VAPL) device offers 

an innovative solution for managing the 

dynamic use of excess power in microgrid 

configurations while preserving the integrity 

of stored energy and ensuring consumer 

comfort. The primary function of the VAPL 

device is to monitor frequency and adjust 

average power in sync with frequency 

changes. Four distinct average power control 

methods have emerged, each with its own 

unique characteristics and challenges: Burst 

control, Phase Delay control, Pulse Width 

Modulation (PWM) on the AC side, and 

PWM on the DC side. A thorough evaluation 

of these methods is crucial for assessing their 

suitability for various market demands. This 

assessment concentrates on three key factors: 

versatility, impact on other devices, and cost-

effectiveness. The Burst, Phase Delay, and 

PWM on AC Bus methods demonstrate 

greater versatility because they are 

compatible with the AC side and feature 

simplified connections, making them strong 

candidates for implementation across diverse 

system designs. In contrast, the PWM on the 

DC Bus method is limited by fluctuations in 

battery system voltage levels, necessitating 

separate devices for each voltage range and 

additional programming. The versatility and 

adaptability of the VAPL device are vital for 

its success in the market. Consequently, 

choosing the most suitable average power 

control method requires balancing these 

attributes with considerations of cost-

effectiveness and ease of implementation. 
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Abstract 

This paper presents a method of emotion classification from EEG signals. This method comprises 

four steps of pre-processing by low-pass filtering, feature extraction using the discrete wavelet 

transform and the Wigner–Ville distribution, dimensionality reduction using linear discriminant 

analysis, and classification. The k-nearest neighbors, random forests, and support vector machines 

were used as classification models. The results of this study showed that the features extracted by 

the wavelet transform and Wigner–Ville distribution led to the improvement of classification 

accuracy compared to other studies. In addition, the highest accuracy of 94.1% for the 

classification of 4 emotions was obtained using the features of the TP9 electrode and the support 

vector machine classifier. 

 

Keywords: EEG, Emotion Classification, Machine Learning, Feature Extraction, Wavelet. 

  

1. INTRODUCTION 
 

Emotion classification using electroencepha- 

lography (EEG) is a fascinating field that has 

the potential to revolutionize the 

understanding and interpretation of human 

emotions. EEG is a non-invasive technique 

for recording the electrical activity of the 

brain. By analyzing the patterns of this 

electrical activity, researchers are able to 

classify different 

 

 
emotions and gain valuable insights into the 

functions of the human brain  [1]. Objective 

evaluation and classification of our emotions 

are fascinating and pave the way for studying 

and understanding the complexities of human 

emotions. The potential applications of 

emotion classification using EEG are truly 

exciting [2]. For instance, emotion detection 

using machine learning could contribute to 

the understanding of mental health disorders 

such as anxiety and depression [3]. By 

analyzing the EEG patterns associated with 
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different emotional states, researchers could 

identify specific biomarkers that could aid in 

the diagnosis and treatment of these disorders 

[4]. This could lead to more personalized and 

effective interventions, ultimately improving 

the lives of millions of people. Brain-

computer interface is another field in which 

emotion classification using EEG can assist 

[5]. For example, a smart application could 

detect when a user is feeling stressed or 

frustrated and respond by providing calming 

music or suggesting relaxation techniques 

[6]. This could greatly enhance the user 

experience and make technology more 

intuitive and responsive to our emotional 

needs. Furthermore, emotion classification 

using EEG has the potential to play a key role 

in the market research and advertising 

industry [7]. Companies could gain important 

information about what appeals to their target 

audience through the measurement of 

consumer's emotions in relation to various 

advertisements and products [8]. This could 

help them find more effective marketing 

strategies to increase sales. Additionally, it 

could help to identify potential issues or 

concerns with previous products, allowing 

companies to make necessary adjustments 

before re-launching them into the market. 

Emotion classification using machine 

learning has gained a lot of popularity in 

recent years [9-11]. Liu et al. (2018) 

classified emotion for Arousal-Valence 

recognition using EEG signals. This study 

reported that a combination of supervised and 

unsupervised feature dimensionality 

reduction methods can improve the 

performance of the classification model [12]. 

Acharya et al. (2020) reported an accuracy of 

88.6 % for emotion [13]. The method 

proposed by Ghosh et al. (2021) obtained 

accuracies of 82% and 72% in a binary and a 

three-class emotion classification problem, 

respectively [14].  

The rest of this paper is organized as 

follows: Section 2 introduces the EEG 

dataset and describes the proposed method 

including preprocessing, feature extraction, 

and classification. Section 3 describes the 

results and findings of the study. Results are 

discussed and compared to other studies in 

Section 4 and final conclusions are presented 

in Section 5. 

 

2. MATERIALS AND METHODS 
 

2.1. EEG dataset for emotions 
 

The EEG dataset that we used for emotion 

classification was collected by Suhaimi et al. 

(2022) [15]. First, they manually selected 39 

primary video stimuli with a virtual reality 

device that elicited the most effective 

emotional responses. Second, these initial 

video stimuli were evaluated by structurally 

placing each of corresponding videos into a 

quadrant of arousal-valence space model. 

Fig. 1 shows arousal-valence space model  

 

 
Fig. 1. Arousal-Valence model. 
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collected EEG signals were collected from 

four different channels (AF7, AF8, TP9, 

TP10) with the Fpz being the reference. The 

50 Hz power line interference was removed 

using a notch filter. EEG signals were 

recorded at 0.5 s intervals by Muse Monitor 

at an initial sampling rate of 256 Hz with 

four-channel electrodes placed at AF7, AF8, 

TP9, and TP10. 

 

2.2. Preprocessing 
 

In [16], it was proposed to use frequencies 

from 0 to 45 Hz for emotion detection. 

Therefore, we used a low-pass Butterworth 

filter to remove frequencies above 45 Hz. The 

magnitude frequency response of this filter is 

given by Eq. (1): 
 

|𝐻(𝑓)|2 =
1

1 + (
𝑓
𝑓𝑐

)2𝑁
 

(1) 

 

where 𝑓𝑐 is cut-off frequency (45 Hz) and N, 

the order of the filter, is 8. 

 

2.3. Feature Extraction 
 

In this study, feature extraction was 

performed using the discrete wavelet 

transform and the Wigner-Ville distribution 

function. 

 

2.3.1. Wavelet Transforms 
 

Wavelet transform (WT) is a time-frequency 

domain analysis and wavelet functions are 

derived from a mother wavelet [17]. The 

continuous wavelet transform of a signal is 

defined as the inner product of the signal and 

translated and scaled versions of the mother 

wavelet according to Eq. (2) and Eq. (3). 
 

𝐶𝑥(𝑎, 𝑏) = ∫ 𝑥(𝑡)𝜓𝑎,𝑏
∗ (𝑡)𝑑𝑡

+∞

−∞

 (2) 

  

𝜓𝑎,𝑏(𝑡) =
1

√|𝑎|
𝜓 (

𝑡 − 𝑏

𝑎
) ,  𝑎, 𝑏 ∈ 𝑅 (3) 

 

In Eq. (2) and (3), 𝑎 and 𝑏 are the scale 

and translation parameters, respectively, 𝐶𝑥 

denotes the wavelet coefficients, and 𝜓(𝑡) is 

the mother wavelet. In the discrete wavelet 

transform, signals are divided into two 

components using a low-pass and a high-pass 

filter. Then, the low-pass component is 

further split into two components. This could 

be repeated as long as needed. In this study, 

variance, signal wavelength, and entropy of 

wavelet coefficients were estimated and used 

as features. After 4 levels of decomposition, 

five signal components (1 approximation, 

and 4 details) are obtained. We estimated 3 

features for each component, resulting in 

5 × 3 = 15 features. Since these five 

components are zero-mean signals, their 

variances are equivalent to their powers, 

therefore providing a representation similar 

to the power spectrum, which is commonly 

used in EEG processing applications [18]. 

Since entropy is a measure of randomness, 

that is why we used it.. Unlike variance, 

entropy is considered a non-linear feature 

which has also been used in EEG processing 

applications [18]. 

 

2.3.2. Wigner-Ville distribution 
 

Wigner-Ville distribution was first proposed 

by Wigner in 1932 [19]. It is a suitable 

transform for time-frequency analysis. This 

approach has more resolution compared to 

the short-time Fourier transform. Wigner-
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Ville distribution 𝑊𝑥(𝑡, 𝑣) is given by Eq. 

(4): 
 

𝑊𝑥(𝑡, 𝑣) =  ∫ 𝑥 (𝑡 +
𝜏

2
) 𝑥∗(𝑡

+∞

−∞

−
𝜏

2
)𝑒−𝑗2𝜋𝑣𝜏𝑑𝜏 

(4) 

 

where t and 𝑣 are time and frequency, 

respectively.  In the end, 3 features including 

variance, mean, and signal wavelength are 

calculated from the Wigner-Ville 

distribution. If {|𝑊𝑥(𝑡, 𝑣𝑖)|, 𝑖 = 1,2,3} are 

the three frequency components of the 

absolute Wigner-Ville distribution |𝑊𝑥(𝑡, 𝑣)| 

that have the highest power, the mean, 

variance and the wavelength of these three 

components are estimated. The respective 

features are then averaged, resulting in 3 

features: an average mean, an average 

variance, and an average wavelength. The 

three averages were used as features.  

 

2.4. Classification  
 

Before classification, linear discriminant 

analysis (LDA) was used for dimensionality 

reduction. LDA finds linear combinations of 

features that best discriminate two or more 

classes of objects or individuals [20]. It is 

based on the assumption that the conditional 

probability density functions 𝑝(𝑋 |𝑌 = 0) 

and 𝑝(𝑋 |𝑌 = 1) both have normal 

distributions. The linear discriminator is 

found using the maximum likelihood 

discriminant rule from Eq. (5) [20]. 
 

𝑃(𝑌 = 𝑘|𝑋) =
𝑃(𝑋|𝑌 = 𝑘)𝑃(𝑌 = 𝑘)

∑ 𝑃(𝑋|𝑌 = 𝑗)𝑃(𝑌 = 𝑗)
 (5) 

 

In Eq. (5), 𝑌 is the class index and 𝑋 is 

the feature vector. Details of dimensionality 

reduction using LDA can be found in [21]. 

Using LDA, the features were reduced 

from 18 (15 extracted by discrete wavelet, 

and the other 3 by Wigner-Ville distribution) 

to 3.  

In this study, three classification methods 

of k-nearest neighbor (kNN), support vector 

machine (SVM), and random forest (RF) 

were used to classify four emotions of 

happiness, scaredness, calmness, and 

boredom. The kNN was implemented by 

setting the parameter 𝑘 = 3 and RF was 

performed using 25 decision trees for 

calculations related to the algorithm.  

The EEG signals were randomly divided 

into a training (80%) and a test (20%) set. The 

three classifiers (SVM, kNN, and RF) were 

trained on the training data and then 

evaluated on the test data. 

 

2.4.1. Evaluation of the classifiers’ 

performance 
 

Three metrics were used for the evaluation of 

the classifiers: accuracy (𝐴𝑐), precision (𝑃𝑟), 

and recall (𝑅𝑒). These metrics are defined as: 
 

𝐴𝑐 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (6) 

  

𝑃𝑟 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (7) 

  

𝑅𝑒 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (8) 

  
 

In Eqs. (6-8), TP is the number of patients 

correctly classified as patients, FN is the 

number of patients wrongly classified as 

healthy subjects, TN is the number of healthy 
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subjects correctly classified as healthy, and 

FP is the number of healthy subjects wrongly 

classified as patients. Multi-class versions of 

accuracy, precision, and recall are defined in 

[22]. 

 

3. RESULTS 
 

Table 1 demonstrates the accuracy, precision, 

and recall of test data of each electrode using 

the SVM model. RF algorithm was also 

considered with 25 decision trees, which had 

the best performance (Table 2). The kNN 

algorithm was also considered with 𝑘 = 3, 

which had the best performance (Table 3). 

The accuracy of the three classification 

models, i.e. SVM, kNN, and RF, are briefly 

compared in Fig. 2. The SVM model and TP9 

electrode had the best performance among all 

the three algorithms and recording 

electrodes. 

 

Table 1. Accuracy, precision, and recall for the 

SVM classifier. 

Electrode Accuracy Precision Recall 

AF8 0.85 0.86 0.88 

AF7 0.78 0.77 0.79 

TP9 0.94 0.95 0.91 

TP10 0.85 0.88 0.87 

 

Table 2. Accuracy, precision, and recall for the 

RF classifier. 

Electrode Accuracy Precision Recall 

AF8 0.85 0.88 0.89 

AF7 0.76 0.80 0.76 

TP9 0.91 0.89 0.90 

TP10 0.85 0.86 0.87 

Table 3. Accuracy, precision, and recall for the 

kNN algorithm with 𝒌 = 𝟑. 

Electrode Accuracy Precision Recall 

AF8 0.83 0.85 0.84 

AF7 0.71 0.72 0.73 

TP9 0.85 0.88 0.85 

TP10 0.81 0.85 0.82 

 

 
Fig. 2. Classification accuracy of the SVM, 

RF, and kNN algorithms for AF8, AF7, TP9 

and TP10 electrodes. 

 
Table 4. The obtained accuracies for three 

combinations of electrodes. 

Classifier AF7-

AF8 

TP9-

TP10 

AF7-AF8-TP9-

TP10 

kNN 0.76 0.78 0.71 

SVM 0.86 0.86 0.82 

RF 0.84 0.85 0.81 

 
The electrode combinations AF7-AF8, 

TP9-TP10, and AF7-AF8-TP9-TP10 (all 

electrodes) were also investigated. The 

results are summarized in Table 4. 
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4. DISCUSSION 
 

This research investigated three non-linear 

classification methods (i.e. SVM, kNN, and 

RF) to recognize four emotions of 

scaredness, happiness, calmness, and 

boredom. The SVM (𝐴𝑐 = 0.94) 

outperformed both the RF (𝐴𝑐 = 0.91) and 

the kNN (𝐴𝑐 = 0.85). These results are 

consistent with the results reported in many 

other EEG processing applications [18], yet it 

might not be reasonable to generalize these 

results  especially. In some studies on 

emotion recognition from EEG, kNN was 

reported to be the best classifier [18]. 

Therefore, more studies should be conducted 

to investigate the classification models using 

other feature types, feature selection or 

dimensionality reduction algorithms, and 

other datasets of emotion recognition.  

Classification accuracy has been limited 

in many studies. For example, Gannouni et 

al. (2021) [23] obtained an accuracy of 89% 

for a four-class emotion recognition problem, 

which is lower than the accuracy we obtained 

(94%) using SVM. Sengur and Siuly (2020) 

[24] obtained a high accuracy of 94% which 

is comparable to the result we obtained. 

However, they had two classes of emotions 

while we used four classes of emotions. Our 

approach was also better than that of Subasi 

et al. (2021) [25] which gained an accuracy 

of 93% for a three-class classification 

problem. Housein et al. (2022) [26] 

conducted a review study on the 

classification of emotions based on the brain-

computer interface and mentioned 

classification accuracy of machine learning 

methods varies from 61.17% to 93% in 

studies (Table 5). Therefore, this study seems 

to have a better performance compared to 

other studies. The machine learning models 

we used are not different from those used in 

other studies. Therefore, it seems that the 

combination of the time-frequency features 

extracted from the wavelet coefficients and 

the Wigner-Ville distribution provided an 

effective set of features for emotion 

classification.  

It should be noted that the current study 

has a few limitations. First, the dataset that 

we used in this study included EEG data from 

only 4 recording channels. Therefore, it is 

necessary to evaluate the proposed method 

on other datasets with more recording 

channels. Another constraint of this study is 

the limited set of features we used. Features 

such as time-domain features could also be 

tested in future studies. Also, other feature 

 

 

Table 5. Comparison of the results of this study with similar studies. 

References Methods Emotions Accuracy 

[27] DT, kNN, RF Positive, negative and neutral 74 % 

[28] LDA Positive, negative and angry and harmony 82 % 

[29] SVM Positive, negative and neutral 85.9 % 

[30] RF Happy, sad, angry, calm 75.6 % 

Present study kNN, RF, SVM Happy, scared, bored, calm 94.1 % 
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selection or dimensionality reduction 

techniques should be considered. In addition, 

linear and other non-linear machine learning 

models and deep learning-based models can 

be used to find the best classifier for emotion 

recognition.  

 

5. CONCLUSION 
 

In this study, classification of four emotions 

(i.e. happiness, calmness, boredom, and 

scaredness) was successfully performed 

using the SVM classifier and the features 

from the TP9 electrode. This achievement is 

due to the effective features that the discrete 

wavelet transform and the Wigner-Ville 

distribution provide. In future studies, other 

feature extraction and classification methods 

should be investigated for emotion 

classification. 
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Abstract 

Proper operation of distributed generation resources (DGs) in power systems has considerable 

advantages, including decreasing losses, reducing congestion in feeders, improving voltage 

profile, and enhancing stability, reliability, and security. On the other hand, using capacitor banks 

helps improve voltage profile and power quality in distribution systems. The optimal allocation 

of capacitor banks (CBs) and DGs has a significant impact on the efficiency of the distribution 

systems. This paper presents a method for distribution system planning based on the optimal 

allocation of DGs and CBs. The main objectives of the proposed method are to improve the 

voltage profile, reduce investment and operation costs, and reduce renewable energy curtailment. 

The planning problem is solved through multi-objective scheduling based on a two-stage fuzzy 

method and the ɛ-constrained optimization. The stochastic two-stage method is used to model 

uncertainty. The proposed method is implemented on an IEEE 33-bus test network in MATLAB 

and evaluated under three scenarios. It is proven that the voltage profile can be improved in the 

scenario of allocating capacitor banks based on lower investment costs compared to other 

scenarios. However, the voltage profile is improved more in the scenario of simultaneous 

allocation of capacitor banks and DGs by investing in more costs. In general, the proposed method 

properly improves the distribution system’s performance in different aspects . 

 

Keywords: Multi-Objective Optimization, Capacitor Bank Allocation, DG Allocation, Two-Stage 

Method. 
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 1. INTRODUCTION 
 

 Most distribution systems are passive radial 

networks with unidirectional power flow. 

Upon the introduction of DGs to distribution 

networks, these systems are converted to 

active systems with bidirectional power flow 

[1]. DGs bring benefits, such as reducing 

losses, decreasing congestion in feeders, 

improving stability, voltage profile, and 

power quality, peak-shaving, and reducing 

investment, operation, and reliability costs. 

In addition, the power systems become more 

secure [2]. Studies have shown that power 

losses in a distribution system comprise 

power system losses [3]. Operationally 

speaking, real power loss directly affects the 

power system’s efficiency. However, to 

preserve voltage in the allowed range and 

free transmission capacity, the reactive 

power flow in the feeders should be limited 

to a certain value [4]. With optimal operation 

management of DG units, the reactive power 

flow can be controlled, and the losses can be 

reduced [5]. However, the main problem with 

using DG units is finding the optimal 

capacity and location, considering the 

operation constraints. The application of DG 

units in distribution systems leads to the 

inverse power flow direction, resulting in 

high losses and overloading [6]. In addition, 

the high penetration level of DG units in the 

system reduces the balance between 

consumption and generation, which increases 

losses [7]. In distribution systems, power loss 

is an essential factor for increasing system 

efficiency. To this end, optimal allocation of 

capacitor banks (CBs), network 

configuration, and DG allocation are well-

known methods [8]. 

Proper planning of the penetration level 

of DGs affects reducing active and reactive 

losses [9]. DG resource owners tend to sell 

more energy. On the other hand, a 

distribution system operator (DSO) seeks to 

absorb more local power generation capacity 

to control the network and curb power losses, 

operation costs, and emission of destructive 

pollutants. However, improper determination 

and measurement of DG resources aggravate 

power losses, which is undesired for DSOs 

[10].  

With the growth of demand and updates 

in distribution and power networks, 

investment in energy has increased 

significantly. On the other hand, 

requirements for higher power quality have 

motivated investors to consider improving 

power quality and reliability and reducing 

harmonic current and voltage distortions 

more accurately [11]. A common strategy to 

improve power quality is to install CBs to 

compensate for reactive power, correct the 

power factor, reduce energy loss, and 

preserve the bus voltage. CBs are costly 

components whose capacity, location, and 

switching influence stability and power 

quality significantly [12]. Therefore, their 

proper allocation is crucial for maximizing 

energy loss reduction and improving losses. 

Various parameters like voltage constraints, 

load changes, and other parameters have 

complicated the configuration of 

capacitances and their switching. 

Numerous studies have addressed the 

optimal allocation of DG units and CBs. In 

[13], a method has been presented for 

distribution system planning, considering 

flexibility requirements and adjustment laws. 

In this study, mixed integer linear 
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programming has been used based on local 

resources and passive elements in the 

distribution network. In [14], a method has 

been presented to design active distribution 

systems, considering active network 

management and optimization for load 

curtailment. In this paper, the researchers 

have presented an optimal load curtailment 

model for distribution planning. The 

proposed method seeks to determine the 

optimal type, location, and capacity of the 

feeders, DGs, CBs, static compensators, and 

regulators. In [15], a robust two-stage 

optimization method has been presented for 

planning active distribution networks 

coupled with urban transportation networks. 

Load uncertainty, renewable energy 

resources, and traffic demand have been 

considered in this study. In [16], a method has 

been presented for planning distribution 

networks considering uncertainty, 

prolonging investment, hydrogen storage 

devices, and wind resources. The authors in 

[17] have focused on the effect of load 

changes on the planning of a distribution 

system and optimal allocation of DGs, 

considering the reduction of energy losses. In 

[18], distribution system planning based on 

MICP in a radial distribution network has 

been presented for optimal allocation. The 

proposed model is based on hybrid integer 

conical programming. In [19], the planning 

of distribution systems and the optimal 

allocation of DGs have been studied in a 

radial distribution network based on the 

stability index under load growth. In [20], a 

model has been presented for the 

optimization of distribution systems, the 

allocation of DG resources, and the 

configuration of distribution networks based 

on the BF-SD algorithm considering the 

phase imbalance. The authors in [21] have 

studied the multi-objective optimal power 

flow with DG resource allocation using 

TLBO and MIPSO algorithms. In [22], a 

method based on environmental, technical, 

and economic goals has been presented for 

the optimal allocation of DG resources in 

distribution networks.  

Ref. [23] has contributed to designing, 

modeling, and scheduling DG resources, 

including wind and solar systems, using a 

particle swarm algorithm. DGs are used to 

supply the output load during peak hours of 

the day and night. Probability distribution 

functions are used, and outputs are expressed 

as probability density distribution functions 

instead of absolute numbers. In [24], 

microgrid optimal scheduling considering 

normal and emergency operations has been 

investigated. A chance-constrained model is 

developed to handle normal operation and 

emergency conditions of the microgrid, 

including DG outage and unwanted 

islanding. Storage purchase from the 

upstream network is also considered. In 

addition, the uncertainty of loads and 

renewable resources is included in the model. 

Ref. [25] has been dedicated to comparing 

network reliability indicators before and after 

the introduction of DGs and analyzing their 

impact on improving network reliability. The 

improvement of indicators based on customer 

satisfaction, including the reduction of SAIFI 

and SAIDI, is evaluated. More precisely, the 

improvement of the most important index 

based on load and energy, i.e., energy not 

supplied (ENS), is investigated. In order to 

reduce the distribution system loss, the 

simultaneous optimal placement of DG 
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resources and capacitors in radial distribution 

systems has been studied in [26] in which the 

crow search algorithm has been used for the 

optimization. Ref. [27], an optimization 

approach based on an arithmetic optimization 

algorithm (AOA) is proposed for specifying 

the optimal allocation of distribution 

generations/generators (DGs) and capacitor 

banks (CBs) in radial distribution systems. 

The AOA is a new population-based meta-

heuristic algorithm that is essentially based 

on using basic arithmetic operators in 

mathematics. The proposed approach is 

employed to specify the optimum placement, 

capacity, and power factor of DGs and CBs 

to decrease the distribution systems’ total 

power loss and voltage deviation. In Ref. [28] 

introduces the Energy Valley Optimizer, a 

novel tool designed for the strategic 

placement of distributed generation units and 

capacitor banks. This placement is crucial not 

only for optimizing energy loss and 

enhancing bus voltage stability but also for 

promoting sustainable energy use and 

reducing environmental impact over the long 

term. By minimizing energy loss and voltage 

fluctuations, the optimizer contributes to a 

more sustainable and resilient energy system. 

Ref.  [29] proposes a two-stage procedure to 

enhance the distribution system performance 

by determining the optimal sizes and 

locations of distributed generations (DGs) 

and capacitors considering single and multi-

objective functions. In stage-1, two voltage 

sensitivity factors (VSFs) based on voltage 

deviation (VD), and voltage stability index 

(VSI) are proposed to reduce the search space 

(SS) by selecting the candidate buses for DGs 

and capacitors placement. In stage-2, the 

chaotic bat algorithm (CBA) is applied to 

find the optimal sizes and locations of DGs 

and capacitors, according to different 

objective functions (OFs) and system 

constraints. The considered OFs are real 

power loss reduction, total VD minimization, 

and total VSI maximization. The multi-OF, 

which aims to optimize these objectives 

simultaneously, is also considered.  

The present paper proposes a novel 

method to optimally allocate the DG 

resources and capacitor banks. Multiple 

objectives are considered, including reducing 

operation and investment costs, improving 

voltage profile and reliability, and reducing 

curtailment costs. Moreover, uncertainties 

are included in the proposed method using 

stochastic modeling. The multi-objective ɛ-

constrained optimization method is used to 

solve the planning program. In addition, 

fuzzy decision-making is used to select the 

best solution among non-dominated 

solutions. 

This paper is organized as follows. Section 2 

describes the problem formulation, including 

objective functions and constraints. Section 3 

describes the solution approach, including 

the optimization method, uncertainty 

modeling, and fuzzy decision-making. 

Section 4 describes the results and 

discussion. Finally, Section 5 is dedicated to 

conclusion. 

 

2. PROBLEM FORMULATION  
 

This section presents the cost function of 

optimal DG and CB allocation. In this 

modeling, the objectives are to minimize the 

operation and investment costs, improve 

reliability and voltage profile, and reduce 

power curtailment. In general, distribution 

network companies are responsible for 
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satisfying the consumers’ requirements and 

managing CBs and DGs in the distribution 

system. The objectives of interest are 

described below. 

 

A. Objective functions 
 

The first objective function is to minimize 

CB and DG costs. Costs include the DG 

investment cost (CDG), which is given in Eq. 

(1) [27]: 
 

𝐶𝐷𝐺 = ∑ 𝑃𝐷𝐺𝑖𝐼𝑛𝑣𝐷𝐺

𝑁𝐷𝐺

𝑖=1

 (1) 

 

in which Pdgi is the capacity of the DG units 

in MW, INVdg is the investment cost of the 

unit in $/MW, and Ndg is the number of units 

installed on the system. The investment cost 

of the CB (Ccap) is calculated as follows [27]: 
 

𝐶𝑐𝑎𝑝 = ∑ 𝑄𝐶𝑎𝑝𝑗𝐼𝑛𝑣𝑐𝑎𝑝

𝑁𝑐𝑎𝑝

𝑗=1

 (2) 

 

in which Qcapj is the capacity of the capacitor 

bank in MVar, INVcap is the investment cost 

of the CBs in $/MW, and Ncap is the number 

of banks installed in the system. 

Along with investment costs, operation 

and maintenance costs are also considered. 

Here, the maintenance and operation costs 

include fuel cost and annual maintenance 

cost. The operation cost (CoDG) for DG units 

is calculated by  
 

𝐶𝑂𝐷𝐺 = [∑𝑃𝐷𝐺𝑖 ∗ 𝑂𝐷𝐺 ∗ 𝑂ℎ

𝑁𝑑𝑔

𝑖=1

]

∗∑(
1 + 𝑖𝑛𝑓

1 + 𝑖𝑛𝑡
)𝑦

𝑇

𝑦=1

 

(3) 

 

in which ODG represents the operation and 

maintenance cost of the DG unit in $/MWh, 

and Oh represents the total number of 

operation hours in a year, which is 8760. 

Also, T denotes the number of years of the 

planning period, y denotes the year of 

operation, Inf denotes the inflation rate, and 

Int denotes the interest rate used to convert 

these costs to the current value. For the CBs, 

the cost only includes the maintenance cost 

(Cmcap) that is considered with the parameter 

MCcap [27]. 
 

𝐶𝑀𝑐𝑎𝑝 = [MCcap] ∗∑(
1 + 𝑖𝑛𝑓

1 + 𝑖𝑛𝑡
)𝑦

𝑇

𝑦=1

 (4) 

 

The second objective function, which is 

considered in the allocation problem, is 

reliability improvement. The following steps 

are taken to calculate reliability. The majority 

of distribution systems are radial. The annual 

failure rate (AFR), average outage time 

(AOT), and annual outage time (UOT) are the 

main parameters of reliability [28].  
 

𝐴𝐹𝑅 = ∑ 𝜆𝑗

𝑁𝑠𝑒𝑐

𝑗=1

 (5) 

  

𝐴𝑂𝑇 = ∑ 𝜆𝑗

𝑁𝑠𝑒𝑐

𝑗=1

∗ 𝑔𝑗 (6) 

  

𝑈𝑂𝑇 =
𝐴𝑂𝑇

𝐴𝐹𝑅
=
∑ 𝜆𝑗
𝑁𝑠𝑒𝑐
𝑗=1 ∗ 𝑔𝑗

∑ 𝜆𝑗
𝑁𝑠𝑒𝑐
𝑗=1

 (7) 

 

in which 𝜆𝑗 and gj are the AFR and the AOT 

of the jth feeder, respectively. The current 

passing through the feeder sections has two 

active (IA) and reactive (IR) components. 

Optimal installation of DG resources and 

CBs partially supports the power demand, 
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which reduces the magnitude of the current 

passing through the feeder sections. This 

reduction minimizes the costs. The allocation 

of CBs and DGs improves reliability. Before 

optimal allocation, each section of the feeder 

has an uncompensated failure rate of λuncomp
j. 

After allocation, if the feeder’s current 

component is completely compensated, the 

failure rate reaches 75% of λuncompj [28], 

which is represented by λcompj. If the feeder’s 

current is not completely compensated, its 

failure rate is defined linearly by 

compensation percentage. The new failure 

rate after allocation is defined as  
 

𝜆𝑗𝑛𝑒𝑤 = 𝛽𝑗 ∗ (𝜆𝑗
𝑢𝑛𝑐𝑜𝑚𝑝

− 𝜆𝑗
𝑐𝑜𝑚𝑝

)             (8) 

+𝜆𝑗
𝑐𝑜𝑚𝑝

 

 

in which β is the compensation factor 

calculated by 
 

𝛽𝑗
𝐴𝑅 = |

𝐼𝑗
𝑛𝑒𝑤

𝐼𝑗
𝑜𝑙𝑑 | 

          = |
√(𝐼𝑗

𝐴𝑛𝑒𝑤)2+(𝐼𝑗
𝑅𝑛𝑒𝑤)2

√(𝐼𝑗
𝐴𝑜𝑙𝑑)2+(𝐼𝑗

𝑅𝑜𝑙𝑑)2
               (9) 

 

in which A represents the active part, R 

represents the reactive part, and 𝛽𝑗
𝐴𝑅

 

represents the factor in which the active and 

reactive parts of the current are considered. 

Also, new indicates after allocation, and old 

indicates before allocation. The absolute 

value of the current is used in the 

calculations. ECOST is used for reliability 

calculations. Thus, Crel is determined by 
 

 𝐶𝑟𝑒𝑙 = ∑ 𝐿𝑖
𝑎𝑣𝑔
𝐶𝑖
𝑖𝑛𝑡𝜆𝑗

𝑛𝑒𝑤𝑛
𝑏=2 ∗

∑ (
1+𝑖𝑛𝑓

1+𝑖𝑛𝑡
)𝑦𝑇

𝑦=1  
(10) 

in which 𝐿𝑖
𝑎𝑣𝑔

 is the average load connected 

to bus i in KW and 𝐶𝑖
𝑖𝑛𝑡 is the load 

disconnection cost in $/kW. Here, the total 

outage time of 𝐿𝑖
𝑎𝑣𝑔

 is related to the outage of 

each section of the feeder with 𝜆𝑗 = 𝜆𝑗
𝑛𝑒𝑤.  

Therefore, the first objective function 

considered in the planning is calculated as 

follows: 
 

𝐶𝑜𝑠𝑡𝑡𝑜𝑡𝑎𝑙 = 𝐶𝑑𝑔 + 𝐶𝑐𝑎𝑝 + 𝐶𝑂𝐷𝐺

+ 𝐶𝑀𝑐𝑎𝑝 + 𝐶𝑟𝑒𝑙 
(11) 

  

𝐹1 = 𝐸𝑐𝑜𝑠𝑡 = ∑ 𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙
𝑚

𝑀

𝑚=1

 (12) 

 

in which M is the number of scenarios and 

Costm
total is the corresponding cost for the mth 

scenario.This objective function is 

formulated as follows: 
 

𝑓𝑉𝑜𝑙𝑡 =
1

𝑇
∑

1

𝑁𝐵𝑢𝑠
∑|𝑉𝑖

𝑁𝐵𝑢𝑠

𝑗=1

𝑇

𝑦=1

− 𝑉𝑅𝑒𝑓| 

(13) 

 

in which Nbus is the number of network buses 

and Vi is the real per unit voltage of the bus. 

It should be noted that Vref is also 1 pu. The 

average voltage of the buses should be close 

to 1 pu so that the voltage profile can be 

improved. Therefore, the second objective 

function based on stochastic modeling is 

calculated as follows:  
 

𝐹2 = 𝐸𝑓𝑉𝑜𝑙𝑡 = ∑ 𝑓𝑣𝑜𝑙𝑡
𝑚

𝑀

𝑚=1

 (14) 

 

in which the third objective function, which 

is related to the power curtailment cost, is 

given as:  
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𝐹3,𝑖 = 𝑃𝑒𝑛𝑖(𝑃𝐷𝐺𝑖
𝑟𝑎𝑡𝑒𝑑 − 𝑃𝐷𝐺𝑖) (15) 

 

in which i is the index of the buses, n is the 

number of network buses, and j is the index 

of the buses. In addition, 𝑃𝐷𝐺𝑖 and 𝑃𝐷𝐺𝑖
𝑟𝑎𝑡𝑒𝑑 are 

the injected active power and the rated PV 

output at bus i, respectively. Also, Peni is the 

penalty factor of bus i for power curtailment.  

The third objective function based on 

stochastic modeling is calculated as follows:  
 

𝐹3 = 𝐹𝐷𝐺𝐶𝑢𝑟𝑡 = ∑∑𝐹3.𝑖

𝐼

𝑖=1

𝑀

𝑚=1

 (16) 

  

B. Constraints 
 

The constraints of the allocation problem for 

the DG units and the CBs are as follows [30]:  
 

𝑃𝐷𝐺
𝑀𝑖𝑛 ≤ ∑𝑃𝑑𝑔𝑖

𝑁𝑑𝑔

𝑖=1

≤ 𝑃𝐷𝐺
𝑀𝑎𝑥 (17) 

  

𝑄𝑐𝑎𝑝
𝑀𝑖𝑛 ≤ ∑ 𝑄𝑐𝑎𝑝𝑗

𝑁𝑐𝑎𝑝

𝑗=1

≤ 𝑄𝑐𝑎𝑝
𝑀𝑎𝑥 (18) 

  

𝑃𝐷𝐺
𝑀𝑖𝑛 = 0.1 ∗ ∑ 𝑃𝑙𝑜𝑎𝑑𝑏

𝑁𝑏𝑢𝑠

𝑏=2

 (19) 

  

𝑄𝑐𝑎𝑝
𝑀𝑖𝑛 = 0.1 ∗ ∑ 𝑄𝑙𝑜𝑎𝑑𝑏

𝑁𝑏𝑢𝑠

𝑏=2

 (20) 

  

𝑃𝐷𝐺
𝑀𝑎𝑥 = 0.6 ∗ ∑ 𝑃𝑙𝑏

𝑁𝑏𝑢𝑠

𝑏=2

 (21) 

  

𝑄𝑐𝑎𝑝
𝑀𝑎𝑥 = 0.6 ∗ ∑ 𝑄𝑙𝑏

𝑁𝑏𝑢𝑠

𝑏=2

 (22) 

 

in which Pmin
DG and Pmax

DG are the minimum 

and maximum power generation of the DGs, 

respectively. Also, Qmin
cap and Qmax

Cap are the 

minimum and maximum reactive power of 

the CBs, respectively. Also, Plb and Qlb are 

the active and reactive load power in bus b, 

respectively. 

Another constraint that should be 

considered is the power flow constraint as 

follows: 
 

𝑃𝐺𝑏 − 𝑃𝐿𝑏 − 𝑉𝑖 ∑ 𝑉𝑗[𝐺𝑏𝑗 cos(𝜃𝑏𝑗)

𝑗∈𝑁𝑖

+ 𝐵𝑏𝑗 sin(𝜃𝑏𝑗)) = 0 

(23) 

  

𝑄𝐺𝑏 − 𝑄𝐿𝑏

− 𝑉𝑏 ∑ 𝑉𝑗[𝐺𝑏𝑗 sin(𝜃𝑏𝑗)

𝑗∈𝑁𝑖

− 𝐵𝑏𝑗 cos(𝜃𝑏𝑗)) = 0 

(24) 

 

in which 𝑃𝐺𝑏 is the active power generated on 

bus b, 𝑃𝐿𝑏 is the active power on bus b, 𝑉𝑏 is 

the voltage of bus b, 𝑉𝑗 is the voltage of bus j, 

𝜃𝑏𝑗 is the angle between bus b and j, 𝑄𝐺𝑏 is 

the reactive power generation on bus b, and 

𝑄𝐿𝑏 is the reactive power on bus b.  

The line capacity constraint is as follows: 
 

𝑆𝑖𝑗
𝑚𝑖𝑛 ≤ 𝑆𝑖𝑗 ≤ 𝑆𝑖𝑗

𝑚𝑎𝑥 (25) 
 

in which Sij is the apparent power of line ij, 

and Sij
min and Sij

max are the minimum and 

maximum apparent power, respectively.  

The multi-scenario balance should be 

satisfied. The stochastic model has a higher 

number of energy balance constraints than 

certain methods.  

 

3. SOLUTION APPROACH 
 

This paper considers demand uncertainty as 

stochastic scheduling. Then, the load is 

modeled. The power system operator should 
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predict the demand at each hour of the 

upcoming hours. Since the prediction process 

has errors, the demand prediction is not 

accurate. The demand prediction uncertainty 

is usually modeled with a normal distribution 

density function. To create a limited number 

of demands at each hour, a distribution curve 

is developed likeFig. 1.  

 

 
Fig. 1. 7-interval Gaussian distribution 

approximation. 

 

In the proposed method, the demand error 

is assumed to be of normal distribution, and 

the weights Pd are determined using the area 

under the upper and lower constraint curves 

of each interval [31]: 
 

𝑃𝑑 = 1/𝜎𝑑√2𝜋∫ 𝑒−(𝑥−𝑑𝑓)
2

𝑢𝑗

𝑙𝑗

/2𝜎𝑑
2𝑑𝑥 

(26) 

 

in which uj and Ij are the upper and lower 

demand constraints in each interval and df 

and 𝜎d are the predicted demand and std of 

the normal PDF, respectively. Stochastic 

modeling is carried out using the Markov 

process. Then, multi-objective modeling is 

carried out. 

The ϵ-constrained method is a proper 

technique for solving multi-objective 

functions [32]. In the ϵ-constrained method, 

ranges of N-1 objective functions are 

required for N objective functions. The pay-

off table is the most common technique to 

obtain these ranges. The pay-off concept, 

which shows the relationship between all 

possible events or acts and the values 

associated with the consequences, can help 

decision-making concerning competitive bid 

determinations. In this method, N-1 functions 

are used as additional constraints. A 

comprehensive description of the payment 

table and the ranges of the objective functions 

is given in [33]. Despite the advantages of the 

ϵ-constrained method, it has two major 

problems: first, the range of the objective 

functions in the efficient set might not be 

optimal; second, the optimal solutions that 

are generated by the ϵ-constrained method 

might not be dominant. The lexicographic 

method is suggested to overcome the first 

problem, and the ϵ-constrained technique is 

suggested to solve the second problem, 

according to [32]. The importance of the 

objective function for generating Pareto 

solutions is modeled using the hybrid 

aggregated-weighted ϵ-constrained method. 

In previous studies, efforts have been made 

to implement lexicographic optimization and 

the hybrid aggregated-weighted ϵ-

constrained method for solving multi-

objective optimal allocation problems. In this 

study, the lexicographic optimization and the 

hybrid aggregated-weighted ϵ-constrained 

method are used to solve the stochastic 

optimal multi-objective allocation problem. 

The modified ϵ-constrained method is given 

below.  

The hybrid aggregated-weighted ϵ-

constrained method can be modeled by: 
 

𝑀𝑖𝑛 /𝑀𝑎𝑥   𝐹1(𝑥)

+
𝑑𝑖𝑟1𝑟1
𝑊1

∑
𝑤𝑛𝑆𝑛

𝑛𝑘

𝑟𝑛

𝑁

𝑛=2

 
(27) 
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This equation is constrained by 

  

𝐹𝑛(𝑥) − 𝑑𝑖𝑟𝑛𝑆𝑛
𝑛𝑘 − 𝑒𝑛

𝑛𝑘 = 0     
𝑆𝑛
𝑛𝑘 ∈ 𝑅+, 

𝑛𝑘 = 0, 𝑎, … . , 𝑞𝑛, 𝑛 = 2, , 𝑁 

(28) 

  

𝑒𝑛
𝑛𝑘 =

𝐹𝑛
𝑚𝑖𝑛(1 + 𝑑𝑖𝑟𝑛)

2
− 𝐹𝑛

𝑚𝑎𝑥(−1 + 𝑑𝑖𝑟𝑛)

+
𝑑𝑖𝑟𝑛𝑟𝑛𝑛𝑘

𝑞𝑛
       

𝑛𝑘 = 0,1, … 𝑞𝑛  , 𝑛 = 2,… ,𝑁 

(29) 

 

in which dirn is the direction of objective 

function n, and dirn is -1 when the objective 

function n is minimized and +1 when the 

objective function is maximized. The main 

relationship should be optimized to achieve 

non-dominated optimal Pareto solutions. 

These relationships and the optimization are 

based on the method presented in [34].  

Fuzzy decision-making could be 

employed by the system operator to select 

one of the optimal Pareto solutions. The 

fuzzy decision-making can select the best 

solution among non-dominated solutions. In 

this technique, the linear membership 

function is calculated for each objective 

function in the optimal Pareto solution. 

The linear membership for the nth 

objective function that should be minimized 

or maximized is defined by the following 

equations: 
 

𝜇𝑛
𝑟

=

{
 
 

 
 0                           𝐹𝑛

𝑟 ≤ 𝐹𝑛
𝑚𝑖𝑛

𝐹𝑛
𝑚𝑎𝑥 − 𝐹𝑛

𝑟

𝐹𝑛
𝑟 − 𝐹𝑛

𝑚𝑖𝑛
       𝐹𝑛

𝑚𝑖𝑛 ≤ 𝐹𝑛
𝑟 ≤ 𝐹𝑛

𝑚𝑎𝑥

1                           𝐹𝑛
𝑚𝑎𝑥 ≤ 𝐹𝑛

𝑟

 
(30) 

𝜇𝑛
𝑟

=

{
 
 

 
 1                           𝐹𝑛

𝑟 ≤ 𝐹𝑛
𝑚𝑖𝑛

𝐹𝑛
𝑚𝑎𝑥 − 𝐹𝑛

𝑟

𝐹𝑛
𝑟 − 𝐹𝑛

𝑚𝑖𝑛
       𝐹𝑛

𝑚𝑖𝑛 ≤ 𝐹𝑛
𝑟 ≤ 𝐹𝑛

𝑚𝑎𝑥

0                           𝐹𝑛
𝑚𝑎𝑥 ≤ 𝐹𝑛

𝑟

 
(31) 

 

The total membership of rth optimal 

Pareto solution based on independent 

membership functions of μr
n is calculated as 

follows:  
 

𝜇𝑟 =
∑ 𝑊𝑛𝜇𝑛

𝑟𝑁
𝑛=1

∑ 𝑊𝑛
𝑁
𝑛=1

 (32) 

 

The system operator can select the value 

of wn to prioritize the objective functions 

depending on the system conditions. The best 

optimal Pareto solution is selected by the 

fuzzy decider by selecting the maximum 

value for μr. There are several solution 

methods to determine the Pareto function. 

The three goals of Pareto optimization can be 

defined and measured as follows: the 

distance from the set of non-dominant results 

to the Pareto front should be minimized, 

proper distribution of the obtained solutions 

should be established, and the size of the 

obtained non-dominant front should be 

maximized.  

The problem of optimal stochastic 

planning multi-objective optimal allocation 

is solved using the stochastic planning 

method to consider the demand uncertainty. 

According to stochastic two-stage planning, 

the decision-making variables are divided 

into two groups, including fixed subsets, e.g., 

here-and-now sets, and the expectation and 

observation variables. The optimal values of 

the expectation and observation variables 

depend on different scenarios, and their 

optimal values are obtained after the 

scenarios are realized. The optimal values of 
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the here-and-now variables are fixed for all 

scenarios.  

The here-and-now variables are obtained 

in the first stage, and the expectation and 

observation variables are obtained in the 

second stage. The first stage of the stochastic 

problem is implemented using load 

predictions to obtain the optimal values of the 

here-and-now variables. The Monte Carlo 

and the corresponding scenarios are obtained 

in parallel using the described method. Then, 

the second stochastic planning stage is 

implemented to obtain the optimal values of 

the expectation and observation variables. 

Since the stochastic planning method is used, 

three objective functions with expected 

values of the scenarios are used. The 

expected values of the expectation and 

observation variables depend on the 

scenarios and their weights, which are 

obtained by aggregating the corresponding 

values adopted from the scenarios. Finally, 

the Pareto fronts of the objective functions 

are obtained using the modified ϵ-constrained 

optimization method, and fuzzy decision-

making is used to attain the best compromise 

solution.  

The procedure for solving the problem is 

that first the input information including load, 

capacitor banks and DG products is received. 

Then, the input variables of the hybrid 

constrained ϵ optimization, i.e., its input 

settings, are obtained. After that, the 

objective functions are calculated. That is, 

the optimization method takes into account a 

starting point, for example, the positions and 

capacities for the capacitor bank and 

distributed generation, and based on them, 

the objective functions are calculated. It 

should be considered that by calculating the 

objective functions, all variables are 

calculated probabilistically and the functions 

are calculated for all scenarios. Once the 

calculation procedure is completed, the 

variable optimization procedure is changed 

again and more favorable points are sought 

for the location and capacity of distributed 

generation units and capacitor banks, and the 

objective functions are calculated again. 

These steps are repeated until the termination 

criterion of the hybrid-constrained ϵ 

optimization algorithm is met. 

The flowchart of the proposed method is 

shown in Figure 2. 

 

4. RESULTS AND DISCUSSION 
 

In this study, an IEEE 33-bus test system was 

used to analyze the performance of the 

proposed method. The baseline kV of this 

network was 12.66kV. In this network, the 

main breaker was located in the main feeder. 

To calculate the reliability of the reference 

bus, it was considered 1. The feeder section 

with maximum impedance had a maximum 

failure rate of 0.5 failures per year, and the 

feeder section with minimum impedance had 

a minimum failure rate of 0.1 failures per 

year [33]. The failure rates for other sections 

were calculated using a linear relationship 

between these two rates.  

After allocating the DG resources and 

CBs, if section j was compensated 

completely, its failure rate was reduced to 

75% of λuncomp; otherwise, λnew was 

calculated through descriptive relationships 

for partial compensation. The time required 

for fault detection and switching was half an 

hour, and the repair time was considered four 

hours [35].  
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Since allocating DG resources and CBs 

would affect the reliability of other 

components like transformers, all other 

components of the distribution network 

except feeder sections were considered to be 

reliable. Table 1 presents the economic 

factors of the DG resources. Table 2 presents 

the economic factors of the CBs. Table 3 

reports the total economic parameters.  

For all case studies, the modified ϵ-

constrained optimization method was applied 

to the objective function.  

Scenario 1: Optimal planning of optimal 

allocation of DG resources  

Scenario 2: Optimal planning of optimal 

allocation of CBs  

Scenario 3: Optimal planning of optimal 

allocation of DGs and CBs simultaneously  

 

A. Scenario 1: Analyzing the Results of DG 

Allocation  
 

In this section, only DG resource allocation 

and its impact on the system is evaluated. It 

is assumed that three DGs are installed. The 

purpose is to examine the problem with two 

and three objectives. In this case, the first 

objective function is to minimize the costs, 

which is considered the main objective 

function. Also, the side objectives include 

improving the voltage profile and reducing 

generation curtailment; the weight factors for 

F1, F2, and F3 are selected as 1, 1, and 1. 

However, the decider (system operator) 

might require different weights to obtain the 

desired solutions. Fig. 3 and Fig. 4 show the 

two objective solutions of the optimization 

output. As it can be seen inFig. 3, by 

installing DG resources and increased 

investment costs, the power curtailment  

decreases. It can be inferred from Fig. 4 that 

by increasing the investment cost on the set 

of solutions, the voltage profile improves. As 

mentioned, the voltage profile improvement 

objective function is obtained by minimizing 

the difference between the voltage of each 

bus from 1 pu, which is a very small number. 

The figures show the average real voltage for 

fvoltage to help understand the voltage profile 

improvement and closeness to 1 pu. Also, the 

voltage at the output of the objective function 

refers to average voltage profile of all buses. 

Fig. 5 shows the output set of the Pareto 

solutions of the three-objective solution. The 

best solution among the solutions in Fig. 5 is 

selected by the fuzzy method based on the 

operator’s decision about compromising 

among different objectives, which is given in 

Table 4.  

 

Table 1. Economic parameters of DGs [27]. 

Parameter Value 

Investment cost ($/MW) 3180000 

Operation cost ($/MWh) 36 

 

Table 2. Economic parameters of CBs [27]. 

Parameter Value 

Investment cost ($/MVar) 4000 

Operation cost ($/Year) 
10% of 

investment cost 

 

Table 3. Total economic parameters [27]. 

Parameter Value 

Inflation rate  )%( 9 

Interest rate  )%( 12.5 

Ks ($/MWh) 49 

 



84                                                                                           Ostovat, Barati, Mortazavi.  Multi-objective Allocation … 

According to Table 4, buses 4, 11, and 31 

represent the locations of DG output with the 

given capacities. Table 4 also shows the 

reliability cost (5.0604×105), which has 

improved by 21% compared to the base 

scenario.  

 

 

Fig. 2. The flowchart of the proposed method. 
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Fig. 3. The set of Pareto fronts of the two-objective solution of the first scenario (objectives: cost and 

power curtailment). 

 
 

 
Fig. 4. The set of Pareto fronts of the two-objective solution of the first scenario (objectives: cost and 

voltage profile). 
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Fig. 5. The set of Pareto outputs of three-objective solution in the first scenario. 

 

 

Table 4. The outputs of the fuzzy method for 

selecting the best solution of three objective 

solutions for the first scenario. 

Parameter Value 

Location of DG1 Bus 4 

Capacity of DG1 (MW) 0.7526 

Location of DG2 Bus 11 

Capacity of DG2 (MW) 0.7397 

Location of DG3 Bus 31 

Capacity of DG3 (MW) 0.7413 

Investment cost of DGs ($/year×105) 7.9702 

Operation cost of DGs ($/year×106) 6.1079 

Reliability cost ($/year×105) 5.0604 

Total cost ($/year×106) 7.411 

Power curtailment cost ($/year×106) 5.887 

 

B. Scenario 2: Analyzing the results of CB 

Allocation  
 

This section examines the allocation of CBs 

and its impact on the test system. It is 

assumed that three CBs are installed. The 

purpose is to examine the problem with two 

and three objectives. To this end, in the 

modified ϵ-constrained method, the first 

objective function, which is cost 

minimization, is considered the main 

objective function. The other objectives 

include improving the voltage profile and 

power curtailment, and the weighting factors 

for all objective functions are set to 1. Figs. 6 

and 7 show the two objective solutions of the 

optimization output for CB allocation. Also, 

it can be inferred that the desired voltage 

profile can be achieved by less investment 

cost in CB allocation.  
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Fig. 6. The set of Pareto fronts of the two-objective solution of the second scenario (objectives: cost and 

power curtailment). 

 

 
Fig. 7. The set of Pareto fronts of two objective solutions of the second Scenario (objectives: cost and 

voltage profile). 
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Fig. 8. The set of Pareto fronts of the three-objective solution in the second scenario. 

 

Fig. 8 shows the output set of the Pareto 

solutions of the three-objective solution. The 

output of the fuzzy method for operator 

decision is given in Table 5. This solution is 

selected among the solutions given in Fig. 8. 

According to Table 5, buses 12, 26, and 29 

are the output locations of the CBs with given 

capacities. The reliability cost (5.998×105) is 

also shown in this table, which has improved 

by 6% compared to the base case. This 

improvement arises from voltage profile 

enhancement and the reduction of its impacts 

on the power supply. It should be mentioned 

that CB allocation does not result in much 

difference compared to the base case, which 

is due to the dependency of CBs on voltage, 

and the impact of these CBs is more obvious 

in the voltage profile. Considering the lower 

costs, the CBs help the voltage profile; by 

installing them with DGs, simultaneously, 

more objectives are realized, which are 

discussed in the next section. 

 

Table 5. The results of the fuzzy method for 

selecting the best solution of the three-objective 

solutions for the second scenario. 

Parameter Value 

Location of CB1 Bus 12 

Capacity of CB1 (MVar) 0.4472 

Location of CB2 Bus 26 

Capacity of CB2 (MVar) 0.4490 

Location of CB3 Bus 29 

Capacity of CB3 (MVar) 0.4674 

Investment cost of CBs ($/year×103) 5.418 

Operation cost of CBs ($/year×103) 4.572 

Reliability cost($/year×105) 5.998 

Total cost($/year×105) 6.098 

Power curtailment cost ($/year×107) 1.401 
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C. Scenario 3: Analyzing results of 

Allocating DGs and CBs  
 

This section reports the results of the 

simultaneous allocation of CBs and DGs. It is 

assumed that three DGs and three CBs can be 

installed. In this scenario, like the two 

previous scenarios, the problem is examined 

with two and three objectives. To this end, in 

the modified ϵ-constrained method, the first 

objective function, which is cost 

minimization, is considered the main one. 

Also, side objectives include improving 

voltage profile and power curtailment. The 

weighting factors for all objective functions 

are 1. Figs. 9 and 10 depict the set of two 

objective solutions for the simultaneous 

allocation of CBs and DGs. According to 

these figures, more desired solutions are 

obtained compared to the first and second 

scenarios, and the voltage profile is improved 

properly.  

Fig. 11 shows the set of the three-

objective Pareto fronts for the third scenario. 

The output of the fuzzy method for operator 

decision is given in Table 6. This solution is 

selected among the solutions presented inFig. 

1, based on which the best solution for 

operating among the set of solutions is 

obtained using the fuzzy method.  

According to Table 6, buses 12, 25, and 

30 are the output locations of the CBs, and 

buses 12, 24, and 30 are the optimal locations 

of the DGs. The reliability cost (4.53×105) is 

also shown in this table, which has improved 

by 30% compared to the base case, and it is 

better than the first and second scenarios. 

Also, considering all figures, it can be 

inferred that the best voltage profile occurred 

in the third scenario, which is due to the 

optimal simultaneous allocation of CBs and 

DGs. Also, the power curtailment cost of the 

network in this scenario is better than that in 

the two other Scenarios. 

 

 
Fig. 9. The set of Pareto fronts of two objective solutions in the third scenario (objectives: cost and 

power curtailment). 
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Fig. 10. The set of Pareto fronts of two objective solutions in the third scenario (objectives: cost and 

voltage profile). 

 

 
Fig. 11. Pareto fronts of three-objective solutions in the third scenario. 
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curtailment reduction is rarely discussed in 

the literature. Moreover, this paper used two-

stage stochastic fuzzy modeling compared to 

[26]. The results proved the higher efficiency 

and accuracy of the proposed method by 

considering the uncertainty. 

 

Table 6. The results of the fuzzy method for 

selecting the best solution among the three-

objective solutions for the third scenario. 

Parameter Value 

Location of DG1 Bus 12 

Capacity of DG1 (MW) 0.7415 

Location of DG2 Bus 24 

Capacity of DG2 (MW) 0.7383 

Location of DG3 Bus 30 

Capacity of DG3 (MW) 0.7422 

Location of CB1 Bus 12 

Capacity of CB1 (MVar) 0.3450 

Location of CB2 Bus 25 

Capacity of CB2 (MVar) 0.2615 

Location of CB3 Bus 30 

Capacity of CB3 (MVar) 0.4422 

Investment cost of DGs 

($/year×105) 
7.0776 

Operation cost of 

DGs($/year×106) 
6.3428 

Investment cost of 

CBs($/year×103) 
4.644 

Operation cost of 

CBs($/year×103) 
3.919 

Reliability cost($/year×105) 4.531 

Total cost($/year×106) 7.512 

Power curtailment 

cost($/year×106) 
5.495 

 

5. CONCLUSION  
 

This paper proposed a novel method for the 

optimal allocation of DG resources and CBs. 

Reducing operation and investment costs, 

improving voltage profile and reliability, and 

reducing curtailment costs were considered 

objective functions. The multi-objective ϵ-

constrained optimization method was used to 

solve the problem. The proposed method was 

implemented on an IEEE 33 bus test system 

in three scenarios. The proposed method 

improved the performance of the system in 

different terms, including voltage profile and 

reliability. Moreover, it was concluded that 

the voltage profile improvement could be 

achieved in the scenario of capacitor banks' 

allocation by lower investment costs 

compared to other cases. As a result of the use 

of DG and capacitor banks, less voltage 

deviation and lower curtailment costs were 

obtained. Also, the reliability of the network 

would be better due to equipping the network 

with DGs and capacitor banks, and ultimately 

more desirable goals could be achieved. 
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