
Majlesi Journal of Telecommunication Devices                      Vol. 13, No. 4, December 2024 
 

 

Paper type: Research paper  

https://doi.org/xxx 

Received: 22 July 2024; revised: 5 August 2024; accepted: 11 September 2024; published: 1 December 2024 

How to cite this paper: F. Majidi, “A Comprehensive Survey of Recent Proposed Content Replacement Strategies for 

Cooperative Edge Caching in IoT”, Majlesi Journal of Telecommunication Devices, Vol. 13, No. 4, pp. 191-197, 2024. 
191 

 

 
A Comprehensive Survey of Recent Proposed Content 

Replacement Strategies for Cooperative Edge Caching in 
IoT  

 
Fariba Majidi1, 2  

1- Department of Computer Engineering, Mobarakeh Branch, Islamic Azad University, Isfahan, Iran. 
Email: F.majidi@khuisf.ac.ir  (Corresponding author) 

2- Department of Computer Engineering, Isfahan (Khorasgan) Branch, Islamic Azad University, Isfahan, Iran. 

 

 
 

1.  INTRODUCTION 

In recent years, With the advent of the Internet of Things (IoT), phones are not the only mobile terminals transmitting 

data, but numerous varieties of sensors are connected too. Therefore, information is not exchanged only between 

humans, but also is extended to communication between objects and can fulfill needs such as identification, location, 

tracking, management, and intelligent monitoring. Therefore, IoT significantly increases the number of terminals and 

network traffic load. IoT systems have presented new needs for cloud computing-based solutions. Especially in some 

real-time applications, such as smart cars, real-time processing of sensed data and executing the reactions is 

indispensable.  Although the delay of communications within the local network is low, accessing the content available 

in data centers through the Internet has posed an important challenge to these systems [2]. 

Edge computing has brought data storage, computing, and control closer, in the edge devices rather than in a central 

cloud server. Therefore, each edge device plays its role in determining what information should be stored or processed 

locally and what should be retrieved from the cloud server. Edge computing has perfected the IoT in high scalability, 

low latency, location awareness, and real-time use of local devices' computing capabilities. As presented in [33], most 

network traffic for IoT systems consists of frequent requests for duplicate content. The continuous transfer of these 

popular contents will cause a significant increase in network traffic redundancy [65]. Therefore, by storing them in the 

cache of edge devices, the contents would be provided to end users without repeated transmission from the central 

servers [3]. Fig.1 shows how Edge caching would be implemented in a hybrid network. However, edge caching needs 
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some considerations. One of the issues is managing the resource utilization. The memory and processing resources of 

edge devices are limited. So, each node can only store a small amount of media content. Another important issue is 

network reliability which determines whether a network remains functional when its elements fail at random [5].  

 

 
Fig. 1. Edge caching in a hybrid network [4]. 

 

Wide and fast communication of edge devices in the 5G network, especially interconnected BSs using the wired 

mesh network, has made caching possible cooperatively and intelligently. By cooperating between edge devices, it is 

possible to respond to content requests with local communications between BSs and users, significantly reducing content 

access delay, also it optimizes resource utilization and reliability.  

In all approaches for increasing the performance of edge caching, content replacement strategy has been the focus 

of the recent edge cache research. If the popular contents cached in the edge devices are chosen accurately for feature 

requests, it will improve the hit rate of the edge cache. Due to the limitation of the cache space, a solution must be 

provided to select the contents for eviction when the cache is full. So that there would be enough space to insert new 

popular content. The replacement strategy is usually based on content popularity or the cost of storing and transferring 

them. In this paper, we survey recent state-of-the-art literature on cooperate edge caching and taxonomy based on the 

methods utilized for content replacement strategy as optimization methods and intelligent methods. 

For the rest of this paper, we first describe the research that used optimization methods for solving the problem of 

content replacement and categorize them by the metrics they used for optimization formulas. Then the recently proposed 

intelligent methods as content replacement strategies are explained. The research that utilizes the most trends machine 

learning approach is classified in this section. Finally, we present the future outlook for this area and conclude the article. 

 

2.  OPTIMIZATION METHODS 

In the optimization methods, to determine the appropriate content replacement strategy in the edge cache, the factors 

and problems to be optimized must be carefully selected. Also, the method of problem formulation has a great impact 

on the practical application and computational complexity of the proposed method because neglecting an important 

limitation can lead to solutions that are not applicable in practice [35]. The performance of edge cache is usually 

evaluated from two aspects: QoE and network performance. In most cases, hit rate and content access delay metrics are 

used for the QoE evaluations, also local network traffic load and request load on the central server, are considered to 

evaluate network efficiency. In the collaborative method, the classification factors Influence the proposed strategy 

considerably. In the rest of this section, content access delay, cache hit rate, resource utilization, cost, and classification 

factors are described as metrics mostly used in optimization methods. 
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2.1.  Content access delay  
One of the most important metrics to evaluate the efficiency of edge caching is the Content access delay [35]. 

Although this parameter depends on the processing time, but the network delay exerts a substantial impact on it. In the 

article [12], Saputra et al try to reduce the delay by formulating the contents that are stored in the cache and deciding 

how the devices access the content, then this problem has been converted into MINLP and it is solved with the divide 

and conquer algorithm. In [15], the problem is formulated as MILP, and in [20], an algorithm using belief propagation 

is presented to solve the proposed problem. In [37], the problem has been formulated as a multi-agent multi-armed 

bandit and has used replacement to solve this problem. In the article [38], the optimization problem of content storage 

in edge cache is formulated. So, the delay of content requests of all users in MEC networks could be minimized. 

 
2.2.  Edge cache hit rate 

The cache hit rate is the probability that the content requested by the users exists in the cache of the edge devices 

[39]. In other words, the percentage of requests that will be fulfilled by the cache. Improving this parameter often has a 

positive effect on other parameters as well. Hence, optimization of cache hit rate has been considered as the main issue 

in many researches. In [14], the problem is formulated as MDP, and the solution is proposed by the placement strategy. 

In [17], Lagrangian multiplication and zero and one knapsack methods have been used to solve the problem, and in [7], 

the optimization of the hit rate of the edge cache in the Vehicular content network has been investigated, and in [40], 

the hit rate is optimized in three layers (routers, base stations, and users) also as interlayer and extra layer. 

 
2.3.  Cost 

By reducing energy consumption, increasing power, and improving QoE, the costs of service providers are reduced 

and they can earn more with the same workload [39]. Answering popular requests locally also allows higher layers to 

handle more requests, improving overall performance. So, [44] solved the problem using graph coloring. In [41], one of 

the important optimization factors is energy, which is formulated as ILP. In [45], the optimization of the transmission 

cost is achieved using the PSO algorithm. 

 
2.4.  Device classification factors 

As it was mentioned before, the classification BSs has a great impact on the efficiency of the collaborative edge 

cache, therefore [1], optimize the caching performance by finding the optimal distance between the base stations of a 

group and reducing the cooperation costs between them, and [11] has optimized the size of groups of cooperating BSs 

in their proposed merging optimization method. 

It should be noted that due to the high complexity of edge deployment and the fully dynamic conditions of wireless 

networks, it is difficult to find a design-based solution [22]. However,  even though some of the proposed methods that 

used optimization to improve QoE, have achieved good results, these methods in most cases have overlooked the long-

term impact of current decisions. Therefore, a considerable number of the presented algorithms operate optimally or 

close to optimally in the system only for a specific period of time. Therefore, these methods cannot fully and effectively 

improve the efficiency of the edge cache [9]. A secondary section heading is enumerated by a capital letter followed by 

a period and is flush left above the section. The first letter of each important word is capitalized and the heading is 

italicized. 

 

3.  INTELLIGENT METHODS 

Designing a suitable strategy for replacing contents in the collaborative edge cache requires considering the features 

and complexities of edge networks and the continuous mobility of wireless devices. If the proposed method relies on 

specific information as input, it may be difficult to obtain this information due to the great diversity in border channels 

and devices as well as security policies. 

 Another issue that should be considered when designing an algorithm for content replacement is the dynamics of 

content popularity. In each set of cooperating edge devices, the popularity of each content changes continuously, and 

content may be popular only in a short period of time [1]. Therefore, the placement strategy is optimal when it is based 

on the correct distribution of content popularity, by which it can recognize the content that will be requested in the near 

future. But predicting content popularity is difficult for several reasons: 

The contents are requested by different users, so the popularity of the contents changes with the mobility of the local 

network users covered by each base station. Another problem is that users' interests vary in different situations (location, 

network topology, personality traits, etc.). 

Recently, edge devices have higher computing and storage capabilities [9]. Therefore, it is possible to implement 

some methods such as massive data analysis and deep learning on these devices, and it is also possible to apply artificial 

intelligence techniques in mobile edge networks to understand user behaviors and network characteristics. With an 



Majlesi Journal of Telecommunication Devices                      Vol. 13, No. 4, December 2024 
 

210 

 

understanding of the user and the network, patterns can be designed that are context-aware and intelligent, allowing 

edge devices to make the right decision at the right time to choose what content to store in their limited cache resources 

[9]. 

Many recent researches have used strategies based on various artificial intelligence and machine learning methods 

for edge cache management. [4], [17], [24], [26]– [28], [46] In the next sections, methods using reinforcement learning, 

deep reinforcement learning, and federated learning for predicting user requests are expressed. 

 

3.1.  Reinforcement learning  
Reinforcement learning is concerned with how an agent in an environment should act to maximize overall reward. 

This method is not a subset of any of the supervised and unsupervised methods [40]. The environment is usually modeled 

using Markov Decision Process (MDP), but instead of a precise mathematical model of MDP, the target of MDP is 

usually very large, and precise mathematical methods cannot be used for its design. وهمکاران  یفلان  [47], using a history 

of content requests and multi-agent reinforcement learning, presented a method for replacing content in a collaborative 

edge cache. 

 

3.1.  Deep reinforcement learning 
The use of reinforcement learning has allowed agents to solve the decision problem by learning from interacting 

with the environment. To achieve this goal, the environment must be determined in a suitable way and with an acceptable 

complexity, which makes the use of this method limited only to cases where the characteristics of the environment can 

be extracted. With the advent of deep neural networks, agents can learn some compact representations using high-

dimensional and raw data. Deep learning is a type of artificial neural network that mimics the way the human brain 

works in data processing and pattern creation. Some recent research has used deep neural networks to model requested 

content. [6], [20], [28], [48] By combining deep learning and reinforcement learning, a powerful model can be created 

that has the ability to solve the great parts of previously intractable problems. Therefore, agents can have optimal control 

over the environment using the knowledge they obtain directly from the raw data. Researchers in [6], [13], [18], [19], 

[34], [28]–[31], [49], [50] utilize distributed and multi-agent deep reinforcement learning and have been able to 

significantly improve the hit rate by improved predicting the content in the collaborative edge cache. 

 

3.2.  Federated deep reinforcement learning 
Another technique that has been proposed with the aim of improving security and reducing data transfer overhead 

in edge cache is federated learning. Federated learning is a method that uses agents that have local data samples to 

perform learning in a decentralized manner without transferring data to a central server or other agents. DRL techniques 

require a high computational capacity of resources to find optimal solutions. In particular, if there are a large number of 

resource optimization factors, parameters, and criteria for resource optimization in large-scale MEC systems (operator 

networks in cities), advanced distributed deep learning (DL) methods should be used for an operable method in the real 

world.  

As shown in Fig.2, although maintaining and training each edge device as a DRL agent could increase the 

performance, the use of distributed DRL is only practical in MEC systems because of insufficient time and data for 

large-scale training. Also, most distributed DRL architectures cannot handle unbalanced and Non-IID data, and they 

can’t support privacy issues too [32]. 

Therefore, the researchers in [8], [9], [22], [51] have used federated learning to train DRL agents. Because federated 

learning can overcome the following challenges as described in the following [32]. 

• Non-uniform distribution of data (Non-IID): The training data in the edge devices is based on the environment 

it has experienced. Each edge device has its own processing capability and energy consumption. Therefore, the local 

data of each of them cannot be a suitable representative for the training data of all end users and edge devices. In 

federated learning, this challenge can be overcome by integrating updated models with FedAvg. [32] 

• Limited communications: Users often go offline unpredictably or have poor communication resources. 

Federated learning requires only a fraction of users to upload their updates during a training session, so it can handle 

situations where clients often go offline unpredictably [9]. 

• Imbalance: Some edge devices may have more computational tasks and some may experience more states of 

mobile networks, resulting in different amounts of training data among them. This challenge can be dealt with by the 

FedAvg algorithm [9]. 

• Privacy and Security: The amount of information that needs to be loaded for federated learning is the minimum 

volume of updates that can be used to improve the behavior of the DRL agent. In addition, different privacy-preserving 

and secure aggregation techniques can be applied, which prevent the inclusion of privacy-sensitive information in local 

updates [32]. 
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Fig. 2. Comparison of centralized, distributed, and federated methods in using DRL for border cache management 

[9]. 

 

 
Fig. 3. Modeling of centralized, distributed and federated DRL methods presented in [9]. 

 

[8]-[9], [22] have proposed a method by combines federated learning and deep reinforcement learning. In these 

methods, each base station implements deep reinforcement learning using its local data and sends only the updated 

model to the central server. By aggregating the models received from a set of agents, the central server creates an updated 

model and returns it to all active agents to continue learning and predict popular content that they should store in the 
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collaborative edge cache. Figure 3-3 compares the method presented in [9] with centralized and distributed DRL 

methods. Fig.3 compares the method presented in [9] with centralized and distributed DRL methods. 

 

4.  CONCLUSIONS 

Recent research reviewed in this paper has shown two main challenges for improving cooperate edge cache 

performance. Correctly predicting future user requests with the lowest processing cost is the first and most important 

challenge. To overcome this challenge, despite the existing capacities of the current edge networks, the best solution is 

to use intelligent methods to determine the most suitable content replacement strategy in the edge cache. The second 

important challenge is the effective cooperation of edge devices in storing and responding to user requests. The 

numerous edge devices could utilize their storage for more variation of contents so respond locally to a relatively large 

number of user requests. However, their capability to cooperate in caching popular contents would increase the edge 

cache hit rate and pose a significant challenge to finding an optimal method for Determining cooperating groups and 

their cooperation methods so that, in addition to improving the hit rate of the cache, it does not impose too much traffic 

overhead on the local network, which slows down the user's access to content and causes longer delays. The problem of 

providing privacy and network security is also a challenge that should always be considered in multiple-device 

cooperation in a public network.  
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5.  INTRODUCTION 

     With the design of new circuits and the use of signal dividers and collectors in telecommunication circuits, the 

increasing need of telecommunication systems for signal dividers and collectors is fulfilled. Due to this, by creating a 

signal divider and collector platform in the receiver and transmitter circuits, we can perform signal divider and collector 

in different circuits and to be able to send signals with a suitable platform for dividing and collecting signals so that the 

amount of delay and noise is low. By creating a suitable substrate, the noise of the substrate can be minimized. It is also 

possible to design the signal divider and collector as a circuit element with admittance and impedance structure; But in 

the majority of signal divider and collector circuits are designed in passive mode and transistor signal switching in active 

mode, which are designed in different microwave frequency bands. 

 

6.  TECHNICAL WORK PREPARATION 

The proposed design is in the design of the passive signal splitter and collector model in the frequency bandwidth of 

5 GHz high band microwave protocols which is simulated in the material under the silicon layer by considering pic and 

RF MEMS technologies by having several signal ports in the ads software. One of the users of this research is the 

application between the antenna and the telecommunication transmitter board, which is used in portable and stationary 

ABSTRACT: 
In research, the signal Power Divider (PD) has been designed with a photonic integrated substrate with 
the silicon substrate and benefits from MEMS technology in its geometry configuration in the microwave 
high-frequency bandwidth of 120 to 260 GHz with coverage of signal exchange with telecommunication 
bulk data in the fifth-generation protocol been done. The proposed has been designed micrometer 
dimensions with wide microwave bandwidth coverage in the division of bulk data signals, which indicates 
the use of this model in optical telecommunication devices. Also, it has been used by BCPD, TL, WPD, 
and PNPTL techniques to create a configuration with a simple geometry in the form of a U-shape and a 
T-shape connection, each of the branches is isolated in very small dimensions, and impedance matching 
and creates frequency balance in signal exchange and division; So it has been results obtained from it 
includes the improvement of the dispersion parameter and also causes its time delay function to have a 
lower value of the time delay function than the time derivability function to the frequency bandwidth in the 
sigma function in the differential order, which has been being around 4.3 (ns) in the range of 170GHz has 
been obtained in the value of -3.1 (dB), and the value of its transmission coefficient is also in the range of 
-3.0 to -4.98 (dB). The design has been our technique for improving the numerical values of the dispersion 
parameters and creating a configuration in the simplicity of its geometry in dimensions T=10um, L=315um, 
and W=400um. The application of the proposed has been used in creating a photonic substrate in signal 
transmission for high bandwidth microwave in the 5G telecommunication protocol, which is simulated in 
the ADS software. 
 
KEYWORDS: Power Divider, MEMS, PIC, 5G-Microwave, Silicon . 
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devices. Another use of it is to use it in the communication between the internal structure of signal amplifiers hampon 

circuits, which are designed in several layers, which are designed in the input part of the amplifier circuit from the signal 

divider bed and at its output from the signal collector bed. In the transmission of the signal from an input port to several 

separate branches to divide the signal power equally, and in collecting the input signals, separate branch paths are used 

to the output port. Time delay function or signal switching circuit is used to determine the signal division and addition 

function. So that the substrate with two functions is placed between the antenna and the circuit or between two blocks 

of the circuit and by determining the signal exchange in the specified time function, the frequency signal transmission 

is done. 

 

6.1.  Designing a signal splitter substrate with silicon substrate material in the field of photonics 
     The research conducted is about electrophotonics, which is carried out in the field of microwave circuits. Many 

applications of photonic devices and technologies for circuits of arbitrary microwave waveforms, with high processing 

speeds, use microwave circuits in the field of optoelectronics. This class of photonic applications for microwave 

engineering is known as microwave photonics. Extensive capabilities have enabled the realization of key functions that 

are either very complex or simply not possible in the microwave domain alone. Recently, this growing field has adopted 

integrated photonics technologies to develop microwave photonic systems with greater robustness as well as significant 

reductions in size, cost, weight, and energy consumption. In particular, silicon photonics technology is of great interest 

for this purpose because it offers tremendous possibilities for the integration of highly complex active and passive 

photonic devices, allowing seamless integration of MWP with high-speed silicon electronics [1]. 

 

6.2.  The design of the signal splitter substrate with the aim of improving the return loss in the WIFI, 
LTE frequency band 
     In this research, we present the first experimental demonstration of a microwave photonic integrated circuit for analog 

active interference cancellation. This circuit is unique in its ability to operate in any radio frequency band from 400 

MHz to 6 GHz while requiring no optical input or output. First, we examine the amount of interference cancellation that 

can be achieved over a wide range of operating frequencies. We show that the circuit can achieve close to -30 dB of 

interference cancellation in all available frequency division duplex local thermal balance bands and WIFI bands. Second, 

we examine aspects of integrated circuit control and determine how much amplitude and phase adjustability can be built 

into the implementation [2]. 

 

6.3.  Designing a signal transmission substrate with the purpose of a low-pass filter in optical circuits 
In this research, silicon-based photonic integration, there is a growing interest in the electronic circuit community to 

develop hybrid photonic electronic systems. However, photonic integrated circuit design tools using numerical methods 

are focused on solving Maxwell's equations. PIC system-level design tools recently use s-parameter modeling of optical 

components. However, detailed modeling of electronic driver and interface circuits is not supported on such platforms 

[3]. 

 

6.4.  Design of wideband signal splitter on silicon substrate 
      A new method for near-hermetic packaging of integrated passive UWB devices based on multilayer liquid crystal 

polymer technology is presented in this research. The aim of this work is to develop an inexpensive and easy-to-fabricate 

method that can be used to encapsulate already designed devices without the need for redesign and operate up to 20 

GHz. To achieve this goal, a coplanar waveguide-to-microstrip transmission is designed to connect the enclosed device 

with the external environment. This allows the device to be mounted to the PCB and also isolated [4]. 

 

6.5.  Signal division substrate in creating integration with CMOS substrates 
      In this research, we are dealing with the design of the integration platform of photonics and electronics in the 

transceiver, the energy efficiency of broadband acceleration and a path for radical miniaturization has been facilitated. 

We present and implement a wafer-to-wafer integration method that combines electronic and photonic casting 

technologies. The motivation to integrate electronic and photonic systems into an aligned manufacturing process is long-

standing, but it is now becoming a necessity with light-based detection and ranging subsystems envisioned for future 

data center technologies And high-density programmable neuromorphic photonics in the future of high-speed, high-

density, low-energy electrical interconnects in transceivers also enable performance improvements through optical 

serialization advance equalization and drive voltage reduction. Photonic transmitters require accurate dc biasing and 

broadband impedance matching to ensure data integrity. Photonics and electronics chipsets, historically designed 

separately, have been implemented with biased tees and 50-ohm interfaces to facilitate interoperability and portable 
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design, but with increasing speed in a limited energy envelope this is no longer attractive. Components must be placed 

closer together within the package towards a composite 3D assembly and ultimately on the same processed wafer. 

 

7.  APPENDIX 

The proposed design is used in the integrated platform with the ability to use the passive signal splitter model in 

photonics and telecommunication circuits, which by using MEMS technology has caused the geometry of the proposed 

design to be designed in micrometer dimensions. The use of mems technology in the design of signal exchange platforms 

makes its configuration simple and its dimensions are very small. This causes the proposed model to be designed in a 

very small geometry and the efficiency of the circuit increases. In substrate models, the feature of integration is used to 

reduce signal transmission attenuation at the substrate level for dividing and exchanging telecommunication signals. By 

using OIC, MEMS technologies, this causes signal transmission to have the least delay and attenuation, and the results 

of its dispersion parameters are also improved. This is one of the important features in the design at high microwave 

frequencies. Table 1 shows the values of the standard parameters in measuring the results of various signal splitter 

design technologies. Also, in Table 2, the specifications of the frequency bandwidth in the 5g protocol are shown . 

 

Table 1. Values of standard parameters in measuring the results of various signal splitter design technologies. 
Device 

Passive/Active 

Frequency Coverage Value of Range Value Paramete

r 

ALL All microwave frequency bands [ -0 ~ -30] Under (-0) S11 (dB) 

ALL All microwave frequency bands [ -0 ~ -40] Under (-30) S12 (dB) 

ALL All microwave frequency bands [-0 ~ -5] -20 to 0 S21 (dB) 

ALL All microwave frequency bands [-0 ~ -30] Under (-0) S22 (dB) 

ALL All microwave frequency bands 1nS, [-60 ~ +60] [-,+] Delay 

Time (ns) 

ALL All microwave frequency bands [+0 ~ +80] UP +0 VSWR 

(s/v) 

ALL All microwave frequency bands [-0 ~ -35] Under (-5) Isolation 

(dB) 

 

Table 2. Specification of frequency bandwidth in 5g protocol. 
Application  Frequency Bands Frequency Channels Protocol 

Device, Radars  5 5 5G, multi-bands 

IEEE Legal STD, Down-

Band. 3 

STD, Down-Band. 2 STD, Down-Band. 1 

RF, microwave, millimeter-wave 100.0-250.0 GHz 50.0-100.0 GHz 3.0-50.0 GHz 

 

8.  RESULTS AND DISCUSSION 

     In this article, the analysis and dissemination of the design process of the proposed divider has been discussed in 

order to improve the parametric quantities measured in the simulation. Due to the fact that the splitter design model is 

capable of three ports to connect to the antenna and the telecommunication transmitter and receiver system and between 

circuits, in its technical design structure, the splitter is used in the high frequency bandwidth of the microwave in the 

high frequency volume data range of navigation. Because of this proposed design of the relevant devices in the side 

band, you can easily exchange signals in telecommunication radars and 5g frequency bandwidth.  This improves the 

coefficient of dispersion parameters and related quantities of this parameter in radars set in the frequency band adjacent 

to the standard band. This research has been devoted to presenting a new model of the divider structure with PIC 

technology with the aim of application in the industry of telecommunication radars and optical devices. The design of 

the mems divider is done with the purpose of exchanging the signal transmission in the high frequency band. The 

geometry of the proposed design is U-shaped, and its connection is made in T-shape, which is spread in the dimensions 

of micrometers in the propagation of electromagnetic waves in E-plane and H-plane on the substrate surface of its silicon 

rough layer and it is shown in figures 1 to 7. From the proposed design with the aim of reducing the dimensions of the 

model and improving the coefficient of dispersion parameters and reducing the time delay coefficient for the applications 
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of microwave high frequency band radars in the exchange of bulk data over long distances in the 5g telecommunication 

protocol and optical telecommunication devices. 

 

 
Fig. 1. Signal splitter schematic. 

 

 
Fig. 2. 3D view of the proposed design 
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(a) 

 

 
(b) 

Fig. 3. (a) and (b) Signal transmission on the surface of the substrate in the form of convergence of electromagnetic 

waves. 

 
             

           (a) 

 

 
              (b) 
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             (c) 

 

Fig. 4. Signal transmission coefficient diagram for each port. 

 

 
        

        (a)  

 

 
 

(b) 

 

Fig. 5. Time delay function diagram in signal transmission for each port. 
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Fig. 6. Return loss diagram and output coefficient reflection. 

 

 
Fig. 7. Diagram of input to output isolation coefficient - output to output. 
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10.  INTORADUCTION 

      As the heart of a substation, the power transformer acts as an important link for voltage conversion 

and energy delivery. Survey results show that most of the power transformers around the world were 

installed in the 1980s and many of them are reaching the end of their life. The failure rate of these 

transformers has been continuously increasing in recent years, especially in power companies with poor 

maintenance and asset management methods, causing the loss of this valuable equipment [1] . Any 

change and failure in the transformer causes unwanted heat in this equipment. Hot spots in electrical 

equipment, especially power transformers, often occur as a result of looseness, oxidation and corrosion 

of connections, asymmetry of phases, and insulation failure of coils. All these things can be done by 

using thermal or infrared IR imaging equipment to measure the temperature of equipment such as energy 

distribution overhead lines, cables, transformers and fuses, cables, electrical panel equipment and all 

electrical distribution network equipment, including substations. Determined ground [2] .Diagnosing 

transformer failure is done online with the help of infrared image. These images are sensitive to the heat 

caused by various errors in the transformer. The performance of these cameras is limited by the level of 

image processing used. In other words, in infrared imaging in thermal cameras, the proposed method is 

important in detecting failures in image processing[3-6]. With the development and spread of substation 

inspection robots and smart substations in distribution networks, a large number of infrared fault images 

need to be analyzed. The infrared image transformer fault detection method can automatically identify 

ABSTRACT: 
Power transformers are very important in electrical energy distribution systems. In establishing a power 
plant and even in distribution networks, the cost of power transformers is significant. Any damage or failure 
in transformers can cause irreparable and heavy losses. Therefore, this equipment is always important in 
periodic visits. In periodic visits, various parameters of this equipment are checked. One of the ways used 
in periodic visits is to use infrared images to evaluate the health of this equipment. However, the analysis 
of these images by human experts is always error-prone and expensive. In this article, a new method is 
proposed in machine vision to diagnose transformer faults. In the proposed method, infrared images are 
pre-processed and then features based on multi-resolution transformations such as morphological 
component analysis, wavelet transform and bandlet transform are extracted and dimension reduced with 
the help of independent component analysis. The given one-dimensional features are classified using 
random forest classification, support vector machine and k-nearest neighbor. The classification accuracy 
obtained in the random forest bin class as the best classifier in fault detection is equal to 98.81%, as well 
as 91.51% sensitivity and 84.54% negative news rate, as well as 91.86% negative news rate compared to 
other the numbers showed their superiority. In the F criterion, this value has reached 0.99, which shows 
the efficiency of the proposed method. 
 
KEYWORDS: Transformer, Failure, Analysis of Morphological Components, Image Processing. 
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and analyze the collected infrared images, which can reduce the maintenance costs of transformers and 

the dependence on technicians. and reduce manpower. Therefore, it is important to develop an infrared 

image recognition method to help deal with large amounts of infrared image data. In the early stage, the 

detection based on infrared or infrared thermal was very limited by thermography and the level of 

computer calculations. Researchers focused on removing image noise with filter algorithms including 

Gaussian filter, adaptive median filter, median filter, etc. Also, the image segmentation technique, 

including object segmentation or fault region segmentation, is performed simultaneously, represented by 

threshold segmentation by the OTSU method[7-9].Gray histogram methods ]10[, K-means [10,11], 

similarity of adjacent regions, growth algorithm based on area and morphological opening and closing 

operations ]12[, edge detection ]13[ and PCNN (pulse coupled neural network) pulse) ]14[ is presented. 

In  ]15[, a new non-contact and non-intrusive method for monitoring electrical transformers and 

detecting their defects based on infrared thermography imaging techniques (IRT) imaging techniques is 

adopted. In ]16[, a method based on deep learning is proposed in transformer failure detection. In this 

paper, in addition to accuracy-based analysis, an in-depth evaluation is presented to show the most 

suitable architecture in thermal image classification. ]17[proposes a fault detection model that includes 

adaptive synthetic oversampling (ADASYN), reconstructed data method, and an improved Mask Region 

convolutional neural network  (CDCN). In ]18[, by building an object recognition system with a 

Convolutional Neural Network (CNN) frame, the Bush frame can be accurately extracted. To detect the 

fault area of bushings and the background, a pulse connected neural network based on simple linear 

iterative clustering is proposed to improve the fault area segmentation performance. In ]19[ a new 

interpretation of transformer failure analysis is proposed including new image features based on image 

processing technique. In ]20[,  it has been proposed to detect faults in the power network using Gabor 

filters. In this method, the investigated image passes through a filter bank, then the output of the filter is 

thresholded. By combining the output of different filters, a suitable pattern of the defect can be obtained. 

In [21] , in order to solve the key problem of automatic fault detection technology of power equipment, 

projected transformation has been introduced to extract the features of the thermal image in the system, 

using the characteristics of the equipment in this design. In [22] . they have proposed GLCM based 

equipment fault detection. In [23] , a new transformer failure interpretation approach has been proposed 

to detect winding short circuit fault in transformer, radial deformation and bushing faults using polar 

diagram and have introduced digital image processing in which various unique image features of a polar 

plot are extracted using geometric dimensions, invariant moments. In  [24] , an online technique is 

introduced to detect internal faults in a power transformer by constructing a voltage-current (V-I) 

location diagram to provide the current status of the transformer's health status. However, the above 

methods are only applicable for images with a relatively simple background. For those infrared images 

with complex background, the main image segmentation methods have strong limitations. In order to 

overcome these complications, multi-resolution transformation methods are proposed[25]. Wavelet 

transform is one of the important mathematical multi-resolution transforms, which obtains a time-scale 

representation of the digital signal using digital filtering techniques ]26[. In this transformation, it will 

be calculated by changing the scale of the analysis window, changing the location of the window in 

time, multiplying it by the signal and integrating it in all times. In the discrete case, filters of different 

cutoff frequencies are used to decompose the signal at different scales[27-29]. The signal is passed 

through a series of high-pass filters to analyze high frequencies and through a series of low-pass filters 

to analyze low frequencies. The degree of signal resolution, which is a measure of the amount of detail 

in the signal, is varied by filtering operations and scaled by upsampling and Subsampling 

(downsampling) [30] .Bandelet are one of the multi-resolution transforms that have been developed to 

overcome the challenges and shortcomings of the wavelet transform. Bandelet calculates a geometric 

flow of an image to better extract smooth edge information. Bandelet decomposition is applied to the 

orthogonal wavelet coefficients or wavelet filter bank of an image and is calculated by geometric 

orthogonal transformation through orthogonal filters. As a result of this process, a different 

transformation is obtained from each geometric direction and they can be processed to find the optimal 

set of filters with the best basic algorithm. The characteristics of wavelets can be manipulated by 

selecting low-pass and high-pass square mirror filters [31].Morphological component analysis (MCA) 

can decompose an image into two components[32]. The advantages of MCA include completeness and 

effectiveness. (1) Completeness: In multiscale transformation, transformation bases are built to reveal 

salient features of an image. (2) Effectiveness: The sparse representation uses a complete dictionary with 

more columns than rows and models the image of the 1-D representation as a linear combination of 
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columns (atoms) [33].The stability and reliability of a power system depends in many ways on the 

condition and health of power transformers[29]. As one of the most expensive and important elements, 

the power transformer is a very necessary element whose failure and damage may cause the power 

system to be interrupted. Therefore, it seems that transformers should be constantly inspected and 

reviewed in order to apply preventive repairs. In addition to the cost and the need for experienced 

manpower, visual inspection for power transformers is not very accurate and is always associated with 

errors. For this purpose, using methods based on image processing can be helpful[34]. Thermal or 

infrared IR cameras that work with infrared technology are an efficient way to provide preventive 

maintenance in power transformers and failure detection along with efficient image processing methods. 

It seems that it is necessary to propose a new and efficient method in diagnosing the failure of power 

transformers[35]. Therefore, in this research, a method based on the morphological component analysis 

will be presented in order to detect faults in power transformers. In the proposed method, taking 

advantage of the morphological diversity of images and the advantages of MCA, the component (carton, 

texture, and edge) is considered as a feature and will be entered into a classification for failure detection. 

The innovations of this research can be stated as follows: 

• Improving the accuracy of transformer failure detection based on the analysis of morphological 

components 

      In the following, this article is divided as follows. In the second part, the principles of image 

processing in detecting defects in infrared images are presented. In the third part, the suggestion method 

will be presented. In the fourth part, the evaluation of the proposed method will be done. Finally, the 

conclusion of the article will be presented in the fifth section. 

 

11.  MATERIAL AND METHOD 

      The passage of electric current through various circuits and components in a device, devices and 

electrical equipment is always associated with heat production, it seems that by measuring the 

temperature and preparing thermal photographs of electrical components and equipment, it is a reliable 

guide in determining the weak points that may be in The future will lead to major connections. Hot spots 

in electrical equipment are often caused by not being strong, oxidation or corrosion of connections, as 

well as asymmetry of phases or insulation failure of coils. By using IR infrared image recording 

equipment in measuring the temperature of equipment such as power transmission lines, high voltage 

substations, transformers, switches, fuses, cables and all control equipment and electrical panels, it 

reveals them before they lead to destructive events. It was solved in the electrical system [36].Unique 

information is extracted from infrared images related to electric energy distribution network equipment 

and used to show the performance status of this equipment in electric energy distribution smart 

networks. In addition to morphological features that can be observed, features such as wavelet features 

and statistical features are also effective in diagnosis. The method of analyzing infrared images in 

electrical energy distribution network equipment based on machine vision and image processing, data 

pre-processing, dimension extraction and reduction, classification and application are discussed[37]. 

 

11.1.  Wavelet Transform 
      Wavelet transformation is one of the mathematical transformations in multi-precision domains. This 

conversion is a desirable strategy for establishing an optimal balance between time accuracy and 

frequency accuracy [38]. At higher frequencies, the wavelet transform gains time-domain information at 

the cost of losing frequency-related information. While at lower frequencies, it gains frequency 

information at the expense of temporal information loss. As the Fourier transform is defined based on an 

integral, the wavelet transform can also be defined based on an integral as follows: 

𝑊
𝑋(𝑆و 𝑈 )

= ∫ 𝑋(𝑡)𝛹
𝑠 و 𝑢

+∞

−∞

(𝑡)𝑑𝑡 
(1) 

      In the above integral, the input signal x(t) is related to the wavelet by means of the transfer parameter 

u and the coherence parameter s. This transform transforms a signal into coefficients that represent time-

frequency information [39]. These coefficients have more time accuracy at high frequencies and more 

frequency accuracy at low frequencies. The homogeneity parameter enables the wavelet to exchange 

information in frequency events [40] . 

      The DWT method overcomes the drawbacks and weaknesses of the fast Fourier transform 

(FFT)[41]. Signal analysis based on FFT works well when its frequency spectrum is not dependent on 

time, in other words, it is statistically stationary, but many signals are non-stationary in nature. Time-
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frequency representation of time series signals is an attractive way to capture frequency information at 

low frequencies and time information at high frequencies. The DWT method is one of the techniques 

based on multi-resolution analysis [28]. For the signal X(t), the wavelet transform is defined as follows: 

 

(2)       𝑊𝑇𝑋 (𝑗و 𝑘) =
1

√𝑎0
𝑗

 ∫ 𝑥(𝑡) 𝛹∗ (
𝑡−𝑘𝑎0

𝑗
𝑏0

𝑎0
𝑗 )  𝑑𝑡 

 

      In equation (2), x(t) and Ψ are the initial signal and the wavelet transform function, respectively, and 

also the transmission parameter and𝑎0
𝑗
 𝑖𝑠 the scale parameter. where j represents the wavelength. 

Usually 𝑎0 = 2, so scales are sampled during a binary sequence. The sample time domain is specified 

using Kb_0. At each level of analysis, approximation coefficients CA and detail coefficients CD are 

created by passing the X(n) signal through the high-pass H and low-pass L filters [29]. Approximation 

coefficients and detail coefficients are obtained by the following equations [37]: 

 

𝐶𝐴𝑗 = ∑ 𝑋𝑗−1
∞
𝑛=−∞ (𝑛)𝑙(𝑛 − 2𝑘)                                                                                                            (3) 

𝐶𝐷𝑗(𝑘) = ∑ 𝑋(𝑛)𝑙(𝑛 − 2𝑘)∞
𝑛=−∞                                                                                                             (4) 

      

      Wavelet transform may not be the best choice for edge detection in natural images. This observation 

is based on the fact that wavelets are blind to the smoothness of edges commonly found in images. 

Therefore, there should be a new multi-resolution approach that is more flexible and efficient in 

capturing edge smoothness of images, should be used in edge detection and image segmentation 

applications. 

The bandlet approach is a multi-resolution approach in the field of curve transformation. Their reasoning 

is as follows: 

• This approach successfully removes noise, because the noise is not part of the structural 

information of the image, and the curve transform does not generate coefficients for the noise. 

• But the transformation of the curve is defined in polar coordinates, which makes it difficult to 

translate it into Cartesian coordinates. 

      For segmentation in an image and especially for finding image edges for infrared images in 

transformers, they have limitations in determining wavelet base defects, because they are not well 

adapted to detect highly anisotropic elements such as alignments in an image. Bandlet transform 

performs better than wavelet transform in displaying salient image features such as edges, lines, curves 

and contours due to its anisotropy and directionality properties. Therefore, it is suitable for multi-scale 

edge-based color image enhancement. 

Bandlet (Contourlet) conversion consists of two steps: 

Subband decomposition and directional transformation . 

      A Laplacian pyramid (LP) is first used to capture point discontinuities in the subband decomposition 

step, then directional filter banks are used to link point discontinuities to linear structures. The overall 

result is an expansion of the image using basic elements such as contour segments and curves in the 

image and is named bandlet transform. Figure 1 shows the bandlet conversion flow diagram. The image 

is first decomposed into subbands by LP transformation, and then, each detail image is analyzed by 

directional filter banks (DFB). 
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Fig. 1. Bandlet conversion performance. 

 

      In this section, the image separation method based on MCA Morphological component 

decomposition is described. The first related issue is the dimensions of the original data set, especially in 

far-infrared images with low and even appropriate spectral resolution such as hyperspectral data, and in 

order to reduce the dimensions of the data, this issue is very important. Dimensionality reduction of 

remote image classification can be done using all the original image information. 

MCA-based image segmentation is a method that allows us to separate features in an image when these 

features present different morphological aspects. For an image 𝑦 ∈  𝑅𝑁،  where N is the number of 

pixels in y, and a given texture feature, the task is to find the most sparse solution to the problem as 

follows: 

 

(5) 𝑥 = 𝑎𝑟𝑔𝑚𝑖𝑛‖𝑥‖1 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑦 = 𝐴𝑥 

 

       where 𝑥 ∈  𝑅𝐾  denotes the sparse MC coefficients, 𝐴 ∈  𝑅𝑁×𝐾  denotes the associated dictionary, 

and K denotes the number of atoms in the dictionary (usually K>N). which is a portable convex 

constrained optimization problem and can reduce the computational complexity by linear programming. 

In image texture separation, we often use MCA to decompose an image into texture and content 

components. In the work presented in [29] , MCA-based decomposition is used to classify hyperspectral 

images, where the obtained results were very promising. For a given image y with N pixels, the goal of 

MCA is to split it into two components: a smoothness component ys and a texture component yt, 

respectively. These components represent the original image under a linear combination as follows. 

where n is the remainder in the image approximation. 

(6) 𝑦 = 𝑦𝑠 + 𝑦𝑡 + 𝑛 

 

12.  PROPOSED METHOD 

      The main goal of this research is to detect transformer failures in infrared images using MCA 

principal components analysis. After improving the image quality with the help of pre-processing 

methods, MCA principal component analysis will be applied to the image. To classify and identify the 

failure, the relevant features of the cartoon texture and edge will be used for classification. The general 

block diagram of the proposed method is shown in Fig. 2. 

 

evaluation

70% data

30%

cartoon and texture 
features 

Diagnosis of 
transformer failure

Filter based 
preprocessing

Principal component 
analysis

Decomposition in 
cartoon and texture

 

Fig. 2. Block diagram of the proposed method. 
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The first step: improving the quality of the infrared image 

Infrared images consist of a gray color spectrum that lies between white and black. Sometimes, due to 

the low contrast in the image, it is very difficult to distinguish the difference between adjacent pixels 

that have very close colors. Since the defect in an equipment discussed in this research may be similar to 

the rest of the parts, it is necessary to improve the quality of the image in such a way that it becomes 

easier to detect this defect in the transformer [42] .Bidirectional filtering is used as an edge preservation 

tool in image enhancement applications [4]. Along with a low-pass spatial kernel (which helps with 

smoothing), it uses a kernel to prevent smoothing near the edges. As a result, the filter is able to smooth 

homogeneous areas and preserve sharp edges at the same time. It was shown that spatial and domain 

kernels are typically Gaussian, which can be improved by adjusting the width and center of the Gaussian 

domain kernel at each pixel, and the enhancement capacity of the two-way filter. 

 

  
Fig. 3. (a) The original image and (b) the improved rendering based on filtering in the proposed method . 

 

The second step: applying MCA principal components analysis 

Morphological component analysis (MCA) is a new method that allows us to separate features in an 

image when these features present different morphological aspects. We show that MCA can be very 

useful for decomposing images into textures, edges and piecewise smooth (cartoon)or for feature 

extraction applications. To classify the defects in the infrared images using the neural network method 

or any other classifier in machine learning, first the features based on the morphological component 

analysis (MCA) are extracted from the infrared image and by them the neural network or another 

classifier. It is taught in machine learning. 

In the framework of thin representation, a dictionary 𝑈 =  [∅1, . . . , ∅𝑇] is viewed as an N×T matrix. 

When T > N or even T >>N, the dictionary is too complete and is built by merging several dictionaries. 

An image x∈RN (an image with N pixels can be expressed as a lexically ordered 1-D vector) as a linear 

combination of elementary atoms M(M < T) of the dictionary, according to the model equation has been 

made 

(7) 𝑚𝑖𝑛𝛼∈𝑅𝑚‖𝛼‖0   𝑠. 𝑡.  𝑥 = ∅𝛼. 
(8) 𝑥 = ∅𝛼 = ∑ 𝛼[𝑖]∅𝑖

𝑖𝜖𝐼𝑚

 

where a[i] is the representation coefficients of x. IM is a subset of [43]  and Card(IM) = M. ui represents 

U atoms. Obviously, from Eq. (7), x has a large number of candidate representations. It is the thinnest 

purpose of representation. Therefore, the sparse representation problem requires the following 

minimization solution. 

 

(9) 𝑚𝑖𝑛𝛼∈𝑅𝑚‖𝛼‖1   𝑠. 𝑡.  𝑥 = ∅𝛼. 
 

The complexity of the problem is formulated in equation (9). grows exponentially with the number of 

dictionary columns because the problem is non-convex. To reduce the complexity, the non-convex l0 

scattering criterion is replaced by the l1-norm [38]. Therefore, equation (9) becomes a portable convex 

optimization problem that can be solved by the base tracking (BP) basis pursuit [39]. 

In order to extract cartoon and texture features in MCA, the infrared images are systematically 

decomposed into texture and cartoon parts. The coefficients created in the texture and cartoon layers are 

tight enough to be used for the feature. If C   and T   represent the thin representation of texture and 

cartoon images respectively, the feature vector resulting from each visualization is  c T  . BCR 

simplification based on block coordinates is used to calculate C   and T   pseudo-digram blocks. 
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Bandlet features 

The bandlet transform, which is a combination of the previous two transforms, allows us to analyze the 

image with different block sizes. The work process is that first, the image is decomposed into a set of 

wavelet bands and the analysis of each band will be by Reglet transformation. The size of the blocks can 

be changed in each level. In fact, it is a two-dimensional transformation that cannot be separated into 

one-dimensional transformations parallel to the coordinate axes. A bandlet transform is presented to 

optimally represent two-dimensional discontinuities. In this research, 2 levels of Corlott transformation 

are used. Figure (4) shows the filter banks resulting from bandlet transformation. 

 

 
Fig. 4. Bandlet filterbanks 

Fourth step: error detection 

     In order to reduce the dimension and remove duplicate information, principal component analysis has 

been used in this research. The classification model is responsible for separating and categorizing based 

on a series of input data, and as a result, it finally achieves the goal of detecting failure in the desired 

equipment. Common machine learning algorithms including K nearest neighbor (KNN), decision tree 

and random forest, support vector machine (SVM), Artificial neural network (ANN) have been used in 

this research [44] . 

13.  RESULTS 

      In this research, the proposed method will be evaluated with multiple evaluation criteria. The system for simulating 

the proposed method has hardware with 7 cores (Core™ (i7 CPU)) and a working frequency of 2.60GHz. The RAM 

available in this system is 16 GB. The Windows operating system installed on this device is version 11. The simulations 

were carried out in the used MATLAB 2020b software. The criteria of accuracy, sensitivity, positive predictive value 

and negative predictive value were used. Relationships are defined as follows. Necessary explanations regarding the 

values used in relations (10) to (12) have been stated[45]. 

 

(10) 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
  

(11) 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  

(12) 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

      In above equation True Negative :TN, False Negative :FN, True Positive :TP, False Positive :FP. 

The desired criteria in the evaluation of the proposed method have been checked separately on the 

collected database. In order to determine the best parameters in the classification and faults and 

breakdowns in transformers, several tests were conducted on the SVM and K nearest neighbor KNN 

support vector machine classifications, as well as the random forest. Based on the tests, the best 

parameters have been announced as follows: 

• In SVM window Radial based function RBF 

• In the KNN classification, Euclidean metric criteria and neighborhood radius 3 
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• 1000 trees in the forest 

In the whole classification process, 70% of the data is used for training and 30% for testing. 

 
13.1.  Research database 

     Saman Niro Sepahan Company is one of the active companies in the field of troubleshooting and 

fault detection in power networks, which uses Thermovision thermal cameras to identify faults. The 

image database used in this research is images collected by Saman Niro Sepahan Technical and 

Engineering Company. The used camera model is Trotec AC080V made in Germany. The number of 

images in this research is 300 images of different equipments including transformers, insulators, 

arresters and other equipments.  

 

13.2.  Quality evaluation 
     An example of qualitative fault diagnosis is shown in this article. Figure 5 shows the main image of 

the evaluated database. The results of Figure 6 show that the proposed method has achieved acceptable 

results. The quality of this method can be discussed from two perspectives. First, the algorithms based 

on morphological component analysis are among the most powerful zoning methods and have many 

defects in improving zoning. Second, the use of pre-processing methods has been able to reduce the 

system error to a great extent. 

 

13.3.  Quantitative assessment 
      Table 2 shows the fault results in transformer equipment without dimension reduction and with 

features based on wavelet transformation. As can be seen from Table 2, the detection results are not very 

promising and it seems that to improve the results, a suitable dimension reduction method and a suitable 

feature descriptor are needed in order to avoid overfitting and improve the results. The results of Table 1 

show the superiority of the KNN classification method in the defect in the transformer equipment in the 

state without dimension reduction. 

 
Fig. 5. The main image of existence in the database. 

 

 
Fig. 6.  Zoning and error detection in the proposed method. 

 

The results of PCA classification 

  Support vector machine, random forest and K-nearest neighbor classifiers were used to classify 

the infrared image data in the database. For classification, first pre-processing was done on the desired 
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database images. After feature extraction with the help of the proposed method, the next step of 

reduction was done with the help of PCA, then the classification was done with the help of the 

introduced classes. Table 2 shows the results of this classification. As can be seen from the results of 

Table 3, the results obtained are in a similar range. However, the KNN classifier has been able to 

perform as the best classifier with the best calculated accuracy value as well as lower sensitivity, 

higher accuracy, and although lower recall rate. The random forest classifier as well as the SVM 

classifier have similar results, and in any case, the accuracy of the results has not reached 90%. 

 

The results of the classification of the proposed method 

  The given dimensionality reduction features are classified using the proposed method based on 

main morphological components as well as multi-resolution analysis with KNN classifier and SVM 

support vector machine as well as random forest classifier. The results of the proposed method in 

Table 4 show the results of this classification. 

 

Table 1. Simulation results without dimension reduction 
Random 

forest   )%(  

Support vector machine  

)%( 

K nearest neighbor  )%(  Evaluation 

criteria 

71.76 68.13 75.26 Precision 

72.72 66.75 71.38 Sensitivity 

70.27 63.75 72.33 Accuracy 

69.43 71.89 67.21 Recall 

74.00 80.01 87.01 Criterion F 

 

Table 2. The results of the simulation with dimension reduction with the help of PCA. 
Random forest  

)%( 

Support vector 

machine  )%(  

K nearest neighbor  )%(  Evaluation 

criteria 

75.64 79.13 86.26 Precision 

66.72 80.57 81.38 Sensitivity 

76.26 83.75 89.33 Accuracy 

75.43 85.89 77.21 Recall 

74.02 80.80 87.25 Criterion F 
 

Table 3. Simulation results along with dimension reduction in the proposed method. 

Random forest  

)%( 

Support vector 

machine  )%(  

K nearest neighbor  )%(  Evaluation 

criteria 

98.18 94.10 95.81 Precision 

86.25 85.37 91.51 Sensitivity 

63.38 81.14 84.54 Accuracy 

97.87 90.87 91.25 Recall 

99.25 91.23 94.28 Criterion F 

 

      As it is clear from the results of Table 4, the RF classifier with K nearest neighbor has been able to 

get better results. It should be noted that the accuracy and sensitivity values obtained and the recall rate 

are also acceptable results. As it can be seen from the graph, the combination of the extracted features 

has led to better results, and this proves the important sub-hypothesis of this research, including the 

improvement of results in classifications by reducing the dimension with the help of the proposed 

method. This superiority is still perceptible in all the criteria used. The F criterion is also included in 

these evaluations. In this case, the random forest classifier has been able to obtain the best result with 

0.99 in the accuracy criterion as well as the F criterion with one hundred features. 
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13.4.  Comparison with other studies 
      The proposed method in this article is compared with other related researches in fault diagnosis in 

transformer equipment. These methods include RNN recurrent neural networks [32] and deep learning 

[33]. In recent years, methods based on deep learning are among the most common methods and of 

course with good efficiency. Various researches have used methods based on deep learning. Although 

these methods are acceptable and highly accurate, they require a large database for simulation. The 

desired methods for comparison have been simulated on the database of this research. Therefore, a 

correct comparison and correct evaluation has been made. The results of the comparison of the proposed 

method with the desired researches are shown in table (5). As can be seen from the results of this table, 

the proposed method has better accuracy than other methods based on deep learning. The database used 

in all these researches is the database collected in this research by Saman Niro Sepahan Company. 

 

Table 4. Comparison of the proposed method with other articles. 
Average 

accuracy Research The presented 

model 
94.10  [32 ] 2 D-CNN 

95.91  [33  ]  RNN 
99.00 - Proposed 

 

14.  CONCLUSION 

     In this research, the relationship between In this article, the proposed method for detecting defects in 

transformer equipment was evaluated in infrared images. In the proposed method, several features in the 

time domain including morphological features (edge and cartoon), multi-resolution features based on 

wavelet transform with Dabich's filter bank were also extracted. A method based on PCA principal 

component analysis was introduced. The feature vector matrix was classified by support vector machine, 

random forest and k nearest neighbor classifiers. The parameters of recall rate, precision, accuracy, 

specificity and f-criterion are evaluated in three categories: SVM, KNN and RF. The RF classification 

has the best result with numerical values higher than 99% in the proposed method in feature selection 

based on the PCA algorithm.  
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15.  INTRODUCTION 

In general, remote sensing (RS) is the technology of collecting information and taking pictures from the surface of 

the earth using aviation equipment such as airplanes, balloons or space equipment such as satellites[1, 2]. In other words, 

remote sensing is the science and art of obtaining information about any subject under investigation by a tool that is not 

in physical contact with it. The superior advantage of satellite information over other information sources is their 

repeated coverage of certain areas with a certain time interval. In remote sensing, information transmission is done using 

electromagnetic radiation (EMR) [3]. The data obtained from hyper spectral images in RS systems have been available 

to researchers since the early 1980s, and their use indicates the maturity of the technology. For the first time, the 

Hyperion probe was used by NASA in November 2000 to test the capability of an airborne vehicle. Airborne and space 

borne hyper spectral sensors (HS) sensors have many applications as one of the powerful and advanced tools in geology, 

agriculture and geography studies [4-7]. The use of this technology also began in the mid-80s, and the current advantages 

of remote sensing data and geographic information led to the development of this technology [8]. The preparation of 

hyper spectral imaging (HSI) is naturally more difficult and expensive than multispectral imaging (MSI) and this is due 

to the current advantages of these data (its high signal-to-noise ratio indicates the spectrum High quality data, as well as 

its spectral coverage and large number of channels, cause a very high spectral separation power, these data are generally 

a combination of 100 to 200 spectral bands (channels) with a thin band width between 5-10 nm, in While the data 

obtained from MS sensors are in the receiver of 5 to 10 channels with a relatively wider bandwidth (between 70-400 

nm)[9]. (This technology is almost new and is used by researchers and scientists for mineral identification. plants, 

vegetation and artificial materials are used[10]). Identifying and distinguishing the existing components and categorizing 

hyper spectral images in order to use these images optimally and with higher efficiency is one of the important issues 

for the analysis and investigation of hyper spectral images[11]. Content analysis of satellite images is important in order 

to use these images in urban planning, agriculture, forestry, as well as management of underground resources and other 

applications[12].Using satellite images, there is a greater need for automatic identification of land cover types, including 

roads, rivers, forests, and other natural and non-natural effects. which is one of the common methods of using 

ABSTRACT: 
Image segmentation is used to exploit remote sensing images with high resolution. The purpose of 
segmentation is to create different segments with common features. For example, residential areas, 
forests, rivers and other areas are obtained in subdivision. But the random position of different areas on 
the ground has caused the accuracy of segmentation methods to be low. Using deep learning methods 
can improve segmentation accuracy. In this paper, a SegNet convolution deep neural network is proposed 
for segmentation of high resolution (HR) remote sensing images. The proposed strategy is to improve the 
semantic segmentation performance of images. The proposed SegNets strategy is carried out in two steps. 
The proposed method has been evaluated with accuracy criteria and F1 score. The results show that the 
accuracy is improved by more than 4% compared to other methods based on deep learning. Also, other 
evaluation criteria such as ROC have been used. The results of this criterion also show the superiority of 
this proposed method. 
 
KEYWORDS: Segmentation, Hyper Spectral Images, Remote Sensing, Morphological Operators, 
Convolution Neural Networks. 
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segmentation methods of these images [13]. Segmentation of satellite images is a hot and active topic of remote sensing 

due to the complexity of complications and the spatial and spectral heterogeneity of the urban and non-urban 

environment (man-made and natural), which has a large variety of artificial and natural surfaces[14-16]. Segmentation 

is widely used for mapping purposes. Accurate mapping of urban land use is used for various applications, including 

information on land use, urban management, change detection, urban planning and design, and environmental 

monitoring. For this reason, it is very important to have accurate and timely information about the status and changes in 

urban areas [17]. Various segmentation techniques have been presented for satellite images [18].In the method presented 

in  [19], the classification of hyper spectral images was done using the reduction of spatial spectral dimensions. This 

method is presented to overcome the challenges of a large number of spectral bands and data heterogeneity to improve 

classification. Classification of hyper spectral images was done with SVM and guided filter. In the method [20], 

considering that the combination of spatial features has been widely used, this method was used to extract spatial features 

in spectral-spatial using directed filter to classify hyper spectral images. has been A method for classifying hyper spectral 

images is presented in [21]. Researchers, in this research, presented a new spectral, spatial classification approach based 

on texture pattern separation for hyper spectral image classification. In [22], a method based on super pixels based on 

KNN nearest neighbor classifier is presented. In [23], a new method of local binary pattern (LBP) based on super pixel 

decision-making is proposed for the classification of hyper spectral images. In this method  [24], open morphological 

transformations are used to separate bright (open) structures in the images, where bright means brighter than the 

surrounding features in the images. In [25], morphological summaries with subjective retrieval and guided MPs are first 

investigated for over-decision hyper spectral snapshot classification of city areas. Second, a supervised face extraction 

is developed to reduce the dimensionality of the morphological profiles created for prediction. In [26]proposed a joint 

hyper spectral and infrared image classification framework based on threshold-based local contain profile, where TLCP 

is a new design to suppress interference in spatial extractions. In [27], he used deep learning to quickly identify fires and 

predict possible spread for effective response in suppression. In [28], the most challenging problem of land use extraction 

in images with medium spatial resolution has been used using deep learning semantic segmentation. The random 

position, the completely random form of natural and human-made effects in satellite images has caused that the presented 

solutions cannot be effective in all applications. On the other hand, the existence of noise in these images is inevitable. 

In the existing methods for the analysis of hyper spectral images, uncertainty management has not been done properly. 

Uncertainty caused by noise, measurement error, and inaccurate content of images has a great impact on reducing the 

accuracy of identification and classification results of hyper spectral images [29]. It seems that it is necessary to provide 

useful, efficient and new methods in this field. Various methods have been proposed for image segmentation, which are 

mainly divided into five categories: thresholding, clustering, edge detection, region extraction, and feature extraction 

[30]. Since the existence of imprecise content in the images collected by remote sensing is unavoidable, it seems that 

the use of deep learning will be very efficient to remove the uncertainty and analyze the images [31]. Through the 

studies, it was found that although many studies and researches have been presented for the segmentation of satellite 

images, there is still a long way to go before reaching a favorable answer in segmentation with high accuracy. According 

to the studies conducted in the review of the research literature and the background of the research, it is clear that one 

of the most important challenges of this research is the similarity of the textures on the ground, the randomness of the 

position and shape of the textures and complications on the ground. The capabilities of fuzzy methods can be a way to 

overcome these challenges. Therefore, in this research, we have used a deep learning based method along with 

morphological operators to segment hyper spectral images. Deep learning can segment images with an acceptable 

accuracy by overcoming the limitations of uncertainty. In the following, this article is divided as follows. In the second 

part, deep learning is introduced. In the third part, the proposed method is presented with a block diagram. In the fourth 

part, the proposed method is evaluated. Finally, the conclusion of the article is presented in the fifth section. 

 

16.  DEEP NEURAL NETWORKS 

Deep neural networks are multi-layered structures. These networks are designed to strengthen and remove the 

limitations of the two-layer neural network. They have two or more layered structures, which are called intermediate 

layers of the hidden layer. The change in the number of neurons in each layer and the number of hidden layers causes a 

change in the performance of the neural network. Next, a structure of a neural network is shown in figure (1).  
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Fig. 1.Structure of a perceptron multi-layer neural network. 

 

      Since the output of each neuron is used as the input of the next neuron, the components of the neuron labeled j with 

the input of pj(t) from the previous neurons include the following: 

• The activation of the neuron state (aj(t)) depends on a selected location. 

• If a function is constant, then a threshold is constant. 

• The activation function whose goal is to activate a new one at a certain time ((t+1) of θj) with a net input pj(t). 

• The activation function whose goal is to activate a new one at a certain time ((t+1) of θj) with a net input 

pj(t)oj(t+1)=fout(aj(t). 

     It uses local for effective extraction of spatial information and joint weights to significantly reduce the number of 

parameters. Nowadays, in order to remote sensing image analysis, an unsupervised motion network has been suggested. 

To formulate a deep CNN model, unsupervised layer pre-training is used in this method. In compared to the unsupervised 

method, the supervised CNN may extract more effective features by using of class-specific information, which can be 

provided by the training examples [32]. 

 

16.1.  Deep convolution neural network 
     One of the most popular deep learning models that specialize in spatial information discovery are Convolution 

neural networks. In this section, the working mechanism of CNN is briefly introduced. CNNs are widely used to discover 

latent spatial information in applications such as image recognition, ubiquity, and object search due to their salient 

features such as regular structure, good localization, and translation invariance. In BCI, in particular, CNN is supposed 

to capture distinct dependencies among patterns associated with different brain signals. A standard CNN architecture is 

shown in Figure 2. CNN consists of an input layer, two convolution layers with each integration layer, a fully connected 

layer and an output layer. A square patch in each layer shows the processing progress of a particular set of input values. 

The key to CNN is to reduce the input data in a way that is easier to recognize and with as little loss of information as 

possible. 

 

 
Fig. 2. convolution neural network. 

 

CNN has three dense layers: convolution layer, pooled layer and fully connected layer. The convolution  layer is the 

main block of CNN, which consists of a series of filters for de convolution of the input data, followed by a non-linear 

transformation to extract geographic features. In implementing deep learning, there are several key parameters that need 

to be set in the convolution layer, such as the number of l, the size of each l, etc. The pooling layer generally follows the 

convolution layer. The purpose of the fusion layer is to gradually reduce the spatial size of the features. In this way, it 

can help reduce the number of parameters (eg, weight and basis) and computational burden. There are three types of 

integration operations: maximum, minimum, average. Take max integration as an example. The merge operation outputs 

the maximum value of the merge region in the result. Hyper parameters in the integration layer include integration 

operations, integration region size, steps, etc. In a fully connected layer, such as a basic neural network, nodes are fully 

connected to all previous activations. To extract spectral and spatial information of hyper spectral data simultaneously, 

it is reasonable to formulate 3D CNN. Furthermore, to solve the problem of over fitting caused by limited training 

samples of hyper spectral data, we design a regularization strategy, including modified linear unit (ReLU) and dropout 
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to achieve better generalization of the model. A complete CNN stage consists of a convolution layer and an aggregation 

layer. A deep CNN is built by stacking multiple convolution  layers and combining the layers to create a deep 

architecture. First, the convolution layer is introduced. The value of neuron vxij at position x of the jth feature map in 

the ith layer is shown below. 

 

(1) 

𝑣𝑖𝑗
𝑥 = 𝑔(𝑏𝑖𝑔) + ∑ ∑ 𝑤𝑖𝑗𝑚

𝑝
𝑣(𝑖−1)𝑚

𝑥+𝑝

𝑝𝑖−1

𝑝=0𝑚

 

First, the convolution layer is introduced. The value of neuron vxij at position x of the jth feature map in the ith layer 

is shown below. 

• m lists the feature map in the previous layer (the (i -1)th layer) connected to the current feature map. 

• 𝑤𝑖𝑗𝑚
𝑝

weight of position p connected to ma feature map 

• Pi is the width of the kernel towards the spectral dimensions and the bias selection of the jth feature map in the 

ith layer. 

 

17.  PROPOSED METHOD 

The main goal of this research is segmentation of hyper spectral images using deep learning method. In this regard, 

the quality of the image should be improved with the help of pre-processing methods. Then, for classification, 

segmentation should be done with the help of the proposed neural network based on convolution neural network. Figure 

3 shows the block diagram of the suggested method. In the following, the suggested approach will be presented. 

 

70 % DATA

30% DATA

A two-part decomposition 
of deep learning

Low pass filter

 
Fig. 3. Block diagram of the proposed method. 

 

       Deep neural networks have been widely used in the analysis of satellite images. Convolution neural networks are a 

type of deep neural networks that have shown their superiority in the segmentation of satellite images. CNN has been 

successfully used to segment these images. Although CNNs have shown their superiority, one of the major weaknesses 

of these methods is the need for a large historical database for training. Another is a weak generalization. SegNet is a 

type of CNN specially structured for semantic segmentation of images. But the commonly designed SegNet has only 

one mode for image segmentation, it can reduce the segmentation accuracy especially in small areas. In this paper, two-

stage SegNet is proposed for HR remote sensing image segmentation. SegNet and SegNet-Basic as a type of CNN are 

shown schematically in Figure (4). SegNet is proposed to further address the issue of incomplete boundary delineation 

observed in other FCNNs. Perhaps the most important highlight of SegNet is that it requires significantly less memory 

than others. So when large-scale processing is needed, a larger area can be processed faster. In addition, the encryption 

part of SegNet is identical to that of popular classification networks such as VGG Net. Therefore, the benefits of pre-

training can be achieved by initialization. SegNet has an encoder-decoder convolution architecture. Each encoder 
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consists of one or more convolution layers with batch normalization and nonlinear ReLU. Sampling in the decoder is 

done using max-pooling indices in the encoding sequence. The encoder is based on 13 convolution layers of the VGG-

16 network followed by 13 corresponding decoders. SegNet-Basic is a smaller counterpart of SegNet, with only four 

layers each for encoder and decoder with a fixed feature size of 64. This model is trained using stochastic descent. The 

SegNet-Basic architecture is shown schematically in Figure 4, where the blue layers represent the convolution layers, 

including the ReLU and batch-normalization layers. Red layers indicate maximum accumulation. The green layer 

represents the pitch fractional tensional layer and the yellow layer is the Soft Max layer. 

 

 
(a) 

 
(b) 

Fig. 4. Schematic of (a) SegNet, (b) SegNet-Basic architectures. 

 

      The steps of the proposed method are explained in the following steps: 

i.In the first step, the original image is applied to the grid to divide it into two classes. In the convolution neural network 

section, six convolution stages and ReLu activation function, six integration stages and three sampling stages are used. 

In this part, the image enters the convolution neural network and the output of the specified area is black and white 

binary images, in other words, the output of this network is shown in number 6. Black pixels in number 7 correspond to 

the first class, white pixels correspond to the second class. Dividing into two classes produces sharper edges compared 

to dividing into six classes at once. As explained, the selection of three subclasses of the first and second class is 

practically investigated. Based on extensive practical testing, building, tree and vegetation pixels are first class. And so, 

the road, the car, and the mess are left for second class. SegNet-Basic weights were used for more accurate segmentation 

in the next mode. 

ii. In the second step, the first class is divided into three subclasses by another network. In this step, 32 x 32 packets are 

sampled from the local neighborhood in the output database of satellite images in the previous step. The sample images 

are fed to SegNet-Basic, which has 3x3 filters and three dense layers with weights of 256, 128, and 2. There are also 

two Soft max because there is a fixed feature in the transfer in pool layers, which are also pool layers. used in this 

research. which has a batch size of 128 and cross entropy function. 1- The ReLu activity function is used to initialize 

the weights, which have a Gaussian distribution with zero mean. The training rate is also selected with an initial value 

of 0.0001. In order to avoid overtraining, this description has been increased to 0.3. The maximum number of courses 

is 1000. The rule with the least error is considered as the source model. This network will be trained with patch model. 

Also, for the final segmentation, the density layers are changed to their convolution equivalent and the loss function and 

regularization method are used to update the rules and weights. The output of this step, as shown in Figure 8, contains 

three tags: building, tree, low vegetation and some black pixels. Here, the black pixels belong to the second class, and 

the network does not decide which subclasses they belong to, i.e., the unknown pixels are black. 

iii. The third step divides the pixels of the second class that are labeled into three subclasses. 

 

Convolution Layers    
Pooling Layer    

Fractional-Stride Convolution Layer    

Soft max Layer    



Majlesi Journal of Telecommunication Devices                          Vol. x, No. x, xxxx 20xx 

234 

 

18.  EVALUATION 

 Segmentation and zoning of hyper spectral images in remote and satellite sensing has always faced many challenges. 

The random shape and position of land features, including man-made or natural features, the low contrast of these images 

has caused several methods to be presented to identify this important issue. In this research, an efficient and at the same 

time simple method based on two-stage SegNet deep learning is presented. In this article, the accuracy criterion is used 

to evaluate the proposed segmentation. Relationship 5-4 shows this important. 

 

(2) 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=
𝑁𝑇𝑃 + 𝑁𝑇𝑁

𝑁𝑇𝑃 + 𝑁𝐹𝑃 + 𝑁𝑇𝑁 + 𝑁𝐹𝑁
 

In these equations, NTP is the number of positive correct nesses, NTN is the number of negative correct nesses, NFP 

is the number of positive errors and NFN is the number of negative errors in detecting the pixel type in the input samples. 

 

4.1. Database Used 
To analyze and check the designed algorithm and compare the results of the proposed method, a set of other standard 

images have been used for evaluation. The images used in this research belong to the Indian Pines Satellite database, 

which contains a large collection of cloud spectrum images from different locations, which are prepared with different 

sizes and qualities. Different phenomena and covers can be seen in the prepared images. Urban texture, green space, 

river, sea, forest, mountain, etc. are among the textures that can be recognized by the designed algorithm in these images. 

The Indian Pines database is one of the well-known standard image sets in the field of hyper spectral image processing. 

An example of the segmentation results obtained from the implementation of the proposed algorithm in this research on 

the Indian Pines database is shown in Figure 5. The images of this standard database are used for better recognition of 

extractable areas of different colors in this image. 

 

 
Fig. 5. Segmentation of a sample image from the Indain Pines database. 

 

As mentioned earlier, the region extraction algorithm does not work properly in some parts of the 

image and the detected regions for the pixels are not evaluated correctly. In this section, we have used 

the classification error matrix to analyze the segmentation error of image areas. The analysis results of 

the used database images will be shown in this section. Figure 6 shows the error matrix analysis on a 

sample image from the Indian Pines database. Figure (6a) shows the ground truth for the extracted 

regions. Figure (6b) shows the map of the separated areas. Figure (6c) in this image shows the wrong 

detection areas in color. Figure (6 d) in this image shows the reference data guide for each region. 
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Fig. 6. Analysis of a sample image from the Indian Pines database. A) Ground truth in extracted areas. b) Separated 

regions (c) Image of misdiagnosis regions. (d) Guide to reference data for each region. 

 

4.2.Compare With Other Articles 
The proposed method manages the uncertainty in identifying image regions by using the proposed two-stage SegNet 

structure. In fact, in the images prepared in different fields, the objects may not have clear boundaries, and according to 

the conditions of the image, they cannot be easily distinguished from each other. Two-stage segmentation in SegNet 

provides accurate distinction between objects and regions of the image, and as a result, accurate demarcation in region 

detection is achieved. To achieve an accurate and fair evaluation, the results of the proposed method in this research 

have been compared with the results reported in several articles and similar research works. In this evaluation, the 

criterion under consideration is accuracy. The values presented in the results obtained from CNN algorithms, valid patch, 

Watershed + SVM method, clustering method (SVM), deep automatic encoder method, region expansion method, DBN 

method, active learning method, recurrent neural network method and Also, the proposed method in this research is 

shown in Table 1. 

 

19.  CONCLUSION 

In this research, a new SegNet architecture for semantic segmentation of HSI remote sensing images is presented. 

The proposed method uses a two-stage hierarchical configuration of FCNNs, especially SegNet-type networks, to 

achieve superior segmentation accuracy. As the simulation results show, the overall accuracy and F1 score results of the 

proposed scheme are significantly higher than the original structure of FCNN and some other competitors in the category 

of deep networks. This advantage also includes the detection of small classes and all are obtained without any post-

processing. Also, the ROC evaluation shows that the results of the proposed method are statistically reliable. 

 

Table 1. Comparing the accuracy of the results obtained from the proposed method with several other algorithms for 

the classification of the University of Pavia database. 

Accuracy obtained 

(average of cases) 

Method Reference 

83.10 Watershed + SVM 

method 

[33 ] 

62.08 Validated segmentation 

method 

[34 ] 

73.20 Clustering method (SVM) [35 ] 

97.98 Deep Auto encoder 

method 

[36 ] 

91.50 Region expansion method [37 ] 

88.00 DBN method [38 ] 

73.22 Active Learning method [39 ] 

86.33 Recurrent Neural 

Networks method 

[40 ] 

92.44 The proposed method in 

this research 

-- 



Majlesi Journal of Telecommunication Devices                          Vol. x, No. x, xxxx 20xx 

236 

 

 

As can be seen in Table 1, the suggested approach does not show the best output compared to other existing methods. 

But the accuracy obtained shows that this method is widely accepted and has a performance close to strong methods 

such as deep networks and recurrent networks. 
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20.  INTRODUCTION 

The lightning strike is a natural phenomenon that has long been the source of many human and financial injuries. 

This phenomenon is the main reason to cause line tripping and service interruption, the many numbers of accidents in 

the power system are caused by lightning which has brought a great loss to the national economy [1]. Lightning is an 

enormous flash resultant from the increase of millions of volts between clouds or between a cloud and the earth [2]. 

To prevent the destructive effects of lightning, a suitable earth system was proposed [3]. The earth system is to 

provide the electric earth with low-resister that can protect the equipment against electric shock. The effect of grounding 

resistance connected to surge arresters [4] was presented and the result shows that the grounding resistance of Surge 

Arresters can be increased to some extent without decreasing the lightning protection level [5]. Today, the surge arrestor 

is often used to protect the equipment of the power system against transient overvoltages.  

Lightning rod arrester [6] is used to keep the tower and present another tradition for lightning current. This arrester 

has reduced the potential of tower overhead and the performance of a 500 kV lighting rod arrester is tested, and employed 

in transmission arrangement. When it is linked to the tower, the top possible of the tower can be limited.  Understanding 

the nature of overvoltages and mobile waves makes it possible for manufacturers to design the appropriate level of 

insulation to protect the power systems [7].  The back flashover, direct lightning hit to a phase conductor, and lightning-

induced voltage are the category of lightning overvoltages.  A statistical technique was used to investigating the energy 

absorption of each surge arrester to take into account the lightning parameter randomness [8]. A probabilistic evaluation 

of the energy absorption capability of transmission line surge arresters (SAs), based on the Monte-Carlo method was 

presented. 

We propose investigating the factors affecting the voltage and energy absorbed by the arrester when the lightning 

strikes the system power and the design of an artificial neural network [9] to estimate the energy of the arrester. So that 

the error neural network [10] can be neglected and it is possible to use this neural network to estimate the power of the 

arrester in the power system.  

The energy source estimation using the neural network [11] has not been done before. With this method, the accuracy 

level.  To study the characteristics of power line arrays in high voltage substations and power lines, the EMTP Works 

ABSTRACT: 
In power systems, the transmission and distribution networks of electrical energy rely heavily on the 
performance of various equipment. Any malfunction within these systems can lead to network 
interruptions, short circuits, and power failures. Arresters are critical devices used to limit transient 
overvoltages caused by lightning strikes and switching events in transmission and distribution networks. 
These arresters protect equipment from transient overvoltages while ensuring that they do not react to 
temporary overloads. Their effectiveness is influenced by environmental conditions, such as humidity and 
pollution. This research aims to analyze the factors affecting voltage and energy absorption during 
lightning strikes on power systems. Additionally, we focus on designing an artificial neural network (ANN) 
to estimate the energy absorbed by the arrester, minimizing the error of this neural network. The results 
demonstrate that the ANN can effectively estimate the power of the arrester within the power system, 
providing a valuable tool for enhancing system reliability and performance. This study contributes to the 
understanding of arrester behavior under transient conditions and offers a novel approach to estimating 
their energy absorption capabilities using advanced computational techniques. 
 
KEYWORDS: Arresters, Lightning, Neural Network, Power Systems. 
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software [12] is a very useful tool for simulating the power system. So, using EMTP Works software, we first identified 

the effective factors on the amount of voltage and energy depleted on the arrester when the lightning strikes into the 

power system. Then, after identifying the factors affecting the voltage and energy of the arrester, with the help of the 

MATLAB software, we designed an artificial neural network [13]. The neural network can be neglected and it is possible 

to estimate the power of the arrester in the power system. The arrester must have sufficient absorption capacity to 

withstand the thermal shock caused by the shock absorber discharge. A choice of energy capacity for a surge arrester 

depends on many factors, including practical experience, statistics on network connections, storm statistics with 

lightning strikes and information about the line drainage class. Choosing the right amount for the energy of an arrester 

is very difficult, which is possible using the neural network [14] in this paper. This network has an amount of non-

critical error to predict the energy of the archer so this network Nervous system as a power surge arrester in the power 

system. 

 

21.  MATERIALS AND METHODS 

The ZnO arresters [15] have important dynamic and frequency characteristics for lightning waves and other waves 

with a rapid wavefront.  In the simulation, the arrester is simulated with a nonlinear resistance. The lightning waves have 

a fast front slope therefore; the dynamic effects are provided for the ZnO arresters. Fig. 1 shows the proposed model for 

The ZnO arrester. For waves with a slow front, the RL filter shows the small impedance. The value of the impedance of 

the RL filter is very important in waves with high-speed wavefront [16]. The practical arrester data be given by: 

 

𝐿0 = 0.33𝜇𝐻 𝐿1 = 32𝜇𝐻 𝐶 = 0.031𝑛𝐻 

𝑅0 = 170𝛺 𝑅0 = 105𝛺  

 

 

 
  

Fig. 1. Frequency model of ZnO arrester. 
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Where d is the length of the arrester in meters, n is the number of parallel columns consisting of disks ZnO, L0 is 

magnetic inductance due to adjacent fields of arrester or ring inductance including transformer and arrester, R0 is to 
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stabilize integral calculations and c is a capacitor of the arrester. To calculate the energy of the archer, the power of the 

arrester is calculated then, the energy of the archer can be achieved following equation: 

 

(2) =
t

dPtE
0

)()(  

 

Where 𝐸(𝑡) is the energy and 𝑃(𝜏) is the power. The archer's energy mainly depends on three factors, the current 

intensity of the lightning wave, the sequence duration time of the lightning wave behind, and the resistance of the tower 

foot. The current intensity of the lightning wave and the sequence duration time of the lightning wave behind have a 

random nature and the resistance of the tower foot has a selective nature. Therefore, by changing the resistance of the 

tower foot, the stress of the energy entered by the arrester can be changed. 

 

22.  RESULTS   

 When lightning happens, it may collision to phase conductor or wire guard. The simulation operation was performed 

for the lightning collision to once to the wire guard and once to the phase conductor.  

To investigate and compare the affecting factors on the voltage and energy of the arrester, before the simulation, a 

base state was required. The base state should not be too small or too large. If these parameters are small, the factors 

affecting the voltage and the energy of the arrester are not possible. If the parameters of the base state are large, we will 

give the incorrect and unrealistic values of the voltage and energy values of the arrester.  These parameters can be 

achieved with a test and error model. We consider the base state as Table 1. 

 

Table 1. The base state parameters for investigating the voltage and energy of the arrester. 

 
     Rfoot (base)(Ω) 

 

Span Length(base)(m) th (base) (µs) 

 

tf (base) (µs) 

 

Isurg (base) )KA) 

 
 

 200 450 200 8 
100  

     
  

The simulation results were obtained for measuring the voltage and energy when a lightning strike hit the wire guard 

and phase conductor. It is estimated that by gathering this information, the amount of network load can be measured to 

appropriately design and utilize arresters. All energy values in the tables are expressed in joules, and all voltage values 

are presented in kilovolts. 

 

Table 2. Energy stress of the arrester with change in the intensity of the lightning current. 

 140 120 100 80 50 35 20 10 I(KA) 

 5401 36845 22253 10915 642 8 3 2 
E (Guard 

wire) 

 20610291 16811545 13196658 9792491 5079131 2991618 1279274 314819 
E (Phase 

inductor) 

 

As can be seen from the table above, if the other parameters remain constant, E (Guard wire) initially increases and 

then decreases. The sharpness of E (Phase inductor) increases. 

 

 

 

Table 3. Voltage stress of the arrester with change of the intensity in the lightning current. 

 140 120 100 80 50 35 20 10 I(KA) 

 582 490 386 281 118 33 11 3 V (Guard wire) 

 1273 1231 1182 1126 1015 962 907 834 V(Phase inductor) 
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Table 3 shows that if the lightning current is variable, the sharpness of E (Guard wire) and E (Phase inductor) increases. 

 

Table 4. Energy stress of the arrester is presented with changes in the duration time of the lightning wave.  

 250 200 150 100 50 20 th(𝜇𝑠) 

 23763 22253 18723 11390 1999 3 E (Guard wire) 

 15593095 13196658 10521206 7505276 3615554 928714 E (Phase inductor) 

 

In this table, with increasing time behind sequence duration time of the lightning wave, (Phase inductor) increases. 

 

Table 5. Voltage stress of the arrester with change behind sequence duration time of the lightning wave.  

 250 200 150 100 50 20 th(𝜇𝑠) 

 387 386 384 379 362 315 V (Guard wire) 

 1226 1219 1205 1193 1181 1173 V(Phase inductor) 

 

Table 5 demonstrates that as the duration time of the lightning wave increases, both V (Guard wire) and V (Phase 

inductor) increase. 

 

Table 6. Energy stress of the arrester with a change of resistance of the tower foot. 

 500 400 300 200 100 50 Rfoot(Ω) 

 186089 159079 122333 74878 22253 1403 E (Guard wire) 

 13183057 13185333 13188450 13192783 13196658 13206049 E (Phase inductor) 

 
Table 7.  Voltage energy stress of the arrester with change of resistance of the tower foot. 

 500 400  300 200 100 50 Rfoot(Ω) 

 762 742  712 662 386 172 V (Guard wire) 

 1114 1128  1139 1150 1174 1183 V(Phase inductor) 

 

The effect of tower footing resistance on the voltage and energy of the lightning arrester is illustrated in Tables 6 

and 7. It is summarized that when a lightning strike hits a phase inductor, the arrester's energy and voltage decrease as 

the tower footing resistance increases. An inverse relationship exists between tower footing resistance and the voltage 

and energy of the lightning arrester. Conversely, when a lightning strike impacts the guard wire, an increase in tower 

footing resistance leads to a rise in both the energy stress and voltage of the arrester. In this scenario, a direct relationship 

is observed. 

According to the results, the main factors controlling energy absorption have been identified. Currently, neural 

networks are employed for various pattern-recognition tasks, including line recognition, speech recognition, and image 

processing. They are also utilized for classification issues such as text or image categorization. An artificial neural 

network has been designed to estimate the energy absorbed by the arrester, focusing on minimizing the error of this 

neural network. It is noteworthy that the neural network can effectively estimate the energy of the arrester within power 

systems. 

Although deep learning is a newer approach today, the use of simple neural networks for estimating the energy of 

surge arresters offers significant advantages. One of these advantages is high prediction accuracy. Neural networks are 

capable of learning complex patterns and relationships within data, leading to more precise predictions of energy 

absorption during lightning strikes. Additionally, these networks can be trained on historical data, allowing them to 

adapt to various environmental conditions and changes in lightning characteristics. 

Moreover, efficiency in data processing is another benefit of using neural networks. These networks can process 

large volumes of data quickly and effectively, enabling real-time analysis and decision-making. Furthermore, by 

automating the estimation process, the likelihood of human error in calculations and assessments related to surge 

arresters is reduced. Ultimately, the accuracy in estimating the energy absorbed by surge arresters contributes to 

enhancing the reliability and stability of electrical systems. 
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The use of simple neural networks has significant advantages over deep learning methods. One of these advantages 

is the simplicity and speed of training. Simple neural networks typically have fewer structures and therefore require less 

computational resources. This results in reduced training time and a faster model development process, especially in 

projects that require quick implementation [17]. 

Additionally, the reduced risk of overfitting is another benefit of using simple neural networks. With fewer 

parameters in these types of networks, the likelihood that the model becomes overly dependent on the training data and 

fails to generalize well to new data is lower. This characteristic is particularly important in applications where training 

data is limited or insufficient [18]. Although deep learning and artificial intelligence are suitable methods, they can be 

utilized in future research. 

The number of neurons in the hidden layer was determined using the test and error method. After testing, 10 neurons 

were selected as the optimal number that produced the best convergence between the generated results and the training 

data. The neural network consists of three layers: an input layer containing 3 neurons, a hidden layer containing 10 

neurons, and an output layer containing 1 neuron (Fig. 2). 

 

 

 
Fig. 2. MLP neural network designed. 

 

Selecting input-output data is very important for network education. This information should include various 

conditions and conditions that may occur in the actual system so that the neural network [19] experiences different 

conditions and is resistant to various inputs. The current intensity of the lightning wave, the sequence duration time of 

the lightning wave behind, and the resistance of the tower foot are inputs and the energy of the arrester is the output 

factor of the neural network [20] model. (Fig. 3) 

 
Fig. 3. The general scheme of the MLP neural network. 

The amount of the lightning current between 4-140KA, the sequence duration time of the lightning wave behind 

between 20-250μs, and the R foot value increased by 9 steps and at each step of 50 ohms, ranging from 100 ohms to 

500 ohms. 
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Fig. 4. Regression status of learning, testing, verification, and data allowed data when hit lightning phase conductor. 

 

The energy values of the arrester were obtained in two scenarios: when lightning struck the phase conductor and 

when it impacted the wire guards. For each scenario (lightning strike on the phase conductor and wire guard), a total of 

29,187 input/output samples were considered for network training. To enhance training efficiency and accommodate 

the energy array sizes, all input-output data were normalized using the non-linear log2X function within the interval 

(2.24). 

After designing the network, simulated results were obtained through the inverse method of normalization. It was 

noted that normalizing the results caused them to differ from the original values. To retrieve the original results, a reverse 

normalization process was necessary. 

Once the neural estimator was developed and subjected to various inputs while determining appropriate network 

weights, it could be utilized to estimate the energy absorbed by the arrester in the power grid. In the designed neural 

network, which aims to predict the energy of the arrester during collisions, the regression status of training, testing, and 

verification data is illustrated for lightning strikes on the phase conductor in Fig. 4. This graph displays the output in 

relation to the target. The vertical axis represents the optimal measured value and the maximum coefficient (μ), which 

indicates the degree of difference that should be reflected in the diagram. The target variable corresponds to impacts 

with either a guard wire or phase conductor, varying from 0 to 25. 

Ideally, when the calculated outputs are almost in line with the target outputs, the graph is in a straight line with a 

gradient of 45 degrees and can be used to accurately the results. The mean square error (MSE) [21] in the training, test, 

and confirmation data was illustrated for each repetition in Fig. 4. The vertical axis gives the average output error of the 

applied 3 data. This figure is the best condition where the error rate is close to real. 
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Fig. 5. MSE status in educational, testing, and verification data for each repetition when attacking the lightning to 

the phase conductor. 

 

In Fig. 5, the average errors of confirmed data, test data, and historical data (real) are represented by the green, red, 

and blue colors, respectively. The error rate is calculated for each iteration, and the optimal mode, where the error rate 

closely aligns with reality, is indicated by a circle in the diagram. It is observed that after 1,476 iterations, no further 

changes occur, and the error stabilizes at that point. This indicates that the network's error is unlikely to decrease further 

after 1,476 iterations. Therefore, lightning strike data can be effectively integrated into the power network with a good 

fit. 

 
Fig. 6. Regression status of learning, testing, verification and data allowed data when hit lightning to the wire 

guard. 

 

Figures 6, and 7 show data regression and the mean squared error of output, respectively when the lightning strikes the 

guard wire.  
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Fig. 7. MSE status in educational, testing, and verification data for each repetition when attacking the lightning to 

the wire guard. 

 

      In this case, the network error after 1371 times, there is no longer the probability of it, and so it is possible to easily 

load the loaded lightning with a good ratio to the power grid.  

 

23.  CONCLUSIONS  

The results of this study highlight the critical role of surge arresters in limiting transient overvoltages in power 

systems. By utilizing EMTP Works software, the transient states within the network were accurately simulated, allowing 

for a detailed analysis of the voltages and energies absorbed by the arresters during lightning strikes. It was determined 

that the energy and voltage experienced by the arresters are influenced by three key factors: the intensity of the lightning 

wave, the duration of the lightning wave, and the resistance at the tower's base. 

Through this research, significant insights into the parameters affecting arrester performance were gained. The 

implementation of a powerful neural network provided a robust tool for estimating energy surges, yielding a low error 

rate in predictions. This advancement demonstrates that neural networks can effectively model complex behaviors in 

power systems, ultimately enhancing the reliability and protection offered by surge arresters against transient 

overvoltages. 
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1. INTRODUCTION

The Internet of Things refers to a network of interconnected physical objects or "things" embedded with sensors, 

software, and other technologies that enable them to collect and exchange data with other devices and systems over the 

internet [1]. These objects can range from everyday items such as household appliances, wearable devices, and vehicles 

to more specialized equipment used in industrial settings, healthcare, agriculture, and beyond [2-3]. The core concept 

behind the IoT is to create a seamless ecosystem where devices can communicate with each other, share information, 

and perform tasks autonomously without requiring human intervention [4-5]. This interconnectedness allows for the 

creation of smart environments where data collected from various sensors can be analyzed and utilized to improve 

efficiency, enhance decision-making processes, and enable new services and applications [6]. 

The IoT ecosystem comprises several key components essential for its operation and functionality [7]. Firstly, 

sensors and actuators are integral devices embedded within physical objects. Sensors collect data from the surrounding 

environment, while actuators execute actions based on received instructions [7-8]. Connectivity is another vital 

component, as IoT devices rely on various communication technologies such as Wi-Fi, Bluetooth, cellular networks, 

and low-power wide-area networks (LPWAN) to transmit data to other devices or centralized systems. Data processing 

and analytics play a crucial role in deriving insights from the collected data [9]. This involves real-time processing and 

analysis using cloud computing platforms or edge computing devices to extract meaningful information for decision-

making. Applications and services form the next key component, utilizing the data and insights generated by IoT devices 

to develop a wide range of applications across industries [10]. These applications include smart home automation, 

remote healthcare monitoring, predictive maintenance in manufacturing, precision agriculture, and smart city initiatives 

[11-13]. Finally, security and privacy are paramount considerations in the IoT ecosystem. Given the sensitive nature of 

the transmitted and stored data, robust security measures and privacy protection mechanisms are essential to prevent 

unauthorized access, data breaches, and misuse of personal information [14]. This ensures the integrity and 

confidentiality of the data exchanged within the IoT network. Overall, the IoT holds immense potential to revolutionize 

ABSTRACT: 
Authentication is a critical aspect of securing Internet-of-Things (IoT) platforms, ensuring only authorized 
devices and user’s access sensitive data and services. One critical aspect of IoT is ensuring secure and 
anonymous authentication protocols to safeguard sensitive data. This paper presents a comprehensive 
review of authentication methods specifically tailored for IoT environments. Through an extensive analysis 
of existing literature, various authentication techniques in IoT environments are explored. The review 
covers key aspects such as security mechanisms, privacy preservation techniques, scalability, and 
usability of these protocols.  Furthermore, the paper discusses challenges unique to IoT authentication, 
such as resource constraints, scalability, and resilience against diverse cyber threats. Various 
authentication protocols and frameworks applicable to IoT ecosystems are analyzed, highlighting their 
strengths, weaknesses, and suitability for different IoT use cases. Additionally, the review examines recent 
advancements in authentication technologies like blockchain in the context of IoT security. Insights from 
this review aim to provide researchers and practitioners with a deeper understanding of IoT authentication 
methods and inform the development of robust, efficient, and scalable authentication solutions for IoT 
platforms. 
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various aspects of our lives, offering unprecedented levels of connectivity, efficiency, and convenience [15]. However, 

it also presents challenges related to interoperability, security, privacy, and ethical considerations that need to be 

addressed as the IoT continues to evolve and expand [16]. 

Security in the IoT is critical due to the vast network of connected devices vulnerable to cyber threats [17]. Ensuring 

IoT security involves several key measures. First, device authentication and authorization protocols are essential to 

verify the identity and permissions of devices. Secondly, data encryption is crucial to protect the confidentiality and 

integrity of information transmitted between devices and servers [18].. Additionally, robust security updates and patch 

management are needed to address vulnerabilities promptly. IoT devices should also implement secure communication 

protocols like TLS/SSL to safeguard data in transit. Furthermore, network segmentation can limit the impact of breaches 

by isolating critical systems from potentially compromised devices. Finally, user awareness and privacy protection are 

vital considerations. Implementing these measures comprehensively is crucial for building trust in IoT systems and 

safeguarding against evolving cyber threats [19]. 

Authentication in IoT involves verifying the identity of devices, users, or applications before allowing access to IoT 

networks or services [20]. Cryptographic techniques such as digital certificates and secure tokens are commonly used 

for device authentication, ensuring only trusted devices can interact within IoT ecosystems. Biometric authentication, 

like fingerprint or facial recognition, adds another layer of security for user access to IoT devices [21]. Multi-factor 

authentication (MFA) is also vital, requiring multiple credentials for verification, enhancing security against 

unauthorized access. Secure communication protocols like TLS/SSL are integrated into IoT authentication processes to 

encrypt data during transmission, safeguarding against eavesdropping and tampering. Strong authentication mechanisms 

are crucial in IoT to mitigate cyber threats, protect privacy, and maintain the integrity of interconnected systems in 

increasingly complex and dynamic IoT environments [22]. 

This paper offers a comprehensive examination of security challenges and prerequisites within the IoT framework, 

employing a layer-oriented strategy. It subsequently conducts a current assessment of diverse authentication methods 

employed in IoT systems. Employing a multi-faceted classification approach, it evaluates and contrasts existing 

authentication protocols, elucidating their strengths and weaknesses. 

The remainder of the paper is organized as follows: Section 2 describes IoT architecture. Section 3 describes security 

in IoT. Section 4 presents a taxonomy of IoT authentication schemes. Section 5 reviews previous works on authentication 

methods in IoT, describing the advantages and disadvantages of each. Section 6 presents the evaluation and comparison 

of methods. Finally, the conclusion is presented in Section 7. 

 

2. IOT ARCHITECTURE 

While traditional Internet connects people to a network, IoT has a different approach in which it provides Machine-

to-Machine (M2M) and Human-to-Machine (H2M) connectivity, for heterogeneous types of machines in order to 

support variety of applications [23-24]. Connecting a huge number of heterogeneous machines leads to a massive traffic, 

hence the need to deal with the storage of big data [25]. Therefore, the TCP/IP architecture, does not suit the needs of 

IoT regarding various aspects including privacy and security, scalability, reliability, interoperability, and quality of 

service [26]. Although numerous architectures were proposed for IoT, there is still a need for a reference architecture. 

The basic architecture model proposed in the literature is a five-layer architecture, as shown in Figure 1. The IoT layerd 

architecture provides a structured framework for designing and implementing IoT systems. It consists of several layers, 

each serving specific functions to enable the seamless integration of devices, data, and applications in IoT environments 

[27]. 

• Perception Layer: This layer comprises sensors, actuators, and other devices that interact with the physical 

environment to collect data. Sensors gather information such as temperature, humidity, and motion, while actuators 

perform actions based on received instructions. 

• Network Layer: The network layer facilitates communication between devices, allowing them to transmit data to 

each other or to centralized systems. It includes various communication technologies such as Wi-Fi, Bluetooth, 

Zigbee, and cellular networks. 

• Middleware Layer: The middleware layer provides services for data processing, storage, and management. It 

includes components such as data brokers, message queues, and protocol converters, which ensure interoperability 

and scalability in IoT systems. 

• Application Layer: The application layer hosts IoT applications and services that utilize the data collected from 

devices to deliver value-added functionalities. This includes applications for smart home automation, industrial 

monitoring, healthcare management, and more. 

• Business Layer: The business layer encompasses the business logic, rules, and processes that govern IoT 

operations. It includes components for data analytics, decision-making, and business intelligence, enabling 

organizations to derive insights and make informed decisions based on IoT data. 
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By following the IoT Generic Architecture, organizations can design and deploy scalable, interoperable, and secure 

IoT solutions that effectively harness the power of connected devices to drive innovation and improve efficiency across 

various industries. Figure 1 shows the 5-layer architecture of the Internet of Things. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Five-layer architecture. 

 
3. SECURITY IN IOT  

Security issues in the IoT pose significant challenges due to the extensive interconnectivity of devices and diverse 

deployment scenarios. Common concerns include weak authentication and authorization, leaving devices vulnerable to 

unauthorized access and control [28]. Inadequate encryption of data transmission exposes sensitive information to 

interception and compromise. Vulnerabilities in firmware and software, coupled with insecure communication 

protocols, create opportunities for exploitation by cyber attackers [29]. Physical security risks, such as tampering and 

theft of devices, further compound these challenges. The absence of standardized security protocols and privacy 

concerns regarding data collection exacerbate the situation. Addressing these issues requires a comprehensive approach 

involving robust authentication and encryption mechanisms, regular updates to firmware and software, secure 

communication protocols, enhanced physical security measures, industry-wide standardization efforts, and prioritization 

of user privacy and data protection. By adopting these measures, organizations can mitigate the risks associated with 

IoT deployments and build trust in IoT technologies [30]. 

 

3.1.  Perception Layer Security Issues and Requirements 
The Perception Layer in the IoT ecosystem comprises sensors, actuators, and other devices that interact with the 

physical environment to collect data. Security issues and requirements in the Perception Layer are critical due to the 

direct interaction of these devices with the physical world and the sensitive data they collect. Some common security 

issues and requirements in the Perception Layer include [31-32]: 

• Unauthorized Access: Without proper authentication mechanisms, malicious actors may gain unauthorized access 

to sensors or actuators, leading to data manipulation, device tampering, or physical damage. 

• Data Integrity: Ensuring the integrity of data collected by sensors is essential to prevent tampering or manipulation, 

which could result in inaccurate or misleading information being processed by IoT systems. 

• Confidentiality: Protecting the confidentiality of sensor data is crucial, especially in applications where sensitive 

information such as personal health data or industrial secrets is being collected. Encryption and access control 

mechanisms can help safeguard sensitive data from unauthorized disclosure. 

• Device Authentication: Authenticating devices within the Perception Layer is essential to ensure that data is collected 

from trusted sources. Strong authentication mechanisms, such as digital certificates or secure tokens, can prevent 

spoofing or impersonation attacks. 

Business 

Application 

Middleware 

Network 

Perception 

 



Majlesi Journal of Telecommunication Devices                      Vol. 13, No. 4, December 2024 
 

250 

 

• Physical Security: Physical security measures are necessary to protect sensors and actuators from physical tampering, 

theft, or damage. Installing devices in secure locations, implementing tamper-proof enclosures, and monitoring for 

physical intrusions can help mitigate these risks. 

• Resilience to Environmental Factors: Sensors deployed in harsh or unpredictable environments may be vulnerable 

to damage from environmental factors such as extreme temperatures, moisture, or electromagnetic interference. 

Designing sensors with robust enclosures and protective coatings can enhance their resilience to environmental 

hazards. 
Addressing these security issues requires a multi-faceted approach, including the implementation of strong 

authentication mechanisms, encryption techniques, physical security measures, and resilience to environmental factors. 

By addressing these requirements, organizations can ensure the security and reliability of the Perception Layer in IoT 

deployments. 

 

3.2.  Network Layer Security Issues and Requirements 
The network layer of IoT systems faces several security issues due to the distributed nature of devices and the diverse 

communication protocols used. Here are some common security issues and requirements for the network layer of IoT 

[33-34]: 

• Data Confidentiality: Ensuring that data transmitted over the network is encrypted and only accessible to authorized 

parties. This prevents eavesdropping and data interception by malicious actors. 

• Data Integrity: Guaranteeing that data remains unchanged during transmission and reception. This prevents 

tampering with data in transit, which could lead to unauthorized modifications or disruptions to IoT operations. 

• Authentication and Access Control: Implementing mechanisms to authenticate devices and users before granting 

access to IoT networks and resources. This prevents unauthorized devices from joining the network and unauthorized 

users from accessing sensitive data or controlling devices. 

• Device Identity Management: Managing and securely storing unique identities for IoT devices to prevent spoofing 

and impersonation attacks. This ensures that only legitimate devices can communicate with each other and with 

backend systems. 

• Network Segmentation: Partitioning IoT networks into separate segments or VLANs to isolate traffic and limit the 

potential impact of security breaches. This prevents lateral movement by attackers and contains security incidents to 

specific parts of the network. 

• Firewalls and Intrusion Detection/Prevention Systems (IDS/IPS): Deploying firewalls and IDS/IPS solutions to 

monitor and filter network traffic for signs of malicious activity. This helps detect and block unauthorized access 

attempts, malware, and other network-based threats. 

• Secure Communication Protocols: Using secure communication protocols such as Transport Layer Security (TLS), 

Datagram Transport Layer Security (DTLS), and Message Queuing Telemetry Transport (MQTT) with appropriate 

encryption and authentication mechanisms. 

• Network Traffic Encryption: Encrypting all network traffic, including data exchanged between IoT devices, 

gateways, and backend servers. This prevents unauthorized interception and ensures the confidentiality of sensitive 

information. 

• Secure Remote Management: Implementing secure methods for remotely managing and updating IoT devices, such 

as over-the-air (OTA) firmware updates and secure device management protocols. This reduces the risk of 

vulnerabilities being exploited due to outdated software or misconfigurations. 

• Resilience and Redundancy: Building resilience into IoT networks through redundancy, failover mechanisms, and 

disaster recovery plans. This helps mitigate the impact of network outages, DDoS attacks, and other disruptions to 

IoT operations. 
 
3.3.  Middleware Layer Security Issues and Requirements 

The middleware layer in IoT systems plays a crucial role in processing, aggregating, and managing data collected 

from the perception layer before it's sent to the application layer. Ensuring security at this layer is essential for protecting 

sensitive data, maintaining system integrity, and preventing unauthorized access. Here are some common security issues 

and requirements for the middleware layer in IoT [35-36]: 

• Data Encryption and Secure Data Handling: Data processed and stored within the middleware layer should be 

encrypted to protect against unauthorized access and interception. Encryption mechanisms such as Advanced 

Encryption Standard (AES) should be employed to ensure data confidentiality. 
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• Access Control and Authentication: Implementing robust access control mechanisms to regulate access to 

middleware components and data. User authentication and authorization mechanisms should be in place to ensure 

that only authorized individuals or systems can interact with the middleware layer. 

• Secure APIs and Communication Protocols: Ensuring that APIs and communication protocols used within the 

middleware layer are secure and resistant to attacks such as injection, tampering, and eavesdropping. Secure 

protocols like HTTPS and Message Queuing Telemetry Transport (MQTT) with TLS encryption should be used for 

communication between middleware components. 

• Integrity Checking and Validation: Implementing mechanisms to verify the integrity of data processed within the 

middleware layer. Data integrity checks, digital signatures, and message authentication codes (MACs) can be used 

to ensure that data has not been altered or tampered with during processing. 

• Secure Configuration and Management: Ensuring that middleware components are configured securely and kept up-

to-date with security patches and updates. Secure configuration management practices should be followed to 

minimize the risk of misconfiguration-related security incidents. 

• Auditing and Logging: Implementing logging and auditing mechanisms to track and monitor activities within the 

middleware layer. This helps detect and investigate security incidents, unauthorized access attempts, and other 

suspicious activities. 

• Secure Integration with External Systems: When integrating with external systems or third-party services, ensuring 

that secure integration practices are followed. Secure authentication, data encryption, and secure API endpoints 

should be used to protect data exchanged between middleware components and external systems. 

• Secure Data Storage: If the middleware layer stores data temporarily or persistently, ensuring that data is stored 

securely with appropriate access controls, encryption, and data retention policies. Secure storage mechanisms should 

be used to protect sensitive data from unauthorized access or disclosure. 

• Resilience and Fault Tolerance: Building resilience and fault tolerance into the middleware layer to ensure continued 

operation in the event of system failures, disruptions, or cyberattacks. Redundancy, failover mechanisms, and 

disaster recovery plans should be in place to minimize downtime and data loss. 

• Security Monitoring and Incident Response: Implementing security monitoring tools and incident response 

procedures to detect and respond to security threats and breaches in real-time. Security events should be logged, 

analyzed, and acted upon promptly to mitigate risks and minimize the impact of security incidents. 

 

3.4.  Application Layer Security Issues and Requirements 
The Application Layer in the IoT ecosystem is responsible for processing and analyzing data collected from sensors 

and actuators to derive meaningful insights and enable various applications and services. Security issues and 

requirements at the Application Layer are crucial to safeguard sensitive data and ensure the integrity and availability of 

IoT systems. Some common security issues and requirements in the Application Layer include [37-38]: 

• Secure Data Storage and Processing: Ensuring the secure storage and processing of data within IoT applications is 

essential to prevent unauthorized access, data breaches, and tampering. Encryption techniques and access control 

mechanisms should be employed to protect sensitive data stored in databases or processed by applications. 

• Authentication and Authorization: Implementing robust authentication and authorization mechanisms within IoT 

applications is vital to verify the identity of users and devices and control their access to sensitive resources. Strong 

authentication methods, such as multi-factor authentication or biometric authentication, can help prevent 

unauthorized access to IoT applications. 

• Secure Communication Protocols: Utilizing secure communication protocols, such as HTTPS or MQTT with 

TLS/SSL, is essential to encrypt data transmission between IoT devices and backend systems. Secure protocols help 

protect data from interception and eavesdropping by malicious actors and ensure its confidentiality and integrity 

during transmission. 

• Vulnerability Management: Regularly updating and patching IoT applications to address known security 

vulnerabilities is crucial for maintaining their security posture. Vulnerability management processes should be 

implemented to identify, prioritize, and remediate security flaws in IoT applications in a timely manner. 

• Secure APIs and Interfaces: Securing APIs and interfaces used by IoT applications to interact with external systems 

or services is essential to prevent unauthorized access or manipulation of data. Implementing authentication, access 

control, and encryption mechanisms for APIs and interfaces helps protect sensitive data and prevent security 

breaches. 

• Data Privacy and Compliance: Ensuring compliance with data privacy regulations and standards, such as GDPR or 

HIPAA, is essential for protecting the privacy of user data collected and processed by IoT applications. Implementing 
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privacy-by-design principles, data anonymization techniques, and data access controls can help ensure compliance 

with regulatory requirements and protect user privacy. 
Addressing these security issues requires a comprehensive approach, including the implementation of secure data 

storage and processing practices, robust authentication and authorization mechanisms, secure communication protocols, 

vulnerability management processes, secure APIs and interfaces, and adherence to data privacy and compliance 

requirements. By addressing these requirements, organizations can enhance the security and trustworthiness of IoT 

applications and protect sensitive data from unauthorized access or manipulation. 

 

3.5. Business Layer Security Issues and Requirements 
The Business Layer in the IoT ecosystem is responsible for managing business logic, workflows, and interactions 

between different components of the IoT system. Security issues and requirements at the Business Layer are crucial to 

safeguard sensitive business data, ensure the integrity of business processes, and protect against various cyber threats. 

Some common security issues and requirements in the Business Layer include [39]: 

• Access Control and Authentication: Implementing robust access control mechanisms and authentication protocols 

helps control access to business-critical resources and ensures that only authorized users or devices can interact with 

the business layer. Role-based access control (RBAC), multi-factor authentication, and strong authentication 

mechanisms help enforce access policies and prevent unauthorized access to sensitive business data and 

functionalities. 

• Secure Business Logic: Ensuring the security of business logic and workflows is essential to prevent exploitation by 

malicious actors seeking to compromise the IoT system. Implementing secure coding practices, input validation, and 

output encoding techniques helps mitigate the risk of injection attacks, such as SQL injection or code injection, 

which can lead to unauthorized access or manipulation of business data and processes. 

• Data Privacy and Compliance: Ensuring compliance with data privacy regulations and standards, such as GDPR or 

HIPAA, is essential for protecting the privacy of user data collected and processed by IoT applications. Implementing 

privacy-by-design principles, data anonymization techniques, and data access controls helps ensure compliance with 

regulatory requirements and protect user privacy. 

• Secure Integration with External Systems: Integrating IoT systems with external business applications, cloud 

services, or third-party platforms introduces security risks, such as data breaches or unauthorized access. 

Implementing secure communication protocols, encryption techniques, and access controls for data exchanged 

between IoT systems and external systems helps mitigate these risks and ensure the confidentiality and integrity of 

data transmissions. 

• Business Continuity and Disaster Recovery: Planning for business continuity and disaster recovery helps mitigate 

the impact of security incidents or system failures on business operations. Implementing backup and recovery 

procedures, redundant systems, and failover mechanisms ensures the availability and resilience of critical business 

functions in the event of disruptions or security breaches. 

• Risk Management and Governance: Implementing risk management processes and governance frameworks helps 

identify, assess, and mitigate security risks in the IoT ecosystem. Conducting regular security assessments, 

vulnerability scans, and compliance audits helps proactively identify and address security vulnerabilities and ensure 

ongoing compliance with security policies and regulations. 
Addressing these security issues requires a comprehensive approach, including the implementation of access control 

mechanisms, secure business logic, data privacy measures, secure integration practices, business continuity planning, 

risk management processes, and governance frameworks. By addressing these requirements, organizations can enhance 

the security and resilience of the Business Layer in IoT deployments, safeguarding sensitive business data and ensuring 

the integrity of business processes and operations. Table 1 shows the security requirements at each layer of the IoT. 

 
 

 

 

 

 

 

 

 

Table 1. Security requirements in each layer 

Layer Security Requirements 
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Perception Device authentication 

Data integrity 

Privacy protection 

Firmware/software security 

Physical security 

Network 

 

Secure communication protocols  

Access control 

Encryption 

Intrusion detection and prevention 

Traffic monitoring and analysis 

Middleware Data confidentiality 

Data integrity 

Authentication and authorization mechanisms 

Protection against middleware vulnerabilities 

Secure data transmission and storage 

Application User data protection 

Secure authentication and authorization 

Encrypted communication channels 

Protection against application-level vulnerabilities 

Secure application programming interfaces (APIs) 

Business Protection of sensitive business data 

Compliance with regulations (e.g., GDPR, HIPAA) 

Access controls and role-based permissions 

Secure financial transactions 

Business continuity planning and risk management 

 

4. A TAXONOMY OF IOT AUTHENTICATION SCHEMES 

Authentication is the process of verifying the identity of an individual or entity attempting to access a system, 

network, application, or resource [40]. In other words, it confirms that the person or entity is who they claim to be. 

Authentication mechanisms typically involve presenting credentials, such as usernames, passwords, biometric data (like 

fingerprints or facial recognition), security tokens, or cryptographic keys [41].  Authentication is the process of verifying 

the identity of an individual or entity attempting to access a system, network, application, or resource. Authentication 

helps ensure that only authorized users gain access to sensitive information or resources, thereby protecting against 

unauthorized access, data breaches, and security threats [42]. It is a fundamental aspect of cyber security that helps 

ensure that only authorized users gain access to sensitive information or resources, thereby protecting against 

unauthorized access, data breaches, and security threats. Authentication is crucial for maintaining the integrity, 

confidentiality, and availability of information systems and resources. It is used extensively in various domains, 

including computer systems, networks, websites, mobile devices, and cloud services, to protect against unauthorized 

access and safeguard sensitive data. 

IoT authentication refers to the process of verifying the identity of IoT devices or users interacting with IoT systems, 

networks, or applications. Given the distributed and heterogeneous nature of IoT environments, authentication becomes 

crucial for ensuring the security and integrity of IoT deployments. Here are some key aspects of IoT authentication [43]: 

• Device Authentication: IoT devices need to authenticate themselves to the network or cloud services they interact 

with. This can involve the use of unique identifiers, such as MAC addresses or cryptographic keys, to establish trust 

and ensure that only authorized devices can access IoT resources. 

• User Authentication: In scenarios where users interact with IoT systems through applications or interfaces, user 

authentication is necessary to verify the identity of individuals accessing the system. This may involve traditional 

methods like usernames and passwords or more advanced techniques such as biometric authentication. 

• Mutual Authentication: In some cases, both the IoT device and the server or gateway it communicates with need to 

authenticate each other to establish a secure connection. This ensures that both parties are legitimate and prevents 

unauthorized devices or malicious actors from gaining access to sensitive data or control over IoT devices. 
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• Secure Communication Protocols: IoT authentication often relies on secure communication protocols such as 

Transport Layer Security (TLS) or DTLS to encrypt data exchanged between devices and servers, protecting against 

eavesdropping and tampering. 

• Role-based Access Control: Access to IoT resources may be restricted based on the roles or permissions assigned to 

users or devices. Role-based access control (RBAC) mechanisms can enforce authorization policies and ensure that 

only authorized entities can perform specific actions within the IoT ecosystem. 

• Lifecycle Management: Proper authentication in IoT requires managing the lifecycle of devices, including 

provisioning, registration, deprovisioning, and revocation of credentials. This ensures that only valid and up-to-date 

devices are allowed to participate in IoT networks. 

• Integration with Identity and Access Management (IAM) Systems: IoT authentication mechanisms often need to 

integrate with existing identity and access management systems to centralize user authentication, enforce security 

policies, and streamline access control across the entire IoT infrastructure. 
The key aspects of IoT authentication are shown in Figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Key aspects of IoT authentication. 

 
Overall, IoT authentication is essential for establishing trust, preventing unauthorized access, and safeguarding 

sensitive data in IoT ecosystems. By implementing robust authentication mechanisms, organizations can mitigate 

security risks and ensure the integrity and reliability of their IoT deployments. 

A taxonomy of IoT authentication schemes is a systematic classification framework that categorizes different 

methods and approaches used for authenticating devices and users within Internet of Things environments. This 

taxonomy aims to organize the various authentication mechanisms based on their characteristics, functionalities, and 

deployment models. A taxonomy of IoT authentication schemes categorizes these schemes based on various criteria 

such as authentication mechanisms, deployment models, security features, and communication protocols. Typically, a 

taxonomy of IoT authentication schemes includes several categories or dimensions, such as [44]: 

• Authentication Mechanisms: Authentication mechanisms in information technology encompass a range of methods 

to verify the identity of users, devices, or applications. One common approach is password-based authentication, 

where users provide a secret password to access a system. Biometric authentication uses unique physical 

characteristics like fingerprints or facial recognition for identity verification, offering a more secure and user-friendly 

method. Token-based authentication involves the use of physical or virtual tokens, like security keys or one-time 

password (OTP) tokens, to grant access. Multi-factor authentication combines two or more authentication factors, 

such as passwords, biometrics, or tokens, to enhance security. Device-based authentication verifies the identity of 

IoT devices using digital certificates or secure tokens. 

• Deployment Models: Authentication deployment models in IT encompass various approaches to how authentication 

is managed and implemented within systems. Centralized authentication involves a single, central server responsible 

for verifying user credentials and granting access to resources. This model streamlines management but can be a 

single point of failure if not properly secured. Distributed authentication spreads the authentication process across 
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multiple entities or servers, enhancing scalability and resilience. Federated authentication extends authentication 

across multiple domains or services, allowing users to access resources across different organizations using a single 

set of credentials. Each deployment model has its advantages and challenges, balancing factors like security, 

scalability, and ease of use. 

• Security Features:  Security features play a crucial role in ensuring the effectiveness and integrity of authentication 

schemes in IT environments. Data encryption is fundamental for securely transmitting authentication data over 

networks, preventing unauthorized access to sensitive information. Mutual authentication enhances security by 

requiring both parties (user and system) to verify each other's identities before granting access. Key management 

involves secure storage and distribution of cryptographic keys used for encryption, decryption, and authentication 

processes, safeguarding against key compromise. Secure communication protocols such as TLS/SSL establish 

encrypted and authenticated connections between entities, protecting data from interception and manipulation during 

transmission. Implementing these security features strengthens authentication mechanisms, mitigates risks 

associated with unauthorized access or data breaches, and fosters trust in the overall security posture of IT systems 

and services. 

• Communication Protocols: In the realm of IoT, communication protocols are fundamental for facilitating secure and 

efficient interactions between IoT devices and authentication servers. Commonly employed protocols include 

HTTP/HTTPS, which are well-suited for web-based communications with the added security of HTTPS encryption. 

MQTT is lightweight and efficient, enabling publish-subscribe messaging and supporting secure communication via 

MQTT over TLS (MQTT-Secure). Constrained Application Protocol (CoAP) is designed specifically for resource-

constrained IoT devices, offering low overhead and built-in security features like DTLS for secure data exchange. 

Advanced Message Queuing Protocol (AMQP) ensures reliable and secure message delivery, making it suitable for 

industrial IoT applications. Extensible Messaging and Presence Protocol (XMPP) facilitates real-time 

communication and is ideal for human-to-device interactions in IoT scenarios. DTLS provides security 

enhancements for UDP-based communication, ensuring confidentiality, integrity, and authentication of data 

exchanged between IoT devices and authentication servers. 

As shown in Figure 3, this taxonomy helps in organizing and understanding the various authentication schemes used 

in IoT systems, facilitating comparison, selection, and implementation based on specific requirements and constraints. 

By considering these criteria, a taxonomy of IoT authentication schemes can provide a structured framework for 

understanding and evaluating the diverse range of authentication methods used in IoT systems. 
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Fig.3.Taxonomy of IoT authentication schemes. 

 
5. AUTHENTICATION METHODS  

In [45], a lightweight anonymous mutual authentication and key agreement scheme is proposed for two-hop 

blockchain-based Wireless Body Area Networks (WBANs) to ensure secure message transmission. The scheme enables 

mutual authentication and key agreement between sensor nodes on patients and various hub nodes across regions, 

addressing security and lightweight requirements. The protocol is evaluated using the AVISPA tool for security. It 

consists of Initialization, Registration, and Authentication phases, conducted over secure and public channels. The 

approach uses XOR operations and a cryptographic hash function for mutual authentication and key agreement. Security 

analysis confirms robustness. Comparative analysis with related schemes shows improved energy efficiency and 

security, making it suitable for WBAN implementation. 

In [46], two lightweight authentication and key agreement schemes are proposed for IoT device authentication. The 

first scheme uses ECQV implicit certificates for efficient authentication but lacks public key signature protection. The 

second scheme enhances security by incorporating Schnorr signatures within CL-PKC, ensuring public key verification. 

Both schemes leverage identity-based PKC, with the first focusing on implicit authentication and the second integrating 

signature information into the public user key. These schemes address security concerns like replay attacks and key 

leakage by minimizing transmitted data and improving communication speed, although the second scheme sacrifices 

speed for enhanced security. 

In [47], a privacy-aware authentication protocol for multi-server CE-IoT systems is proposed, integrating Physical 

Unclonable Functions (PUFs) and blockchain technology. The protocol encodes real correlations of Challenge-Response 

Pairs (CRPs) into Mapping Correlations (MCs) using a one-time physical identity and keyed-hash function. Blockchain 

is employed to store and efficiently synchronize MCs, ensuring secure sharing of physical identities through multi-
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receiver encryption. The protocol's security is formally proven using a random oracle model, and its resilience against 

various attacks is discussed. In the system setup, the Responsible Center (RC) generates public parameters, initializes 

the Multi-Receiver Encryption (MRE) algorithm, and launches the blockchain system. Authorized verifiers join the 

blockchain network, and a smart contract is deployed in both the RC and verifiers to manage MCs and CRPs during the 

registration and authentication phases. 

In [48], a secure authentication protocol is presented for a cloud-assisted Telemedicine Information System (TMIS) 

with access control, integrating blockchain for data integrity. It employs ciphertext-policy attribute-based encryption 

(CP-ABE) for access control and blockchain to ensure data integrity. The protocol's robustness is demonstrated through 

informal and Burrows-Adabi-Needham (BAN) logic analyses, along with formal validation using AVISPA, highlighting 

its security and efficiency advantages over existing methods. Key protocol stages include initialization, registration, key 

generation, authentication, data upload, treatment, and checkup, defined with corresponding notations in Table 1. To 

prevent replay attacks, random numbers (secrets) and synchronized timestamps from TMIS entities are used. This 

comprehensive approach addresses security concerns, affirming the protocol's readiness for practical deployment in 

cloud-assisted TMIS environments. 

In [49], a lightweight mutual two-factor authentication mechanism is proposed for IoT devices and servers, 

leveraging PUFs and a hashing algorithm. The mechanism ensures secure authentication and session key agreement 

without storing cryptographic keys in non-volatile memory, thus addressing vulnerability concerns. The protocol is 

validated through formal analysis, demonstrating resilience against various attack scenarios while maintaining efficiency 

in terms of memory, server capacity, and energy consumption. By utilizing SRAM PUFs and an Arbiter PUF, the 

proposed mechanism achieves reliable two-factor mutual authentication without encryption, which can drain IoT device 

batteries quickly. Unlike existing methods requiring encryption, this approach relies solely on a hashing algorithm for 

mutual authentication, making it lightweight and suitable for power-constrained IoT networks. 

In [50], a blockchain-assisted highly secure system for medical IoT devices is proposed using Lamport Merkle 

Digital Signature (LMDS). The Lamport Merkle Digital Signature Generation (LMDSG) model initially authenticates 

IoT devices by constructing a tree where leaves represent the hash function of sensitive patient medical data. A 

Centralized Healthcare Controller (CHC) determines the root of the LMDSG using Lamport Merkle Digital Signature 

Verification (LMDSV). In this verification, if the hash of the public key '𝑝𝑏′𝑘𝑒𝑦' matches the leaf '𝑃 𝑔𝑛', the signature 

is valid. This LMDS technique efficiently detects malicious user behavior with minimal Computational Overhead (CO) 

and Computational Time (CT). Performance analysis considers CO, CT, and authentication accuracy, demonstrating 

higher security and lower CT and CO compared to existing methods in medical IoT systems. 

In [51], a novel blockchain-based authentication scheme is designed to address IoT challenges. This framework 

leverages the modular square root algorithm integrated with blockchain technology to ensure an efficient authentication 

process. The security and effectiveness of the proposed scheme are demonstrated through comprehensive security 

analysis and detailed experiments. The proposed authentication scheme for IoT consists of four phases: system 

initialization, registration, authentication, and update/revocation. This scheme offers secure and lightweight 

authentication by combining blockchain with the MSR cryptographic algorithm, emphasizing decentralization, privacy 

preservation, and efficiency. A thorough security analysis evaluates the performance of the proposed scheme using 

Remix, comparing computation and communication costs with alternative methods to validate its effectiveness. 

In [52], a blockchain-based decentralized authentication structure is proposed for IoT devices, organizing them into 

clusters based on computational capability, energy reserve, and location. Each cluster implements authentication through 

interconnected blockchains in a hierarchical manner. To reduce processing load, a consensus protocol verifies identity-

based encryption key signatures of devices and their associated clusters. The proposed framework introduces a novel 

approach to authenticate IoT devices by grouping them into hierarchical clusters, each with its own blockchain for 

authentication. Clusters connect to a larger blockchain via a hash from the upper-level blockchain. A lightweight 

consensus algorithm validates nodes based on their public and cluster head key values, ensuring fast and efficient block 

validation within each cluster. This method maintains blockchain immutability while achieving speed and efficiency. 

In [53], a lightweight authentication scheme using a consortium blockchain and a cryptocurrency-like digital token 

(LiIDCoin) is proposed to establish and manage trust among entities. LiIDCoin amounts manipulate the trust lifecycle. 

The scheme proves resilient against common attacks and is more efficient than competitors in terms of storage, 

communication, and authentication costs. It introduces cross-domain IoT authentication using a consortium blockchain 

and a novel data structure based on unspent transaction outputs (UTXO) with coin operations (issuance, transfer, query, 

revocation) for authentication and lifecycle management. LiIDCoin represents entity trust, demonstrated by transaction 

evidence on the blockchain, with the lifecycle managed by adjusting LiIDCoin amounts. Comprehensive security 

requirements are analyzed, and the scheme is implemented on the HLF platform, demonstrating superiority over 

competitors. 

In [54], a three-factor authentication and key agreement protocol is introduced for Industrial Internet of Things (IIoT) 
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systems, leveraging Elliptic-Curve Cryptography (ECC). The protocol is designed to ensure both forward and backward 

secrecy by addressing the elliptic curve Diffie-Hellman problem. It can be applied to single-gateway scenarios and has 

also been extended to support multigateway environments. The proposed scheme incorporates three factors for 

authentication and utilizes ECC. It is specifically tailored for IIoT settings. The protocol's security is formally analyzed 

and proven to meet the required standards. By employing the computationally infeasible elliptic curve discrete logarithm 

problem, the proposed scheme achieves both forward and backward secrecy. 

In [55], a three-factor authentication scheme called defense-in-depth is proposed for IoT environments on the 

blockchain. It employs mutual authentication and user authorization through smart card registration on a private 

blockchain, eliminating the need for a trusted server. The scheme integrates ECC for enhanced security. Security 

analysis, including assessments using the AVISPA tool, demonstrates the protocol's efficiency in terms of computational 

and communication costs. The protocol addresses vulnerabilities in IoT network authentication by implementing three-

factor and mutual authentication, utilizing lightweight ECC cryptography to safeguard user privacy and enhance network 

resilience against security threats. Built on the blockchain platform, the protocol ensures data protection, decentralized 

management, transparency, and tamper-proof smart card creation for each user. 

In [56], a three-factor authentication framework suitable for critical IoT applications is proposed. The framework 

incorporates identity, password, and a digital signature scheme. It utilizes a publish-subscribe pattern and leverages ECC 

and computationally low hash chains. The key features of the framework include mutual authentication of the Gateway 

node with both the remote user and sensor node, as well as the generation of dynamic session keys. Upon reviewing and 

analyzing relevant papers, it was found that none of the proposed protocols supported the user access level determination 

feature, which is a crucial security requirement in authentication protocols. 

In [57], a method called PUFTAP-IoT proposed, which combines physical unclonable functions (PUF) and honey 

list techniques with three-factor authentication to design secure protocols for IoT environments. The aim is to resist 

attacks such as ID/password guessing, brute-force, and capture attacks. PUFTAP-IoT is analyzed for security using 

formal methods like BAN logic, Real-Or-Random (ROR) model, and scyther simulation tools. PUFTAP-IoT 

demonstrates its ability to provide secure services in IoT environments. The method incorporates PUF and honey list 

technologies to enhance security for sensing devices in the IoT environment, protecting against online guessing, brute-

force attacks, and sensor takeover attacks. 

In [58], a lightweight authenticated key agreement and access control protocol proposed for group communication 

in the blockchain using elliptic curve and bi-linear pairing. The protocol's secrecy is proven in the random-oracle 

paradigm, and a comprehensive heuristic security assessment is conducted to ensure its protection against potential 

threats and adherence to required security features. The protocol is utilized to implement the linear secret sharing (LSS) 

method. Non-transferable, unique assets such as user biometrics are employed for effective access control. The approach 

incorporates a robust login and authentication step, enabling quick identification of rogue users through appropriate 

threshold settings. The technique supports session key creation and authentication and combines access control and 

authentication into a single step. 

In [59], the paper focuses on designing a secure user authentication scheme for cloud-assisted IoT systems. The 

proposed scheme is specifically designed for cloud-assisted IoT environments, with an emphasis on lightweight 

computation on gateways. It ensures secure access between remote users and IoT devices, incorporating desirable 

features such as forward secrecy and multi-factor security. The security of the scheme is rigorously proven using 

methods such as the random-oracle model, heuristic analysis, the ProVerif tool, and BAN logic. Additionally, the 

proposed scheme improves efficiency by offloading heavy computation and storage tasks to the cloud center. Overall, 

this paper presents a comprehensive and secure user authentication solution tailored for cloud-assisted IoT systems. 

In [60], the Authenticated Devices Configuration Protocol (ADCP) is proposed to manage authentication and 

establish a secure overlay network within existing IoT networks. The Authenticated Device Transmission Protocol 

(ADTP) ensures secure communication within the overlay network. ADCP mitigates zero-day attacks and achieves zero 

round-trip-time key exchange. Both protocols use a distributed blockchain database optimized for data integrity to store 

authentication records, ensuring integrity. They are compatible with existing communication protocols and require no 

software reprogramming. Formal analysis confirms resilience against various attacks. This method addresses 

authentication-related security issues in IoT networks using blockchain, easily integrating into current networks. 

Experimental results show feasibility, and formal analysis confirms resilience against attacks, supported by a stochastic 

model showing security enhancement. 

In [61], a hybrid blockchain-based many-to-many cross-domain authentication scheme is proposed for smart 

agriculture IoT networks. This scheme facilitates simultaneous mutual authentication between multiple devices and data 

service providers from various agricultural systems. It introduces a Groupable Batch Verification (GBV) algorithm that 

dynamically adjusts batch sizes to enhance cross-domain batch authentication flexibility. Additionally, the scheme 

includes a pseudonym update mechanism to safeguard device privacy and prevent illegal access by tracking malicious 
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devices. The proposed approach addresses certificate management and key escrow issues, offering cryptographic 

configuration adaptability. Security analysis and performance evaluation demonstrate practical security, efficiency, and 

affordability. The hybrid blockchain model reduces computational overhead and communication costs in many-to-many 

authentication scenarios, ensuring scalability and safety in cross-domain agricultural collaboration, unlike single-chain 

structures. 

In [62], a novel lightweight authentication and key management scheme is proposed for IoT networks, integrating 

blockchain with Chebyshev chaotic maps. IoT devices undergo a registration process to obtain a temporary identity used 

for authentication and group key generation. During authentication, the device's temporary identity is updated and 

securely recorded on the blockchain, preventing exploitation by attackers. The Key Generation Center (KGC) uses 

Chebyshev polynomials to establish group keys without involving third parties, ensuring secure communication among 

group members. This approach guarantees efficient and secure group key generation and management, enhancing 

communication privacy within IoT networks. Formal and informal security analyses confirm the scheme's ability to 

meet rigorous security requirements while providing flexible key management. By integrating blockchain and 

Chebyshev chaotic maps, the proposed method delivers reliable and anonymous authentication alongside robust group 

key management for IoT devices. 

In [63], an enhanced mutual authentication protocol is proposed for IoT-based Energy Internet (EI) using blockchain 

technology. The proposed protocol extends an existing smart grid authentication method by integrating blockchain-

based security mechanisms to facilitate secure communication among IoT devices. To evaluate the protocol's 

performance, we conducted Caliper benchmarking and security testing using BAN logic and ProVerif. Experimental 

results demonstrate the protocol's achievement of both security and efficiency. Our blockchain-based solution enhances 

device authentication in IoT-based EI networks by utilizing a smart contract for user registration and verification. 

Multiple distributed registration authorities in the network improve resilience against attacks. This solution provides 

secure and efficient authentication for IoT devices in EI networks, validated through security analysis and performance 

evaluations with ProVerif, BAN logic, and the Caliper benchmark. 

In [64], an authentication framework is proposed for an edge computing-enabled Internet of Things environment to 

establish secure communication between devices and edge servers, as well as among devices themselves. The protocol, 

named Device-Edge Authentication and Key Agreement (DEAKA), comprehensively addresses communication 

security. Additionally, a protocol called Device-Device Authentication and Key Agreement (DDAKA) is proposed for 

mutual authentication and key agreement among devices. The framework involves three entities: IoT devices, edge 

servers (ESs), and a trusted registration center (RC). Formal and informal security analyses demonstrate that the 

protocols meet a wide range of security requirements and can resist various security threats. Computational and 

transmission costs of the protocols are analyzed and compared, ensuring efficiency in resource utilization. This work 

extends existing authentication methods to cover inter-device communication in edge computing IoT environments, 

enhancing overall network security and reliability. 

In [65], a blockchain-based secure remote authentication protocol (BSRA) proposed for fog-enabled Internet of 

Things systems. The protocol utilizes lightweight cryptographic primitives, including PUFs and cryptographic hash 

functions, to design an efficient authentication scheme. It incorporates temporary identities and authentication-

piggybacking-synchronization techniques to ensure anonymity and effectiveness. The proposed protocol enables mutual 

authentication between users and IoT devices with the assistance of fog nodes, establishing distributed trust through 

blockchain technology. The scheme focuses on the use of computationally inexpensive cryptographic primitives for 

improved efficiency. Additionally, message synchronization is verified during the authentication process. Overall, the 

BSRA protocol offers a secure and efficient solution for remote authentication in fog-enabled IoT systems.  

In Table 2, a summary of the advantages and disadvantages of the surveyed schemes is provided. 
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Table 2. Summary of surveyed schemes. 

Ref Advantage Disadvantage 

[45] Lightweight scheme ensures secure message transmission, 

mutual authentication, and key agreement in blockchain-based 

WBANs. 

Lack of formal security analysis, and potential scalability issues in 

large-scale WBAN deployments. 

[46] The proposed AKA protocols provide end-to-end security in 

IoT environments, addressing current security problems and 

meeting requirements. 

The schemes have trade-offs, with Scheme 1 offering fast 

authentication but vulnerability to public key attacks, and Scheme 

2 providing secure public key verification but slower performance. 

[47] Privacy-aware authentication protocol integrates PUFs and 
blockchain, providing security, resistance to attacks, and 

scalability for multi-server CE-IoT systems. 

Protocol efficiency is moderate, with relatively long session key 
establishment and MC synchronization times for single requests. 

[48] The proposed protocol ensures data integrity, fine-grained 
access control, and security against various attacks in a cloud-

assisted TMIS environment. 

The specific efficiency of the protocol is not provided, and the 
comparison with related protocols lacks detailed information. 

[49] Two-factor authentication protocol using hash functions, 

secure session key establishment, and robust defense against 
invasive attacks on IoT devices. 

The specific efficiency and practical performance of the protocol 

are not provided, and further analysis is needed for different attack 
scenarios. 

[50] The proposed LMDS authentication technique for medical IoT 

systems reduces computational time, enhances security, and 
supports scalability. 

The specific details of the security mechanisms and the potential 

limitations of the LMDS technique are not provided. 

[51] High security, Lightweight authentication system, Privacy 

preservation, Reduced computation costs, Decentralized 
system. 

Complexity in implementation, Dependency on blockchain 

infrastructure, May require additional hardware resources, Reliance 
on MSR cryptographic algorithm. 

[52] Blockchain-based authentication framework reduces 

computational load, offers lightweight consensus, and 

enhances decentralization and efficiency for IoT devices. 

The limitations of integrating the authentication values into smart 

contracts and the scalability of the proposed framework for a larger 

number of devices 

[53] Lightweight authentication scheme, Use of consortium 

blockchain for entity trust, LiIDCoin digital token for proving 

entity authenticity, Lifecycle management through 
manipulation of LiIDCoins, Satisfies security requirements 

Limited to consortium blockchain, Dependency on the HLF 

platform, Limited analysis on real-world IoT applications, Limited 

application to cross-domain authentication scenarios, Privacy 
enhancement and fine-grained trust management not fully 

addressed 

[54] ECC-based authentication protocol, Suitable for 

single/multigateway scenarios, Achieves forward and 
backward secrecy, Efficient security attributes at reasonable 

computation cost 

Limited to IIoT environment, ECC dependency for authentication, 

Limited real-world implementation analysis, Informal security 
analysis limitations 

[55] Efficient three-factor authentication protocol using a fuzzy 
extractor on the blockchain platform, providing security and 

privacy protection in heterogeneous IoT environments. 

Additional complexity and overhead in terms of communication, 
computation, and storage requirements. 

[56] Signature-based 3-factor authentication using ECC and hash 

chains, Resistance to cryptographic attacks and formal security 
verification, Bandwidth and energy savings, reduced 

computing and communication costs 

Dependency on publish-subscribe pattern and message queue 

telemetry transport, Potential limitations in scalability and 
adaptability to evolving IoT environments. 

[57] PUFTAP-IoT protocol addresses security vulnerabilities in IoT 
environments, provides secure mutual authentication. 

High communication and storage overheads of PUFTAP-IoT in 
large-scale IoT deployments and different environments  

[58] Anonymous authenticated access control system for IoT group 

communication, Effective handling of access control with non-

transferable, one-of-a-kind assets like user biometrics, Strong 
login and authentication step to quickly identify rogue users. 

Limited discussion on scalability and adaptability to different IoT 

environments, Performance analysis and comparison research may 

not cover all aspects of system overhead improvement. 

[59] The proposed secure user authentication scheme for cloud-

assisted IoT systems offers improved security, efficiency, and 
resource utilization. 

The lack of scalability and resilience of the scheme to advanced 

attacks in diverse IoT environments 

[60] Authentication, security, data integrity, compatibility, zero-day 

attack mitigation, resilience. 

Implementation complexity, potential resource overhead. 

[61] Addresses certificate management, key escrow, batch 
verification, pseudonym update, and device revocation, 

Practical security, efficiency, and affordability with low 

computational and communication costs. 

Need to focused on the PBFT consensus algorithm without 
addressing other potential limitations, Limited discussion on the 

scalability and adaptability to non-agricultural IoT scenarios,  

[62] Quick authentication for new group managers, Secure against 

potential attacks, better security and functionality with lower 

computation cost and communication overhead. 

Need to focused on optimizing group key generation and updating 

algorithm without addressing other potential limitations, Potential 

need for further optimization to reduce communication overhead in 
the proposed scheme. 

[63] Decentralized blockchain-based solution for device 

authentication in IoT-based EI networks, Resilient against 

attacks with distributed registration authorities, Easy 
integration with existing infrastructure and scalability. 

The exploration of more sophisticated cryptographic primitives and 

integration with other blockchain-based solutions is needed. Further 

investigation is required for machine learning-based attack 
detection and scalability improvement through sharding. 

[64] Provably secure anonymous authentication for edge 

computing-enabled IoT, protecting against partial key-escrow 

High communication cost, inability to counter ES impersonation 

attack, Limitation in scalability and adaptability to different IoT 
environments. 
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Ref Advantage Disadvantage 

attacks, leveraging blockchain, and demonstrating good 

security and performance. 

[65] Blockchain-based authentication scheme for fog-enabled IoT, 
ensuring security even if a fog node is compromised, utilizing 

efficient cryptographic primitives. 

Reliance on blockchain technology, additional computational and 
storage overhead lead to potentially affecting the overall 

performance and scalability of the system. 

6. EVALUATION AND ANALYSIS 

This section presents an analysis of various security requirements and vulnerabilities inherent in the surveyed 

schemes, along with an exploration of different methodologies employed. Furthermore, it provides an in-depth 

assessment of the efficacy and performance metrics of the evaluated methodologies. 

In Table 3, we analyze the security aspects of the reviewed articles concerning anonymous authentication protocols 

within IoT platforms. Table 3 outlines the parameters utilized for evaluating the articles, including Anonymous and 

Unlinkable Sessions, Forward/Backward Security, Mutual Authentication, Untraceability, Data Verifiability, Key 

Agreement, and Scalability. Each article is scrutinized to determine its support for these security requirements. For 

instance, the extent to which it enables anonymous and unlinkable sessions, forward/backward security, mutual 

authentication, untraceability, data verifiability, key agreement, and scalability. Moreover, the evaluation examines the 

shortcomings of each article in meeting these security prerequisites. For example, some articles may excel in providing 

mutual authentication but fall short in ensuring untraceability. Through this comprehensive review, it becomes evident 

that no single article achieves complete coverage of all security and privacy requirements. Each article contributes 

differently to the overall security posture of IoT-based systems, with varying levels of support for the identified 

parameters. Consequently, the evaluation provides insights into the strengths and weaknesses of existing anonymous 

authentication protocols in IoT platforms, guiding future research directions for enhancing the security and privacy of 

such systems. 

 

Table 3. Different security requirements in the surveyed schemes 

Ref F1 F2 F3 F4 F5 F6 F7 

[45] ✓ ✓ ✓ - - - - 

[46] - - ✓ - ✓ - - 

[47] ✓ ✓ ✓ ✓ - - ✓ 

[48] ✓ ✓ ✓ ✓ ✓ - ✓ 

[49] - - ✓ - - - ✓ 

[50] - - ✓ - ✓ - - 

[51] ✓ - ✓ - - ✓ ✓ 

[52] - - ✓ - - - ✓ 

[53] - - ✓ - - - ✓ 

[54] ✓ ✓ ✓ ✓ - ✓ - 

[55] ✓ ✓ ✓ ✓ ✓ ✓ - 

[56] ✓ ✓ ✓ ✓ - - - 

[57] ✓ ✓ ✓ ✓ - - - 

[58] ✓ ✓ ✓ - - - - 

[59] ✓ ✓ ✓ ✓ - - - 

[60] - - ✓ - ✓ - - 

[61] ✓ ✓ ✓ - - ✓ ✓ 

[62] ✓ ✓ ✓ - - ✓  

[63] - ✓ ✓ - -  ✓ 

[64] ✓ ✓ ✓ - - ✓ - 

[65] ✓ ✓ ✓ ✓ - ✓ - 

F1=Anonymous and Unlinkable Sessions, F2=Forward/Backward Security, F3=Mutual Authentication, 

F4=Untraceability, F5= Data verifiability, F6=Key Agreement, F7=Scalability. 

 

Table 4 provides a comprehensive overview of different attacks present in the surveyed schemes within the realm of 

surveyed authentication protocols for IoT platform. These attacks pose significant threats to the security and integrity 

of sensitive data and operations. The parameters evaluated in this table include Replay Attack, Impersonation/Capture 

Attack, Jamming/Desynchronization Attacks, Key Leakage, Machine Learning Attacks, Man-in-the-Middle Attack, 

Physical Attack, Denial of Service (DoS), Insider Attack, Password Exposure, and Decentralization. Replay Attack 

refers to the malicious act of intercepting and retransmitting data to gain unauthorized access or achieve other nefarious 

goals. Impersonation/Capture Attack involves an attacker posing as a legitimate entity to gain access to sensitive 
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information or perform unauthorized actions. Jamming/Desynchronization Attacks disrupt communication channels or 

synchronization processes, leading to system dysfunction or data manipulation. Key Leakage occurs when cryptographic 

keys are compromised, enabling unauthorized access to encrypted data. Machine Learning Attacks exploit 

vulnerabilities in machine learning algorithms or models to manipulate data or compromise system integrity. Man-in-

the-Middle Attack intercepts communication between two parties to eavesdrop on or alter the exchanged data. Physical 

Attack involves the direct manipulation or tampering of hardware components to gain unauthorized access or disrupt 

system operations. DoS Attack floods the system with excessive traffic or requests, rendering it unable to fulfill 

legitimate requests. Insider Attack involves malicious actions by individuals with authorized access to the system, 

exploiting their privileges to compromise security. Password Exposure occurs when passwords or authentication 

credentials are exposed to unauthorized parties, leading to potential breaches. Decentralization refers to the distribution 

of system components or functions across multiple nodes, enhancing resilience against single points of failure or attacks.  

Each surveyed article addresses a combination of these attacks through various mechanisms and strategies tailored to 

the specific requirements and challenges of IoT-based systems. By comprehensively evaluating how each scheme 

tackles these threats, stakeholders can make informed decisions regarding the implementation of surveyed authentication 

protocols to safeguard data and operations. Table 4 serves as a valuable reference point for assessing the effectiveness 

and robustness of different approaches in mitigating security risks in IoT environments. 

 

Table 4. Different attacks in the surveyed schemes 

Ref F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 

[45] ✓ ✓ ✓         

[46] ✓ ✓  ✓      ✓  

[47] ✓ ✓ ✓ ✓ ✓       

[48] ✓ ✓  ✓  ✓ ✓  ✓  ✓ 

[49] ✓ ✓  ✓ ✓ ✓ ✓ ✓    

[50]            

[51] ✓ ✓  ✓  ✓      

[52]  ✓    ✓  ✓   ✓ 

[53] ✓   ✓  ✓  ✓    

[54] ✓ ✓ ✓    ✓  ✓   

[55] ✓ ✓   ✓ ✓ ✓ ✓ ✓   

[56] ✓ ✓    ✓ ✓  ✓   

[57] ✓ ✓  ✓  ✓ ✓  ✓ ✓  

[58] ✓ ✓  ✓  ✓     ✓ 

[59]  ✓ ✓    ✓  ✓ ✓  

[60]  ✓      ✓  ✓ ✓ 

[61] ✓ ✓    ✓  ✓   ✓ 

[62] ✓ ✓   ✓ ✓ ✓  ✓   

[63] ✓ ✓   ✓ ✓  ✓   ✓ 

[64] ✓ ✓    ✓    ✓  

[65] ✓ ✓ ✓  ✓ ✓ ✓  ✓ ✓  

F1=Replay Attack, F2=Impersonation / Capture Attack, F3=Jamming/Desynchronization Attacks, F4=Key 

Leakage, F5=Machin Learning attacks, F6=Man-in-the middle attack, F7=Physical attack, F8=Denial of Service (DoS), 

F9=Insider attack, F10=Password Exposure, F11=Decentralization. 

 

In Table 5, the evaluation of surveyed authentication protocols in IoT platforms is presented with a focus on 

Computational Costs and Communication Costs. These parameters are crucial considerations in assessing the practical 

feasibility and efficiency of implementing such protocols in real-world scenarios. Computational Costs refer to the 

amount of computational resources, such as processing power, required to execute the authentication protocols. Higher 

computational costs can impose significant overhead on IoT devices, which often have limited resources in terms of 

processing capabilities and energy consumption. Therefore, protocols with lower computational costs are generally 

preferred as they enable more efficient utilization of IoT resources and prolong device lifespan. Communication Costs, 

on the other hand, pertain to the amount of data exchanged between IoT devices and other components of the system 

during the authentication process. This includes both the volume of data transmitted and the frequency of 

communication, as excessive communication can lead to congestion, latency, and increased energy consumption in IoT 

networks. Protocols with lower communication costs optimize network bandwidth usage and reduce the burden on 

communication channels, enhancing overall system performance and scalability. In Table 5, each surveyed article is 

evaluated based on how it addresses and mitigates Computational Costs and Communication Costs within the context 

of authentication in IoT platforms. By comparing these parameters across different protocols, stakeholders can gauge 

the trade-offs between security, computational efficiency, and communication overhead. This comparative analysis 
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helps in identifying the most suitable protocol for specific deployment scenarios, considering factors such as device 

capabilities, network constraints, and security requirements. Furthermore, Table 5 serves as a valuable resource for 

researchers, developers, and decision-makers involved in the design and implementation of IoT-based systems, 

providing insights into the practical implications of various authentication protocols in terms of computational and 

communication costs. By understanding these costs, stakeholders can make informed decisions regarding protocol 

selection, deployment strategies, and resource allocation, ultimately ensuring the security and efficiency of IoT 

platforms in diverse application domains. 

 

Table 5. Computational and Communication Costs 

Ref Computational cost Communication cost 

[45] 10Th + 8TXOR + Tsym 2880 bit 

[46] 6TEA+8TEM+4Th  

[47] 8TGM + 25Th + 2Tpuf + TMreDe + TMreEn + TGa 3808 bit 

[48] 2Tbp + 13Tmul + 2Trng + 9Th 3456 bit 

[49] 2Tput + 6THMAC 1608 bit 

[51] 2Tmd + 2Tme + Tae + Tad 1888 bit 

[53]  1467 bit 

[54] 35Th + Tfe + 20Tecm + 4Teca 4416 bit 

[55] 18Th + 14Tx + 2Tfe + 2Tecm 1024 bit 

[56] 10Tecm + 7Th + 4Teca 2560 bit 

[57] 34Th + 3Trg + Tpuf + 2Tfe 1837 bit 

[58] 8Th + 4Texp + 2Tbp  

[59] 6TEM + 31Th + Tfe 2720 bit 

[60] 6TEA + 2TEm + 5Th 2824 bit 

[61] (9n + 3)Tecm + (7n‐2)Teca + 9nTh 4256 bit 

[62] 8Th + 4Tc 1056 bit 

[63] 6TEM 1408 bit 

[64] 4TEM + TEA + 5Th + Te 3616 bit 

[65] 27Th + Tpuf + 2Tsym 3680 bit 

TXOR= XOR operation, Tsym = Symmetric encryption, TEA: elliptic curve addition operation, TEM: elliptic curve multiple 

operation, Th: one-way hash function, TGM=Scalar multiplication on G, TPUF=PUF generation, TMreDe=MRE decryption, 

TMreEn=MRE encryption, TGa=Addition on G, Tbp=bilinear pairing operation, Tmul=scalar multiplication operation, 

Trng=random number generation, THMAC=computing a hashed message authentication code, Tme=MSR encryption,Tmd=  

MSR decryption, Tae=AES encryption, Tad=AES decryption, Tfe=Fuzzy extractor function, Tecm= ECC point 

multiplication, Teca= ECC point addition, Trg=random nonce generation, Texp=Modular Exponential Operation, 

Tc=Chebyshev mapping, Te=Modular exponentiation. 

7. CONCLUSION   
     In this paper, recently developed authentication techniques for IoT were surveyed. The analysis included a 

comprehensive comparison of these methods to highlight their respective strengths, weaknesses, and vulnerabilities 

against specific attacks. By understanding the distinct characteristics of each technique, we can better align them with 

the security requirements of IoT systems. Evaluation of computational and communication costs underscores the need 

for balancing security requirements with practical considerations such as resource constraints and network efficiency. 

Protocols that strike a judicious balance between security and performance emerge as promising candidates for real-
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world deployment, offering scalable and efficient solutions for securing IoT platforms. Moreover, the analysis of attacks 

and countermeasures underscores the dynamic nature of security threats facing IoT systems, necessitating continuous 

innovation and adaptation in security protocols and practices. Looking forward, as IoT systems continue to proliferate 

and face escalating threats, there will be a pressing need to enhance existing authentication techniques. This will involve 

refining protocols, integrating new technologies like blockchain or biometrics, and implementing stronger encryption 

methods. Furthermore, ongoing modifications and advancements in authentication strategies will be essential to keep 

pace with evolving cyber threats and ensure the resilience and trustworthiness of IoT deployments in the future. Finally, 

future works should emphasize the development of standardized frameworks and testing environments to evaluate the 

effectiveness and interoperability of authentication protocols across diverse IoT ecosystems. This will facilitate the 

adoption of secure and scalable solutions capable of meeting the evolving demands of real-world deployments. 

Furthermore, interdisciplinary approaches that combine artificial intelligence and behavioral biometrics hold significant 

promise for enhancing real-time threat detection and user authentication. AI-driven models can analyze patterns and 

anomalies in user behavior, contributing to more dynamic and context-aware security measures. Additionally, exploring 

multi-factor authentication systems that blend traditional methods with novel biometric and environmental sensors can 

add layers of robustness to IoT security. 
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