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 The Internet of Things (IoT) is considered as one of the newest 

communication technologies for various applications. On the other 

hand, it has faced many challenges that one of the most important of 

which is related to the security. Due to many limitations, IoT is very 

vulnerable to attacks, and it is highly exposed to attacks due to its 

sensitive applications. Various studies have been introduced to improve 

IoT security. Most of methods have focused on improving the security 

of the RPL protocol (as the IoT routing standard) based on the 

development of trust models. However, most of these researches have 

considered behaviors to calculate the value of trust. This way of 

assessing trust is not enough due to the widespread attacks of malicious 

nodes. In this paper, an improved method is proposed based on RPL 

development utilizing trust models with intrusion detection system. 

The proposed method focuses on three important principles, including 

establishing secure and reliable routing topology, evaluating trust, and 

detecting malicious nodes. In the first step, the network routing 

topology is formed based on the trust and conditions of the nodes. In 

the second step, in accordance with the data exchanges, the trust of the 

nodes is evaluated and malicious factors are identified. The simulation 

results using Cooja indicated the superiority of the proposed method in 

improving routing reliability and data exchange over previous 

operations. 
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1. Introduction 

The Internet of Things (IoT) is widely used in a 

wide range of areas, including transportation, 

military applications and emergencies [1, 2]. The 

most important features of these without 

infrastructure networks are the absence of central 

power and distribution of variable topology 

network, many deficiencies, especially in 

consumption resources, node self-organization and 

multi-hop data exchange [3, 4]. These special and 

unique features of these networks, have led to 

various issues (especially the issue of trust and 

support) that are different from other wireless 

networks. This difference, along with the specific 

and limited nature of IoT, has led to these networks 

being more vulnerable to attacks than other 

networks [5]. However, important and sensitive 

applications, such as military, have made the IoT 

highly susceptible to various attacks. The 

discussion of routing and data exchange as the most 

important element of the IoT is no exception to this 

rule. Building trust, especially in the field of 

routing and data exchange, is one of the most 

important issues of the IoT. Accordingly, extensive 

researches have been introduced to improve the 

security and trust of IoT routing and exchange 

based on trust models . 
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Trust models are considered as a complementary 

tool for security systems that they provide good 

ability to detect malicious nodes [6]. Trust models, 

in addition to high efficiency to detect malicious 

nodes, are very compatible with the characteristics 

of the IoT, and they are considered as one of the 

most effective techniques for implementing trust in 

these networks [7]. In these models, the network 

nodes by monitoring and analyzing behaviors 

assess trust. Trust relations can be used to make 

effective decisions at the nodes, for example, 

selecting preferred parents or providing trusted 

routing . Therefore, many researches have been 

presented based on the importance of trust models 

in improving IoT security. The most purpose of 

these models is to improve the security of the RPL 

protocol. However, many researches focus on 

behaviors to calculate the value of trust. This 

method of assessing trust is not sufficient due to the 

widespread attacks of malicious nodes and is 

particularly vulnerable to intelligent attacks [8, 9]. 

As mentioned in trust models, the trust value of 

nodes is calculated based on behaviors. This 

evaluation method provides a cumulative value of 

previous behaviors of nodes that it is not sensitive 

enough to detect malicious elements [9]. In other 

words, it does not provide the ability to detect 

suspicious elements and deceptive attacks. In fact, 

malicious nodes can mask negative behaviors 

because of good behaviors and not be recognizable 

in exchange. These deceptive behaviors include a 

number of attacks that the most important of them 

are on-off attack, selective forwarding and gray 

hole. The purpose of this article is to improve the 

response to these attacks . 

This paper proposes an improved method called 

Energy Aware Trust-based Efficient RPL for IoT 

(EATE-RPL) based on the development of the RPL 

protocol using trust models and intrusion detection 

systems. This method improves the reliability of 

trust calculations and the detection of deceptive 

attacks by examining the integrity of node 

behavior. Based on this, the proposed method 

identifies malicious agents and enables secure 

routing by removing and quarantining them . 

The RPL routing protocol is accepted as the routing 

standard for IoT and has been widely used in 

various applications [10, 11]. RPL provides users 

with the ability to optimize and define routing 

according to their needs. This article focuses on the 

RPL capability and tries to improve it based on 

trust relationships. The main contribution of this 

article can be summarized as follows : 

This paper proposes a new objective function, 

known as the energy and trust-aware objective 

function. EATE-RPL uses it to select preferred 

parents, which is a result of the trust and conditions 

of the network nodes. It introduces a mechanism to 

evaluate the trust of nodes, predicts complementary 

intrusion detection system for more effective 

detection of malicious agents and intelligent 

attacks and implements and EATE-RPL evaluates 

in different scenarios and compares its 

performance with previous researches . 

In the continuation of the article, the PRL protocol 

will be briefly introduced. In the third section, 

previous researches will be reviewed. Details of the 

proposed EATE-RPL will be provided in Section 

four. In the fifth section, the proposed protocol 

based on Cooja software is simulated and its 

performance will be evaluated. The article will 

conclude in the sixth section. 

2. RPL Routing Protocol 

The IoT consists of a large number of sensor nodes 

and one or more specific nodes called roots. Sensor 

nodes send all their data and reports to the root 

node. However, the sensors are unable to 

communicate directly with the root due to radio 

range limitations. Accordingly, in the IoT, 

communications and exchanges of nodes with roots 

take place in a multi-hop with the participation of 

other nodes. So, nodes operate on the basis of 

routing protocols [12, 13]. Routing protocols 

enable communication between sensors and roots 

by considering and discovering intermediate 

routes. Among all types of routing protocols, RPL 

is accepted as the routing standard for the IoT [14]. 

This protocol has been introduced by one of the 

Internet Engineering Task Force (IETF) working 

groups called Routing Over Low Power and Lossy 

(ROLL) [15]. The group focuses on the routing of 

Low power and Lossy Networks (LLN), including 

IoT. 

RPL resolves the needs of IoT routing well because 

of its unique capabilities, but there are still many 
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challenges. One of the most important of these 

challenges is related to the security. The function 

of this protocol is briefly discussed below . 

The RPL protocol generally has three control 

messages including DIO (DODAG information 

object), DIS (DODAG information solicitation) 

and DAO (destination advertisement object). DIO 

and DAO are used to create and update the 

DODAG graph, and DIS is used to manage 

network topology changes (such as adding a new 

node). The RPL forms the DODAG graph through 

two messages of DIO and DAO, which the nodes 

will be able to communicate with the root through 

this graph [14] . 

To create a DODAG graph, the root node generates 

a DIO message and sends it all over the network 

nodes. Each node on the transmitter radio board 

receives a DIO. After receiving the DIO, the 

receiving node makes a decision based on 

evaluating the objective function (OF) in relation 

to selecting the sender as a parent and resending the 

DIO [11]. If the node selects the sender as the 

parent, it updates the DIO packet and resends it in 

broadcast. Otherwise, it will not send the packet in 

order to prevent looping. This process continues 

until all nodes receive the DIO. If a node receives 

a DIO from multiple neighbors, it selects its parent 

from the list of candidate parents according to the 

criteria and constraints defined by the objective 

function. After sending the DIOs, the node with the 

best objective function is selected as the preferred 

parent and is notified by sending a DAO message. 

This process continues until DAOs are received by 

the root. Upon receipt of DAOs by the root, the 

DODAG graph is created, and the nodes are able to 

communicate with the root through the generated 

graph. If a new node is added to the network, this 

extension is managed by sending a DIS packet. The 

new node sends DIS to its neighbors for requesting 

DIO, and after receiving it the node with the best 

objective function is selected as the preferred 

parent and a DAO packet is sent to it. This will 

make the new node as a member of the DODAG 

graph. A more comprehensive explanation is 

provided in [14] . 

3. Related works 

As mentioned, the importance of IoT applications 

has made these networks highly susceptible to 

various attacks. The purpose of most of these 

attacks is to disrupt the routing process and data 

exchange, especially to disrupt the performance of 

the RPL protocol. Accordingly, the extensive 

researches have reviewed RPL protocol security 

and the challenges of this protocol [16 and 17]. In 

[18] Raoof et al. considered the security features of 

the RPL and the vulnerabilities of this protocol. 

They introduced various methods of detecting and 

counteracting attacks. According to this research, 

attacks on RPL are divided into two types of attacks 

from wireless sensor networks and attacks focused 

on RPL features. The results of this study showed 

that although several security features have been 

envisaged for the RPL protocol, this protocol still 

faces wide-ranging challenges. Research [19] 

provided a detailed review of the types of attacks 

on RPLs and counteraction techniques. Verma et 

al. divided the attacks on RPL into three categories: 

resource-focused, topology-oriented, and traffic-

oriented.  

On the other hand, extensive methods have been 

introduced to deal with attacks, which they are two 

types of intrusion detection systems (IDS) and 

trust-based methods. In the following, the types of 

methods related to each category are introduced 

separately and important details related to each 

category are discussed . 

3.1. IDS-based methods 

In this section, IDS-based attack response 

techniques will be discussed. IDS is one of the most 

effective intrusion detection solutions that has been 

widely used in IoT [16]. References [20, 21] 

provides comprehensive reviews of applied IDS-

based models for IoT. In [22] IDS models are 

evaluated and classified based on parameters and 

applied techniques. In [23], IDS models based on 

learning algorithms have been evaluated and 

analyzed. In [24-26] methods called Compression 

Header Analyzer Intrusion Detection System 

(CHA-IDS), Hybrid Intrusion Detection System 

(HIDS) and Detection of routing attacks in RPL-

based IoT (DETONAR) have been introduced, 

respectively. Introduced methods focused on 

intrusion detection techniques that their aim is to 

detect routing attacks. Although these methods 

have been successful in detecting attacks, their 

implementation is highly complex. In [27, 28], the 
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proposed techniques are classified based on IDS to 

improve RPL security and the vulnerabilities of 

these techniques are evaluated. Simoglou et al. [16] 

discussed about the design requirements of IDSs 

for the RPL protocol and focused on the problems 

of these techniques. Arış et al. [29] proposed two 

techniques for combating version number attacks 

(VNA). In [30, 31], signature-based intrusion 

detection methods are introduced. Although these 

methods are simple and fast, but due to the extent 

of the attacks, these methods are only resistant to 

some attacks. Luangoudom et al. [32] and Soni et 

al. [33], respectively, introduced the methods 

called svBLOCK: mitigating black hole attack in 

low-power and lossy networks, and Link Hop 

Value-based Intrusion Detection System (L-IDS) 

to detect the black-hole attacks. So, svBLOCK 

focuses on checking the authenticity of control 

messages, and L-IDS focuses on evaluating the 

number of hops. The disadvantage of these 

methods is the high delay. Mayzaud et al. [34] 

proposed a distributed monitoring architecture to 

detect DODAG incompatibility attacks. In [35] the 

same approach was developed to identify rank 

attacks. In this solution, the monitoring nodes have 

the ability to cooperate with each other to detect. 

References [36-38] proposed the Deep Learning 

(DL) model as IDS to identify routing attacks. The 

results show good performance in terms of IDS 

accuracy. However, the DL fitting time is very 

long . 

Studies on intrusion detection models show that 

although these methods are successful in detecting 

attacks, they do not provide the ability to establish 

trust in routing and exchanges . 

3.2. Trust-based methods 

In this section, trust-based methods will be 

discussed. Trust is one of the key tools for dealing 

with malicious nodes and supporting routing and 

trusted exchanges. It has been widely used in the 

IoT. 

In recent years, the issue of trust management has 

become more widely used in the IoT. In [39], 

Junior et al. considered trust models, especially in 

relation to data transmission trust, and reviewed the 

challenges associated with this field. Mohammadi 

et al. [40] considered trust-based models and these 

methods are classified into three different layers of 

the IoT based on application parameters and 

techniques. In [41], trust management in Social 

Internet of Things is discussed and the challenges 

in this area are reviewed and several suggestions 

are introduced to resolve them. In [42], the use of 

blockchain technologies to improve trusted 

exchanges is considered and these techniques are 

compared with traditional trust models. This study 

shows that the blockchain can improve trusted 

exchanges. Pourghebleh et al. [9] classified trust 

management techniques into four classes including 

recommendation-based, prediction-based, policy-

based, and reputation-based and evaluated them 

based on trust criteria. Studies show that there are 

still widespread challenges to trust management, 

especially trust in routing and exchanges. 

Researches of [7, 8] provided comprehensive 

reviews of applied trust management models for 

IoT. These studies have been performed by 

considering direct and indirect observations 

(recommendations) based on distributed, semi-

distributed and centralized designs. Verma et al. 

[19] examined a variety of trust models, especially 

applied trust models to improve trusted RPL 

protocol exchanges, and increasing energy 

consumption and incompatibility with the 

dynamics of nodes are introduced as the most 

important challenges in trust models. In reference 

[6] attacks on RPL and trust models against these 

attacks have been investigated and suggestions 

have been made to provide a secure routing model . 

In the following, some of the most important 

models of trust are introduced and examined in a 

more specialized way . 

Most previous researches for trust management in 

the IoT are based on social trust that the important 

goal of them is to improve RPL routing and 

exchanges trust. For example, Karkazis et al. [43] 

introduced the Packet Forwarding Indication (PFI) 

criterion as a measure of trust for RPL. In [44, 45], 

models based on multi-metric evaluation and fuzzy 

logic are introduced, respectively. The goal of 

research in [44] is to improve the trust and 

reliability of routing, and for this purpose it 

operates based on trust, residual energy and ETX. 

Fuzzy, dynamic and hierarchical trust model 

(FDTM-IoT) is integrated as a objective function 
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in RPL and its goal is to improve unreliability as 

one of the most important features of trust [45]. 

Djedjig et al. introduced a new trust-based measure 

for RPL routing [46, 47]. In these methods, direct 

trust is evaluated based on energy trust, trust in 

behavior, trust in link, so that the final trust is 

obtained based on the result of this evaluation by 

combining indirect trust. Muzammal et al. [48] 

improved routing trust and RPL exchanges. In this 

study, trust is estimated based on two factors of 

direct and indirect trust with considerations related 

to the dynamics and energy of the nodes. Hassan et 

al. [49] proposed a control layer‐based trust 

mechanism for supporting secure routing (CTrust‐

RPL). CTrust focuses on the high energy 

consumption of trust models that to improve it, 

trust calculations have been transferred to the 

higher layer. In [50], trust is evaluated based on 

successful exchanges between two nodes, and 

based on it, decisions are made to identify 

malicious factors. Hashemi et al. [51]Proposed a 

Dynamic and comprehensive trust model for IoT 

and its integration into RPL (DCTM-IoT). DCTM 

is based on direct and indirect trust. It also includes 

other criteria such as energy, dynamic and ETX 

(Expected transmission count) in trust assessments 

to provide a dynamic trust model. In [52],  a method 

for detecting black hole attacks was presented by 

focusing on assessing the status of graph paths 

relative to the ratio of successful delivery to total 

transmissions. Airehrour et al. [53, 54] proposed 

the trust-aware RPL routing protocol (SecTrust-

RPL). In SecTrust, the final trust of the nodes is 

calculated based on the direct trust and the 

recommendations received from the two-hop 

parents. In [55] RPL trust is improved based on a 

logistic regression model. Logistic regression is 

used to predict the behavior of nodes based on the 

value of integrated trust.  

According to what was presented in the previous 

sections regarding intrusion detection systems and 

trust models, if IDS-based methods are successful 

in detecting malicious nodes, these models do not 

provide the ability to support routing and trusted 

exchanges. While trust-based models have been 

successful in supporting routing and trusted 

exchanges, most of these methods deal with some 

attacks, including deceptive attacks (such as on-off 

attacks, selective forwarding, etc(. In addition, 

most of the researches presented have focused on 

securing topology routing and trusted exchanges. 

Although this performance covers the needs of 

trust well, other aspects of routing, including the 

reliability of routing and exchanges, still need to be 

considered in order to maintain the quality of 

exchanges. Focusing only on trust, even in some 

situations, may lead to increased intermediate route 

lengths, exchange inefficiency, and reduced 

service quality because trust is the only criterion for 

decision making . 

In this research, a method called Energy Aware 

Trust-based Efficient RPL (EATE-RPL) is 

proposed based on RPL optimization with a focus 

on models of mutual trust using IDS. EATE-RPL 

focuses on three important principles including 

establishing secure and reliable routing topology, 

evaluating trust, and detecting malicious nodes. On 

this basis, in addition to covering security needs, 

the reliability of transactions has also been 

provided.  

4. Proposed EATE-RPL 

The purpose of EATE-RPL is to improve RPL 

protocol routing and exchanges. For this purpose, 

the EATE-RPL operation is divided into two 

general steps. In the first step, based on the trust 

and conditions of the nodes, the focus is on creating 

a secure and reliable routing topology. In the 

second step, along with the data exchanges, the 

trust of the nodes is evaluated and malicious factors 

are identified. In addition to providing 

communication trust, EATE-RPL also covers the 

reliability of data exchanges. Overall, the EATE-

RPL focus to improve reliability and trust of RPL 

can be divided into the following : 

1-Creating secure and reliable routing topology. 

2-Proposing a new objective function called Trust 

and Reliability Aware Object Function (TQAOF) 

that it is evaluated by focusing on residual energy, 

trust, ETX, and node rankings . 

3-Establish trust by focusing on trust-based and 

IDS-based techniques with the aim of improving 

detection of malicious nodes. 

In the following, first the details of TQAOF 

evaluation are provided and then how to develop 
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RPL in order to implement EATE-RPL will be 

discussed . 

4.1. Extended RPL with TQAOF 

TQAOF is an objective function that provides a 

result of trust, reliability, and node rankings. The 

selection of the preferred parents is based on the 

evaluation result of this function. Based on 

previous researches, only communication security 

has been discussed and supporting the reliability of 

data exchanges has not been considered. However, 

TQAOF supports both needs well. This criterion is 

evaluated in terms of residual energy, ETX, node 

ranking and reliability . 

In general, the RPL protocol has two functions 

including OF0 and ETX to select the preferred 

parents that one of which can be used as needed. In 

the objective function of OF0, the selection of the 

preferred parents is done with a focus on proximity 

to the root [56], and in the objective function of 

ETX, this selection is based on the reliability of the 

link [57]. TQAOF is an improved objective 

function that includes the outcome of rank, 

reliability (residual energy and ETX) and node 

trust with the aim of creating a secure and reliable 

routing topology graph . 

To detail the EATE-RPL function, in the first 

section the applied criteria have been formulated 

for calculating TQAOF, then routing and network 

topology is discussed for the TQAOF objective 

function. In the following, the details of malicious 

detection and isolation are described. 

4.2. TQAOF Metrics 

The parameters used to evaluate TQAOF reflect 

the trust, rank, and reliability of the nodes. These 

parameters are used to find the best parent and are 

as follows : 

4.2.1. Trust 

In EATE-RPL, the trust evaluation is based only on 

direct trust and is not used indirect trust 

(recommendations) due to attacks and increased 

overheads. Exchanges of recommendations, on the 

one hand, have led to an increase in overheads, 

which is contrary to IoT limitations, and on the 

other hand, will lead to attacks such as Bad-

mouthing and Good-mouthing. So, in EATE-RPL, 

the assessment of trust has been done only with a 

focus on direct trust . 

Direct trust is related to the behavioral history of 

nodes that it provides a result of trust in node 

communications. Nodes in IoT networks often 

cooperate and communicate with other nodes 

(neighboring nodes). Considering communication 

behaviors provides the ability to detect the normal 

or abnormal operation of nodes. However, it should 

be noted that due to severe IoT limitations, many 

causes lead to communication disruptions and data 

loss. In fact, the cause of failed communication 

may not be the only malicious behavior, and 

communication channel disruptions or decrease of 

node efficiency may be the cause. Therefore, 

evaluating trust with regard to the history of 

communication behaviors will be uncertain. In 

EATE-RPL, improve this issue is based on the 

concept of uncertainty. But at the same time, this 

kind of evaluation will not be safe enough, 

especially in the face of deceptive attacks. In this 

type of attack, the malicious agents act by changing 

their behaviors (change in right and wrong 

behaviors) in such a way that with performing 

negative behaviors, their trust is greater than the 

threshold value of malicious detection. This is done 

with the intention of deception. Considering three 

concepts can have great effects in improving this 

issue: 1) The malicious node can't gain high trust in 

low value transactions and is misused it in high 

value transactions. This refers to the need to 

calculate variable trust in the interaction value. 2) 

Trust is hard to come by and easy to lose. Trust in 

negative and positive transactions should not have 

the same effect. The effect of negative transactions 

on reducing trust should be greater than the effect 

of positive transactions on increasing trust. 3) The 

malicious agent can't gain high trust in the old 

transactions and abuse it in the current transactions. 

This refers to the higher value of current 

transactions in the calculation of trust. The EATE-

RPL seeks to improve the detection of deceptive 

and intelligent attacks by considering these three 

concepts alongside the topic of uncertainty . 

The EATE-RPL uses the watchdog mechanism to 

assess trust and to make direct observations during 

exchanges. Based on the results of this monitoring, 

the ability to analyze and detect the behavior and 
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performance of nodes during exchanges will be 

provided. Then, based on the results of this study, 

the trust of the nodes is evaluated based on equation 

(1). So that Ti,j is equal to the trust of node i to j, 

NTi,j and PTi,jis equivalent to the new and past trust 

of node i to j, θ is value coefficient to the new and 

old trust of nodes. So that 0 <θ <1. The value of this 

coefficient in EATE-RPL is considered equal to 

0.5. PTi,j is the past trust that it is saved in the node 

table. In the initial moment the trust value of nodes 

is equal to 0.5 (average trust). 

(1) Ti,j = θ. NTi,j + (1 − θ). PTi,j 

4.2.2. Energy Remainder (ER) 

This metric is one of the reliability criteria and 

refers to the residual energy of the nodes. The ER 

criterion is evaluated based on energy consumption 

to the initial energy of the nodes. In equations (2) 

and (3), the details of energy consumption of nodes 

and evaluation of residual energy of nodes are 

provided, respectively. Thus, tx, rx, LP and cpu are 

equivalent to transmission, receive, low power 

mode (such as node sleep mode) and processing 

mode (when radio components are off), 

respectively. Ptx, Prx, Pcpu, and PLP are equivalent to 

the energy requirements associated with the four 

modes, respectively. Ttx, Trx, Tcpu, and TLP are the 

length of sending, receiving, processing, and low 

power mode, respectively [58]. In equation (3) ECi, 

IEi and ERi are equal to the amount of energy 

consumed, the initial energy and the ratio of the 

remaining energy of node i, respectively. In IoT 

networks, power consumption of node is depends 

on its location in the network. This metric is 

effective in preventing the selection of low energy 

nodes and premature depletion of energy of some 

intermediate nodes . 

In EATE-RPL, nodes share their remaining energy 

periodically in the network with their neighbors.   

(2) 

ECi = Ttx × Ptx + Trx × Prx

+ Tcpu × Pcpu

+ TLP × PLP 

  

(3) ERi = 1 −
ECi

IEi

 

4.2.3. Rank 

This metric refers to the position of the nodes 

relative to the root. If the node rank is smaller, the 

node is closer to the root, and vice versa. In most 

cases, the rank of the root node is zero, and the rank 

of the other nodes increases in proportion to the 

distance to the root. Rank, in addition to preventing 

looping, is one of the most important criteria for 

selecting parents with optimal paths. Rank of nodes 

in the RPL is exchanged between nodes via DIO 

messages. Equation (4) shows how the rank is 

calculated. So that Rj is equal to the rank of node j, 

FRj is the rank of parent j and RI is equal to the 

value of the fixed rank redundant . 

(4) Rj = FRj + RI 

4.2.4. Expected Transmission Count (ETX) 

This criterion is known as link reliability [17]. ETX 

refers to the certainty of the desired connection, 

and it is defined in terms of the probability of 

successful delivery of data by the receiver (DF) and 

the probability of successful delivery of ACK by 

the sender according to equation (5). So that ETXi, 

j is the reliability of nodes i and j. Using this 

parameter leads to the selection of routes with 

higher reliability. If the ETX value is lower, the 

link reliability is higher, and vice versa . 

(5) ETXi,j =
1

Dfj,j−1 × Drj,j−1

 

4.3. The process of sending DIOs in EATE-

RPL 
 The process of sending DIO messages in EATE-

RPL is consistent with sending DIOs in the RPL 

protocol, except for one minor difference, which is 

described in detail below . 

In EATE-RPL, as in the RPL protocol [14], the root 

node generates a DIO message when it starts 

operating and propagates it over the network. 

Sending DIOs in accordance with the RPL is 

repeated over specific time periods to update the 

network topology . 

In the RPL protocol, after sending the DIO 

message by the root, it is shared among the nodes 

to the extent that all members of the DIO network 

receive the sent one. The process of sending DIOs 

in EATE-RPL follows the same rule, except that if 

the sender of the DIO was from a parent identified 
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as malicious (node trust is less than the threshold 

value), receiving node refuses to accept or resend 

the DIO message. This is done with the aim of 

punishing malicious agents and preventing their 

participation in creating the network topology. In 

fact, when a factor is identified as malicious, it will 

be excluded from network interactions for a certain 

period of time to punish. Therefore, no packet is 

received from the malicious agent during the 

quarantine period and no packet is sent to it. 

In addition, a bit flag is provided in the DIO packet 

called security flag (SF) that the value of it is one 

or zero and is specified by the root node. If the 

value is one, it means the need to implement 

security and network nodes operate in security 

mode. However, if it is zero, the network 

application is normal without security sensitivity. 

In fact, depending on the application and security 

needs, the root node specifies the value of this flag . 

4.4. Parent Selection 

 The EATE-RPL objective function specifies how 

to separate and select preferred parents. OF in 

EATE-RPL consists of two execution steps. The 

first step is to start the network, which includes 

discovering neighbors and creating connections. 

The network nodes do not know about their 

neighbors or their trust. At the beginning of 

network operation, all nodes are equal to 0.5 

(average trust) and their energy is the same. 

Therefore, only criterion used to construct the 

topology is the rank of the nodes. The parent with 

the minimum rank value is selected as the preferred 

parent and the network topology is created 

accordingly. After creating the initial topology, the 

second step is called and executed. The second step 

is to update the network topology and build trust. 

In this step, if safe mode is not active (or in other 

words, the SF flag is set to zero), the only 

remaining energy, rank and ETX are as decision 

criteria. Based on these parameters, the preferred 

parents are selected and the network topology is 

updated. However, if the security mode is enabled, 

the nodes first assess the trust of parents and 

distinguish the parents that have the most trust 

threshold. Then they choose the parent with the 

highest priority as the preferred parent . 

The parent selection mechanism based on TQAOF 

is presented in Algorithm (1). When a node intends 

to select or change its parent, EATE-RPL selects 

the most appropriate option from the set of 

candidate parents based on the parents' preference. 

Prioritization and selection are based on the 

TQAOF objective function. If the priority of two 

parents is equal, trust is the selection criterion and 

the parent with high trust is selected as the 

preferred parent. The parent selection mechanism 

based on TQAOF and trust criteria is presented in 

Algorithm (1). The algorithm first creates a set of 

candidate parents as a list. The network security 

conditions are checked based on the SE flag check 

(Line 3). If network conditions are not secure, 

parental priority is assessed by energy, ETX, and 

rank (Lines 4 and 5). Otherwise, if the network 

conditions are in a secure state, first the trust of the 

parents is measured and the untrusted parents are 

removed from the list of candidates (lines 7 and 8). 

Then the priority of the trusted parents considering 

the energy, ETX, and rank is assessed (lines 11 and 

12). The node with the highest priority is then 

selected as the preferred parent (lines 14 to 16). If 

the priority of the two parents is equal to each other, 

the parent with higher trust will be selected as the 

preferred parent (lines 17 and 18). At the end, the 

preferred parent is returned as the selected parent 

by the algorithm (line 22). 

 

Algorithm (1) Preferred parent selection mechanism 

Input: DIO Message from nodes; 

Output: Preferred parent (Pp) selection of node i;  

1:  TQAOF = 0;   

2:  For each j ∈ candidate fathers list  
3:       If (SF = 0) then     // SF = Security Flag 

4:           TQAOFj = w1 × ERj + w2 ×
1

ETXi,j
+ w3 ×

1

Rj
; 

5:           w1 + w2 + w3 = 1;   // w is metrics weight 

6:           w1 + w2 + w3 = 1  , 0 ≤ w1, w2, w3 ≤ 1 

7:       Else  

8:           If (Tj ≤ THT) then 

9:                 Discard node of parent candidate list;   

10:         Else  

11:              TQAOFj = 

                      w1 × ERj + w2 ×
1

ETXi,j
+ w3 ×

1

Rj
+ w4 × Tj;   

12:               w1 + w2 + w3 + w4 = 1 ,  0 ≤ w1, w2, w3, w4 ≤ 1 

13:         End if; 

14:         If (TQAOF < TQAOFj) Then 

15:               Pp = Fatherj; 

16:               TQAOF = TQAOFj; 

17:         Else if (TQAOF = = TQAOFj) Then 

18:                Pp= node with maximum trust; 

19:         End if; 
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20:      End if;  

21: End for 

22: Return  Pp;    

4.4.1. Complementary intrusion detection 

system 

In the EATE-RPL, in addition to the discussion of 

trust, a complementary intrusion detection systems 

(IDS) are envisaged to increase the accuracy of 

malicious node detection. This is because some 

attacks, especially intelligent attacks, may not be 

detected by high-reliability trust models. In other 

words, trust is an accumulated value based on the 

nodes' past behaviors and reflects an overall 

evaluation of the nodes. This accumulation is not 

sensitive enough to detect intelligent attacks, 

because it takes time to reduce accumulated trust. 

Designing an intrusion detection system based on 

assessing the ratio of negative behaviors and 

behavioral changes can be effective in 

counteracting these attacks . 

Designing such an intrusion detection system can 

affect the behavior of malicious nodes, especially 

when they are aware of the rules of trust assessment 

and try to maintain a certain amount of trust value 

by fluctuating between their behaviors. Therefore, 

we use the intrusion detection system based on the 

evaluation of the ratio of negative behaviors with 

the use of the concept of entropy [59]. 

Methods designed based on intrusion detection 

systems (IDS) are based on a set of anomaly 

detection rules [60, 61]. As mentioned, EATE-RPL 

uses this system to increase the accuracy of 

intelligent attack detection. If IDS generates 

warning for a node, the node will be identified as 

malicious . 

Since most intelligent attacks focus on behavioral 

changes, the proposed IDSs are based on this. In 

EATE-RPL, IDS warns when the ratio of negative 

behaviors and node behavior changes exceeds a 

certain threshold. Equations (6) to (9) provide 

details of this detection. Where IDSi, j is a warning 

symbol. Di, j (t-1, t) is equal to the ratio of the value 

of incorrect behaviors to the sum of the values of 

node j behaviors for node i requests in time period 

t-1 to t. THE is equivalent to the energy threshold, 

THD is the intrusion detection threshold and β is the 

error control index. Energy threshold and intrusion 

detection in terms of repetition of experiments in 

the proposed method are considered equal to 0.2 

and 0.5, respectively. The error control index (β) is 

used when the node energy is in the critical state. 

In this case, since the negative behaviors of a node 

may be due to a decrease in performance, by 

considering the error control index, it tries to 

prevent the misdiagnosis of these nodes as 

malicious. If the change in node behavior is high 

during interactions, the probability of IDS warning 

is high, and vice versa. In fact, this IDS is designed 

and predicted with a focus on analyzing behavioral 

changes. 

(6) 

IDSi,j

= [
1  If (ERj ≥ THE)   and  (Di,j(t − 1, t) > THD)      

0   If  (ERj < THE) and  (Di,j(t − 1, t) > THD + β)
] 

 

(7) Di,j(t − 1, t) =
VNBi,j(t − 1, t)

VCBi,j(t − 1, t) + VNBi,j(t − 1, t)
 

 

(8) VCBi,j = ∑ S(a)i,j × V(a)i,j

No.of transaction

a=1
 

 

(9) VNBi,j = ∑ N(a)i,j × V(a)i,j

No.of transaction

i=1
 

 

In equation (8) and (9), VCBi,j and VNBi,jare equal 

to the sum of the value of positive and negative 

interactions, respectively. No. of transaction is the 

sum of interactions between nods of i and j in 

period of time t. S(a)i,j and N(a)i,jare equivalent to 

satisfaction and dissatisfaction with the interaction 

of (a) (in successful interaction S(a)i,j =

1, N(a)i,j = 0 and in case of failure S(a)i,j =

0, N(a)i,j = 1). V(a)i,j is equivalent to the value of 

interactions of (a) for nodes i and j, which will be 

equal to 1 and 0.5 for control and data messages, 

respectively. Note that packets sent in the IoT can 

generally be divided into data and control. Control 

messages are more valuable than data messages 

due to their important role in topology formation 

[47]. Considering the value of interaction in 

calculations, the node can't gain high trust in low-

value transactions and abuse it in high-value 

transactions . 
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4.4.2. DODAG Construction and Trust Update 

In EATE-RPL, trust updates are reactively and 

dynamic. Reactive and dynamic trust updates are 

based on behaviors. In this type of update, nodes 

are encouraged and punished for their right and 

wrong behaviors by increasing and decreasing 

trust. Details of the evaluation and update of trust 

were discussed earlier. Based on this assessment, if 

a node's trust falls below the threshold value, the 

faulty node is identified as malicious and added to 

the malicious list. In this case, the desired node will 

be excluded from the network exchanges for a 

certain period of time . 

5. Simulation and experimental results 

In this section, the efficiency and performance of 

EATE-RPL will be evaluated. For this purpose, 

EATE-RPL is implemented with cooja 2.7 

simulator software (simulator designed based on 

Contiki [62]) and with protocols of RPL [14], CT-

RPL [49] and SecTrust [53] has been compared. 

Experiments were repeated for variable of 

malicious agent as well as different attacks and 

scenarios to evaluate the performance of methods. 

The details of the simulation scenarios are 

discussed in the next section. 

5.1. Simulation setup 

As mentioned, open source simulation software of 

Contiki 2.7 / Cooja simulator was used [63]. The 

configured scenarios for evaluating the methods 

include 40 nodes of Sky mote type (TelosB) and 

one root node and they are located in a network 

with a size of 200m * 200m. The root node is in the 

center of the network and the other nodes are 

randomly placed around it. Each network node has 

a 16-bit microcontroller of Texas Instruments 

MSP430 with a frequency of 8 MHz with 10 KB of 

RAM and 48 KB of flash memory. To evaluate the 

methods, two types of attacks, black-hole and 

selective-forwarding, have been considered. The 

performance of the methods against these two 

types of attacks has been examined. Also, the 

number of malicious nodes in different scenarios is 

considered between 1 to 10 nodes. 

The trust threshold is set to 0.5 and the γ coefficient 

is set to 0.5 for indefinite behaviors. The values of 

coefficients (w) in SE = 1 are equal to w1, w2, w3, 

w4 = 0.25 and in SE = 0 are equal to w1, w2, w3 = 

0.333. Other details of the simulation parameters 

are given in Table (1). 

Table 1. Simulation parameters. 

Value Parameter 

Cooja-Contiki 2.7 Simulator 

Distance loss Loss Model 

Skymote Sensors 

6LoWPAN Adaptation 

CSMA, ContikiRPL, IPv6 Communication protocol 
1 packet  sent  every 10  seconds by 

every node 
Traffic  rate 

40 number of nodes 

200m*200m Network area 

64 bytes Data packet size 

RX: 50%, TX: 50m, interference: 60m Range of nodes 

1-9 Number of  attacker nodes 

UDP Transmission layer 

Blackhole, Selective forwarding Attacks 

1 h Simulation time 

Unit Disk Graph Medium (UDGM) Radio model 

0.5 Trust Threshold 

 
In experiments, the methods competed with each 

other despite different attacks and a variable 

number of malicious nodes in different scenarios. 

The following metrics have been used to compare 

the results : 

1-Packet Delivery Ratio (PDR): This metric is the 

result of the ratio of successful received packets 

by the root to the total of sent packets.  

2-Throughput: This metric is evaluated based on 

the total number of bits received during the time 

interval t . 

3-  Average Rank Changes (ARC): This metric 

provides a result of the average number of 

parent switches . 

4-End-to-End Delay (EED): This metric is 

evaluated based on the average sending time of 

all packets received correctly by the root . 

5-  Average Energy Consumption (AEC): This 

metric presents the result of the average energy. 

5.2. Result 

This section contains the results of the simulations 

performed. Each chart is displayed with an average 

of 20 runs with a 95% confidence interval . 

5.2.1. Packet Delivery Ratio (PDR) 

Figures 1 and 2 show the PDR results under black-

hole and selective forwarding attacks, respectively. 

The results show that in all four methods, with 

increasing the number of malicious nodes, PDR 

decreased. The reason for this is the increase in the 



An efficient energy-aware trust-based RPL protocol for Internet of Things 

11 

negative effects of the presence of malicious nodes 

for network exchanges and especially data loss. 

However, the reduction ratio for the proposed 

EATE-RPL was lower than for other methods. This 

is due to the high efficiency of EATE-RPL in 

supporting trusted exchanges, especially in dealing 

with malicious nodes, which has been more 

effective in scenarios with more malicious nodes. 

In addition to effectively detecting malicious nodes 

and supporting trust, the proposed method also 

supports the reliability of routing and exchanges, 

which has been another to improve successful 

exchanges. EATE-RPL selects parents with more 

trust and secure routes for sending data based on 

measures that it provides to evaluate nodes' trust 

and reliability. This performance has significant 

effects on improving exchanges and results the 

increased PDR. The effects are greater as the 

number of malicious nodes increases. However, 

despite selective forwarding attacks, EATE-RPL 

has provided far better results than other methods. 

This is due to the effective performance of EATE-

RPL in counteracting deceptive behaviors. The 

other three methods do not provide effective 

measures to counter these attacks. CT-RPL has 

been more successful than SecTrust in assessing 

trust and countering attacks, resulting in better 

PDR performance. However, like SecTrust and 

RPL, this method, in addition to being vulnerable 

to deceptive behaviors, does not provide measures 

to evaluate QoS metrics but EATE-RPL also solves 

QoS requirements well . 

Under the attack of the black-hole, when the 

number of malicious node was 1 node, EATE-RPL 

had about 94% successful delivery, which was 

3.7%, 5.1% and 9.6% more successful than that of 

CT-RPL, SecTrust and RPL. However, in the 

presence of 9 malicious nodes, the successful 

delivery of EATE-RPL was 71%, which was 7.8%, 

14.3% and 51.5% more successful than that of CT-

RPL, SecTrust and RPL. But under selective 

forwarding attack, when the number of malicious 

node was 1, EATE-RPL had about 93.2% 

successful delivery that was 3.2%, 4% and 7.2% 

more successful than that of CT-RPL, SecTrust and 

RPL. In the presence of 9 malicious nodes, EATE-

RPL successful delivery was 65.6%, which 

compared to CT-RPL, SecTrust and RPL was 

9.7%, 15.9% and 32.5% more successful. These 

results explain two important points. The first one 

is that EATE-RPL has a stable operation with 

increasing number of malicious nodes. Second, the 

proposed method is well resistant to deceptive 

behaviors. 

 

 
Figure 1. Packet delivery ratio under black hole attack 

 

 
Figure 2. Packet delivery ratio under selective forwarding 

attack 

5.2.2. Throughput 

Figures 3 and 4 show the results of the throughput 

under black hole attacks and selective forwarding, 

respectively. Because increasing the number of 

malicious nodes leads to increased topology 

instability and data loss, with the increase of 

malicious nodes, the network throughput has 

decreased in both types of attacks. However, the 

increase in malicious nodes had less effect on the 

throughput during EATE-RPL operation. The 

result of this successful operation is the measures 

taken by EATE-RPL to establish trust and identify 

attacks. The effects of these measures on network 

throughput in the presence of selective forwarding 

attack are more obvious than other methods. RPL 

is extremely vulnerable to attacks and in this 

regard, with increasing malicious nodes, the 
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throughput for this method had decreased 

significantly. Although CT-RPL and SecTrust have 

been successful in building trust, these two 

methods are particularly inefficient and vulnerable 

to deceptive behaviors. The existence of this issue 

has caused a decline in these two methods. 

According to the results in the presence of black 

hole attack, EATE-RPL and CT-RPL had better 

results compared to the other two methods. EATE-

RPL and CT-RPL had been more successful in 

detecting malicious nodes and had provided a more 

stable network than SecTrust and RPL. Therefore, 

packet loss for these two methods was reduced and 

network throughput was increased. 

 

 
Figure 3. Network throughput under black hole attack 

 

 
Figure 4. Network throughput under selective forwarding 

attack 

5.2.3. Average Rank Changes (ARC) 

Figures 5 and 6 show the ARC results under black 

hole attacks and selective forwarding, respectively. 

ARC provides network topology instability ratio. If 

the network topology is more unstable and the 

changes are more, the ARC is increased and vice 

versa. The increasing malicious factors had a direct 

impact on increasing ARC as it had exacerbated 

instability. At the same time, this increase had been 

more pronounced for comparable methods in the 

presence of selective forwarding attack. The reason 

for this is that due to the vulnerability of methods 

against selective forwarding attack, the possibility 

of choosing parents from malicious nodes is high. 

According to the results, ARC for RPL protocol is 

high compared to other methods that this difference 

is increased by increasing malicious nodes. RPL 

did not have a mechanism to deal with the 

malicious nodes, which was the main reason for the 

increase of ARC in this method. Note that in the 

selective forwarding attack, the malicious agents 

only for part of the sent packets have malicious 

behavior, so the instability for the RPL in the 

presence of this attack was relatively less than that 

of the black hole. Among other methods, Sectrust 

and CT-RPL performed weaker than EATE-RPL. 

These methods, in particular Sectrust, were less 

effective in detecting malicious nodes and 

countering attacks compared to the EATE-RPLs, 

and therefore ARC is increased for these protocols. 

To control topological instability due to malicious 

behaviors, nodes changed their parents frequently, 

leading to an increase in the rate of rank change. 

EATE-RPL has been more successful in reducing 

the negative effects of attacks and maintaining 

network stability in terms of measures to improve 

the accuracy of detecting various attacks and 

prevent the presence of malicious nodes. CT-RPL 

offers better results than Sectrust, which leads to 

greater stability, but this method is also sometimes 

vulnerable to deceptive behaviors, which has led to 

a slight increase in ARC. 

 
Figure 5. Average rank changes under black hole attack 
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Figure 6. Average rank changes under selective 

forwarding attack 

5.2.4. End to End Delay (EED) 

Figures 7 and 8 show the results of end-to-end 

delays under black hole attacks and selective 

forwarding, respectively. Delay in experiments is 

estimated in terms of the average time to send data 

packets that have been successfully received by the 

root. Delay has generally decreased with increasing 

malicious nodes, because with the increase of 

malicious nodes, the probability of successful 

receptions from shorter routes is higher than longer 

routes, so delay is reduced. In other words, in 

scenarios with more malicious nodes, the 

probability of the presence of malicious nodes and 

data loss in long routes is higher, and in this regard, 

most data is received from shorter paths (with less 

delay). Since delay has been calculated for the 

received data successfully, it has been reduced in 

scenarios with more malicious nodes. In addition, 

the results showed that delay for EATE-RPL was 

lower than that of Sectrust and CT-RPL. In 

addition to trust, EATE-RPL considers QoS 

criteria for parental selection. This selection has led 

to improved exchanges and delay for the proposed 

method. In addition, EATE-RPL has been more 

successful in maintaining network topology 

stability, resulting in reduced disturbances leading 

to increased delay. However, in scenarios with 

more malicious nodes, delay for EATE-RPL is 

closer to other methods. Improved trusted 

exchanges in exchange for EATE-RPL 

performance have made it more likely to receive 

data from longer routes than other protocols in 

scenarios with more malicious nodes. Therefore, 

delay in these scenarios for the proposed method is 

closer to other protocols compared to the scenarios 

with less malicious nodes. 

  

Figure 7. End-to-End delay under black hole attack 

 

 
Figure 8. End-to-End delay under selective forwarding 

attack 

5.2.5. Average Energy Consumption (AEC) 

The AEC results are shown in figures 9 and 10 for 

the 60 and 20 minutes of simulations under 

selective forwarding attack, respectively. Energy 

consumption had increased with increasing density 

of malicious nodes due to increased instabilities, 

topological changes and rank of parental 

replacement. According to the results of figure 9, 

with increasing malicious nodes, EATE-RPL had 

more successful performance and less AEC 

increase compared to the other methods. EATE-

RPL had been more successful in maintaining 

network topology stability in terms of identifying 

and preventing malicious nodes, resulting in better 

AEC, which is more tangible for scenarios with 

more malicious nodes. In RPL, the AEC has been 

increased significantly with the increase of 

malicious nodes. The lack of a mechanism to deal 

with malicious nodes has led to increased 

instabilities and topological changes resulting in an 

increase in AEC. CT-RPL was more successful 

than SecTrust in dealing with malicious nodes, and 

AEC was less successful in this respect.  
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Figure 9. Average energy consumption under selective 

forwarding attack with simulation time 60 minutes. 

 

 
Figure 10. Average energy consumption under selective 

forwarding attack with simulation time 20 minutes. 

 

According to the results of figure 10, for the 

simulation time of up to 20 minutes, EATE-RPL 

consumed more energy than other methods. One 

reason for this is that the EATE-RPL under attack 

consumes more energy to calculate and transmit 

DIO packets, but after identifying and preventing 

the malicious nodes, the topology stability is 

maintained and consumption is reduced. Another 

reason is that over time, the energy consumption of 

the nodes in EATE-RPL becomes more efficient 

and balanced. In this method, the residual energy 

and rank for selecting the preferred parents, 

respectively, lead to balance energy consumption 

and optimize the intermediate routes. 

6. EATE-RPL Analysis 

The proposed method provides the ability to 

support both of trust and reliability and it is an 

adaptive method with multi-application capability. 

The reason for this is the reliability metric review, 

in addition to the trust in selecting preferred 

parents, the SE flag prediction to determine 

security needs, the adaptive evaluation of trust, and 

the thresholds for trust and intrusion detection . 

In EATE-RPL, nodes can meet different needs in 

different applications due to the SF flag and the 

proportional value to the weights (wi). According 

to security needs, variable rigor of trust can be 

applied by giving proportional value to trust 

threshold and intrusion detection. Accordingly, 

depending on the conditions and environment of 

the IoT network, an effective trade-off between the 

effectiveness of trust and reliability can be 

provided, and on the other hand, a proportional 

stricter of trust can be applied. For example, in 

normal applications, the routing and interaction 

process can only be done by focusing on QoS 

metrics (rank, residual energy, and ETX). For 

another example, trust and reliability are supported 

at the same time as starting the network by giving 

equal weight to wi, or by increasing the value of wi, 

the value of trust or reliability in decisions is 

increased. In another scenario, if energy has high 

importance for an application, routing can be done 

by focusing on energy by increasing the weight of 

this parameter. It is also possible to increase the 

rigor of trust and accuracy in detecting malicious 

nodes by giving appropriate value to the trust and 

intrusion detection thresholds accordingly. There is 

no set value for trust and intrusion detection 

thresholds, and depending on the application and 

security needs it is defined. It is worth noting that 

increasing the trust threshold and decreasing the 

intrusion detection threshold can be more effective 

in identifying malicious nodes. But it also increases 

error, which may mistakenly detect some normal 

nodes as malicious. Such an issue will cause 

topological instability, decrease network efficiency 

and increase network energy consumption. On the 

other hand, if the trust threshold is low and the 

intrusion detection threshold is high, the detection 

accuracy will be reduced and the detection of 

malicious nodes will take longer . 

An important issue and limitation of EATE-RPL 

include the storage space required for calculations 

and trust. As mentioned, nodes in the EATE-RPL 

store and maintain a list of their neighbors in which 

the nodes' trust and related updates are stored. This 

storage, however, does not create high overhead for 

small networks and requires little memory 
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consumption, but when the network is scalable and 

implemented over a large geographical area, it 

requires a lot of memory and heavy overheads is 

imposed on the network. it is noteworthy that in the 

proposed method, trust assessment is limited to 

direct trust and recommendations are not used. In 

this respect, EATE-RPL performs better than other 

trust models, which is one of the important features 

of EATE-RPL. However, storing and updating 

trust requires high memory consumption. To 

overcome this limitation, measures should be 

envisaged that, while establishing effective trust, 

make the best use of network resources. In future 

work, focus on improving EATE-RPL by focusing 

on applying the proposed method to scalable 

networks . 

7. Conclusion and future work 

Many studies have been done to ensure trust in 

routing and IoT data exchanges and this issue is an 

important tool for identifying malicious nodes and 

ensuring the accuracy of network performance. 

However, establishing effective trust is a very 

complex issue because the nodes' trust is 

determined based on their behavior. This way of 

assessing trust is not enough due to the widespread 

attacks of malicious nodes, especially in the face of 

deceptive attacks. To improve this issue, this paper 

presents an improved protocol called dual data-

communication trust mechanism for RPL (EATE-

RPL). EATE-RPL focuses on creating secure and 

reliable routing topology and detecting malicious 

agents with high accuracy. For this purpose, a new 

objective function has been introduced to select the 

preferred parents, taking into account the trust and 

reliability of the nodes and the routing topology is 

created based on this function. The objective 

function of the proposed method is created in such 

a way that the selection of parents from nodes will 

be done with the most trust and reliability. Data 

exchanges are then initiated through the network 

communication graph, and trust models combined 

with intrusion detection system are used to detect 

malicious nodes. This design increases the 

accuracy of assessing and detecting malicious 

nodes. The results of EATE-RPL simulation using 

Cooja in different scenarios indicate the high 

efficiency of the proposed method in detecting 

malicious nodes, improving trust and other 

influential metrics of reliable exchanges compared 

to previous researches. In future work, an attempt 

has been made to improve the efficiency of EATE-

RPL for use in mobile applications by developing 

a proposed method considering the dynamics of 

nodes. 
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 Nowadays, organizations generate a significant volume of log files that 

require processing for condition checking, debugging, and anomaly 

resolution. Outsourcing such processing is not suitable due to the need 

for real-time processing and security maintenance. Given the multitude 

of different software and services, organizations face a substantial 

volume of production logs that should be processed rather than deleted 

or ignored. In the traditional approach, experts manually check the logs 

daily. This, on one hand, slows down the process, increases the time 

and inaccuracy, and, on the other hand, results in a high hiring cost due 

to the need for an expert force. This article introduces a solution that 

employs generative neural networks to establish a local structure for 

log analysis within the organization. The process involves retrieving 

and parsing text files from various sectors, segmenting them into 

manageable portions, embedding them, and storing them in a vector 

database. In this structure, a trained individual without special expertise 

can quickly access necessary information using appropriate prompts 

from a local language model available at any time. Therefore, the 

proposed method can increase the stability of security, increase the 

speed of analysis, and reduce the costs of human resources. 
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1. Introduction 

As the digital age continues to grant unprecedented 

access to information, the demand for efficient 

methods to navigate, search, and extract pertinent 

data from logs has grown substantially. 

Organizations generate an enormous volume of 

logs daily, necessitating thorough analysis. 

Initially, these files are organized and dispatched to 

designated individuals responsible for data mining. 

These individuals are tasked with continuous 

monitoring of the logs to detect anomalies or 

suspicious activities. It is at this juncture that the 

imperative for an automated and streamlined log 

analysis system becomes evident, rendering the 

previously employed manual search and 

interpretation methods obsolete in light of the 

escalating log volumes. 

Typically, an organization's logs are of great value, 

with a paramount focus on security due to the 

presence of sensitive information. Consequently, 

outsourcing such unregulated resources poses the 

risk of data leakage. The establishment of an in-

house system for log analysis and evaluation 

emerges as the preferred option. This issue finds 

resolution through the application of artificial 

intelligence and machine learning tools. In the 

context of neural networks, intelligent systems, 

trained with specific parameters, exhibit the 

capability to comprehend, recover, and furnish 

meaningful analyses based on a given set of logs. 

In a broader sense, the creation of an internal 

structure using large language models powered by 

neural networks enables effective data 

management and user query responses. 
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Figure 1- Anatomy of a log file 

 

1.1. Log Management 

Logs encompass a collection of data derived from 

the activities and performance of programs, 

systems, and users, curated for the purpose of 

identifying suspicious events. In many business 

settings, these valuable resources manifest in 

various formats, including structured, semi-

structured, and unstructured files [1]. Log files 

typically contain sensitive information, and the 

removal of these records from an organization's 

internal system can jeopardize data security. The 

constituents of a log file, akin to its anatomy  like 

figure 1, comprise critical details such as user IDs, 

system IDs, executed operations with timestamps, 

information events, and other relevant data [2]. 

Logs come in various types, including event logs, 

server logs, access logs, multi-user system logs, 

resource logs, security logs, and threat logs. These 

log types are categorized at different levels 

depending on the ecosystem, such as emergency, 

warning, informational, and debugging [3]. The 

management and analysis of logs are instrumental 

in monitoring the overall performance of programs 

and tools. By detecting adverse effects and 

damages, this process effectively distinguishes 

unexpected and potentially harmful activities, such 

as errors and intrusions, from routine procedures 

like the initiation and termination of processes. 

Additionally, it provides valuable insights to the 

organization. Handling extensive log data poses a 

considerable challenge for organizations seeking to 

monitor their infrastructure for security reasons 

while maintaining localized control. Various 

software and systems, such as MongoDB, Kafka, 

as well as databases, big data, cloud systems, and 

syslog computing systems, can receive logs. Given 

the impracticality of outsourcing log management 

and the unique internal conditions of each 

organization, the workload of the IT department 

has increased, necessitating the development and 

integration of automation tools. Many 

organizations store their reports within the Security 

Information and Event Management (SIEM) 

department. However, as log volumes escalate, this 

approach becomes problematic, prompting the 

need for Centralized Log Management (CLM). In 

a CLM system, data is integrated and directed to a 

data highway, where it undergoes filtration before 

being delivered to the intended destination [3]. The 

implementation of such systems can be facilitated 

through pipeline creation, ensuring compatibility 

with large language models and integration into 

existing infrastructure. 

 

1.2. Analysis of Logs  

When dealing with unstructured log files, 

preprocessing becomes a necessity. To address 

this, the research conducted by [1] suggests three 

primary approaches: first: Tokenization: This 

straightforward method involves segmenting log 

messages into tokens. It doesn't require a parser and 

lacks the ability to provide semantic interpretations 

of symbols. second: Parsing Messages: Parsing 

involves extracting information from sets of 

events, encompassing sequences, counts, or 

statistics. Third: Parameter Extraction: This 

approach focuses on retrieving parameters, 

including timestamps, from parsed events. 

The analysis process entails the examination and 

interpretation of logs generated by network 

systems, operating systems, applications, servers, 

hardware, and software components. This process 

provides visibility into the performance and health 

of the IT infrastructure and application stacks, 

allowing the detection of potential issues, including 

security vulnerabilities and failures. It also aids in 

identifying and preventing problems like 

overprovisioning and underprovisioning. These 

techniques are applied to segment documents into 

manageable chunks, embedding them, and storing 

them in a vector database to facilitate feeding the 

document data into a large language model. 

Historically, log analysis was performed manually, 

with experts interpreting log files using text 

processing software like sedawk. However, the 

proliferation of logs generated by modern 

programs has rendered manual analysis infeasible, 

necessitating automated mechanisms [4]. Hand-

coded rules that search for specific keywords have 

limited utility and are ill-suited for scenarios with 

unknown parameters [5]. 

Consequently, the need to employ alternative 

methods developed by deep learning models has 

emerged. These methods include pattern 

recognition using machine learning, keyword 

tagging, classification, and correlation techniques. 

Notable examples include the semantic multiphase 

matching algorithm based on a vector space model 

and natural language processing (NLP) for 

matching models [6], as well as the technique for 

discovering a set of related activities based on k-

means clustering in [7] and [8]. Time series 

analysis is used to detect changes in event 

frequency [9]. The field of NLP also finds 

application, such as in linguistic reconstruction 

[10], where refactoring technologies used in 
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software engineering are applied for syntactic, 

semantic, and functional reconstruction. Various 

tools, such as Logstash, ELK Stack, and Sentry, 

prove helpful. 

One of the most significant advantages of log 

analysis is anomaly detection [1], which involves 

reporting deviations from normal system behavior 

by creating models. These approaches may use 

unsupervised learning, which does not necessitate 

labeled logs, or supervised learning. Anomaly 

detection is categorized into two main types: 

offline and online. In offline anomaly detection 

systems, notable examples include PCA [11], 

which utilizes principal component analysis to 

detect anomalies, and LogCluster [12], which 

assigns weights to events and employs cumulative 

hierarchical clustering to identify patterns. 

Invariants Mining [13] analyzes single values in 

reports to learn variables, while LogRobust [14] 

utilizes a Bi-LSTM neural network for learning. 

Online anomaly detection systems employ 

supervised learning, using patterns learned offline 

from normal logs to detect anomalous events in 

production. Prominent examples include DeepLog 

[15] and LogAnomaly [16]. 

This article delves into issues and their resolutions 

within the realm of daily log analysis, organized 

into seven sections: The initial section provides an 

introduction and discusses the current conditions. 

The second section outlines the artificial 

intelligence process. Moving forward, the third 

section addresses the challenges that require 

solutions. Subsequently, the fourth and fifth 

sections delineate the proposed solution and its 

evaluation. The sixth section establishes limitations 

and outlines the necessary requirements. Finally, 

the seventh section conclussion the article. 

 
2. Generative Artificial Intelligence 

Generative artificial intelligence (GAI) aims to 

develop machines capable of reasoning and acting 

in a manner resembling human cognition [17]. This 

technology empowers AI systems to generate text, 

images, or other media items in response to user 

requests, revolutionizing various industries. GAI 

models acquire an understanding of patterns and 

structures within their training data and 

subsequently generate new data. These models can 

be trained on extensive datasets, enabling multi-

stage learning and domain knowledge development 

through reinforcement learning from human 

feedback. GAI can be categorized as either 

unimodal or multimodal. Unimodal systems 

process a single type of input, while multimodal 

systems can handle multiple input modalities. 

GAI can further be classified into two main 

categories: task-specific GAI and general GAI. The 

focus of this research is on investigating general 

GAI [18]. Advances in big data representation 

technologies have led to the emergence of a 

human-interpretable language for patterns and 

structures within input data, enabling the 

accomplishment of diverse objectives across 

various environments. The objective is to transcend 

the current language generation paradigm, which 

often involves fitting sample distributions to 

specific tasks. However, the development of 

general GAI is still confronted by several key 

challenges. These challenges include high training 

and maintenance costs, dispersion of high-quality 

data, integration of domain knowledge, 

interpretability, model validity, resource 

allocation, and security. A comprehensive review 

of the development of GAI from 2018 to the 

present is presented in Figure 2 [18], illustrating the 

evolution of this field. 

 

 
Figure 2. Evolution of GAI [18] 

 

2.1. The Evolution of Generative AI Models 

Initially, GPT (Generative Pre-trained 

Transformer) demonstrated its potential to generate 

specific natural language through unsupervised 

pre-training and fine-tuning in downstream tasks. 

It utilizes 12 transformer decoder layers to perform 

next-word prediction and generate coherent text. 

The subsequent model, GPT-2 [19], extended this 

structure and introduced the concept of zero-shot 

learning. 

Building upon these advances, GPT-3 [20] 

introduced the use of prompts to reduce the reliance 

on supervised datasets. It leverages the prior 

knowledge acquired during the pre-training phase 

to enhance the quality of generated content. This 

approach enables the language model to adapt 

quickly to new scenarios, even with limited or 

unlabeled data. Additionally, the emergence of 

reinforcement learning became notable during this 

period. 

InstructGPT, introduced as a general GAI, utilizes 

Reinforcement Learning from Human Feedback 

(RLHF) to make decisions aligned with human 
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preferences, achieving improved performance with 

fewer parameters. This results in an intelligent 

system characterized by consistency, 

interpretability, and reliability. RLHF optimizes 

the original problem by transforming 

indistinguishable objectives in language 

production tasks into sequential decision processes 

[21]. 

In November 2022, ChatGPT, a general-purpose 

OpenAI-based chatbot known for its ability to 

"produce human-like text," attracted millions of 

users [22]. ChatGPT, built on the foundations of 

large language models, serves as a conversational 

user interface and application programming 

interface (API). It empowers AI applications to 

generate text and images [17]. These large 

language models, equipped with self-supervised 

learning capabilities, exhibit exceptional 

proficiency in complex tasks and question 

answering, even in the absence of intrinsic 

motivations or goals. Beyond language mastery, 

transformer-based Large Language Models 

(LLMs), like those in ChatGPT, can tackle diverse 

and challenging tasks, including mathematics, 

coding, medical analysis, law, psychology, and 

more. These models learn from large text datasets 

through unsupervised learning methods, allowing 

them to recognize statistical patterns and 

regularities in human language, thereby generating 

coherent and contextually relevant responses to 

user inputs [23]. ChatGPT relies on a self-

generated LLM, a machine learning system 

capable of independent learning from data to 

produce sophisticated and seemingly intelligent 

text after extensive training on large text datasets 

[24].To further enhance the model's capabilities, 

reinforcement learning from human feedback is 

integrated with GAI models, enabling domain 

knowledge to play a role in the training process. 

This integration marks a shift from "fitting-

generation" to "Pretraining-Prompting-

Generation" [25]. 

Recently, GPT-4, the latest model developed by 

OpenAI, has been trained on an unprecedented 

scale of computation and data, delivering 

remarkably human-like performance across a wide 

array of tasks. The introduction of GPT-4 signifies 

the evolution of general GAI based on the GPT 

series, which now includes the understanding and 

generation of multimodal data, encompassing text, 

images, and audio. Moreover, it can identify logical 

errors in reasoning to generate valuable responses 

[26]. 

 

3. Challenges in Log Analysis  

The purpose of this article is to investigate three 

critical aspects: security, time efficiency, and cost 

reduction in the analysis of logs received from 

various departments within an organization. 

Security: 

Logs contain intricate details of valuable and 

private information pertaining to the organizational 

structure. Careful examination of this data is 

crucial, and outsourcing beyond the organization's 

internal network is not considered. The proposed 

method establishes a local structure within the 

organization to uphold the security of such 

sensitive information. 

Time Efficiency: 

The sheer volume of logs generated and stored for 

recovery and analysis is extensive. Traditional 

methods of checking logs involve writing various 

queries to extract useful information and reports, 

which is time-consuming. This results in a slowed-

down log checking process, making it nearly 

impossible to review all logs. The proposed method 

streamlines and accelerates this process, providing 

a solution to the time constraints associated with 

log analysis. 

Cost Reduction: 

Log analysis typically requires the expertise of 

specialized individuals, and the annual human 

resources costs escalate when hiring such 

personnel. Furthermore, the nature of the job 

demands more than one person, leading to 

increased salary expenses. In contrast, the proposed 

method operates efficiently by reducing 

employment costs. It achieves this by utilizing  a 

trained professional, eliminating the need for high-

level experts and minimizing financial burdens. 
 

4. Proposed Method: Development of report 

analysis using local LLMs 
Development of Report Analysis using Local 

Large Language Models (LLMs): There exists a 

diverse array of AI applications, primarily relying 

on machine learning, deep learning, and natural 

language processing (NLP). Machine learning 

harnesses advanced algorithms to analyze data and 

identify patterns for predictive purposes. Deep 

learning employs neural networks to process vast 

datasets. Large language models (LLMs) [20], 

[32], [33], considered a groundbreaking 

technology in the realm of natural language 

processing, empower developers to create 

previously unattainable applications, such as the 

Copilot programming assistant [34]. However, the 

true potential of these LLMs is realized when they 

are integrated with other computational or 

knowledge resources. This amalgamation can 

result in the creation of customized solutions for 
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individual organizations. With appropriate 

training, these integrated systems can ingest all 

available logs and provide meaningful analyses. 

For instance, organizations like Google have 

introduced competitive artificial intelligence 

chatbots like ChatGPT and other advanced models 

proposed by OpenAI. Google's AI chatbot, known 

as "Bard," showcases impressive conversational 

skills. Meanwhile, several Chinese companies, 

including HUAWEI, Baidu, Alibaba, and Tencent, 

have offered their LLMs to develop industrial-

grade models, contributing to the industrialization 

of large-scale artificial intelligence models. 

To respond to user inquiries regarding the source 

of collected logs, it's essential to train LLMs. While 

LLMs possess remarkable capabilities, they lack 

knowledge beyond what they've been trained on. 

"Retrieval Augmented Generation" is a technique 

that enables the creation of intelligent systems 

connecting a language model to additional data 

sources to provide instructions to the LLM, 

enabling it to manage and interact with its 

environment. 

In this proposed method, as illustrated in Figure 3, 

the log files undergo initial loading and are 

subsequently divided into smaller, manageable 

segments using a text splitter to ensure 

compatibility with the model. These logs are then 

embedded for storage. Utilizing these embeddings, 

semantically similar logs to a given query can be 

retrieved. These snippets are indexed in a database 

to facilitate future searches and retrievals. This 

created index can be employed for generation, 

essentially functioning as a search format that 

operates in two stages: capturing the logs in a query 

format, followed by retrieving the appended 

production chain. A vector database is integrated to 

construct high-performance vector search 

programs, enhancing the speed and accuracy of 

search and retrieval processes. Various index types 

are available, with Vectorstore being the most 

common. Its user-friendly API, scalability, and 

advanced algorithms allow developers to 

efficiently manage extensive vector data, achieving 

real-time retrieval and building effective search 

engines. 

When a user submits a query, the query is initially 

embedded, and a similarity search is conducted in 

the vector database. The retrieved documents, in 

conjunction with the query, serve as input to the 

query chain. This consolidated input is then 

forwarded to the LLM, enabling it to generate a 

response that precisely addresses the user's inquiry. 

The search encompasses the logs relevant to the 

question and employs both a PromptValue, which 

acts as model input, and a PromptTemplate, 

responsible for creating these inputs. PromptValue 

is conveyed to the model, and the outcome, 

representing an accurate and well-informed 

response based on the information found in the 

pertinent documents, is delivered in a natural 

language format comprehensible to all 

stakeholders. These search results feed into the text 

understanding for the Large Language Model 

(LLM), enabling it to provide an accurate response 

to the user's query from the extensive log 

collection. 

 

 
Figure 3. Report analysis using local LLMs 

 

5. Assessment 

To provide a comprehensive overview of the utility 

of this model, along with its notable advantages, 

which include exceptional text comprehension, 

proficiency in handling unstructured data and 

complex patterns, continuous learning capabilities, 

and the generation of natural language output for 

improved comprehension among non-technical 

stakeholders, three primary advantages emerge: 

First: Enhanced Log Security 

One of the key benefits lies in log security. This 

model is implemented locally, eliminating the need 

to transmit logs outside the organization or 

outsource their analysis. This inherent security 

feature ensures that sensitive log data remains 

within the organization's control. 

Second: Time Efficiency 

The model offers a substantial reduction in the time 

required to extract necessary information from 

logs. In traditional log analysis, composing several 

query lines demands time for contemplation and 

typing. However, with the assistance of the large 

language model, formulating a question in natural 

language requires significantly less time. To 

quantify this time-saving advantage, we considered 

24 distinct non-repetitive questions to be written as 

queries. The time taken for each query was 

compared with the time it would take a person to 

naturally pose the same questions to the model. 

Initially, users working with the model may spend 

slightly more time formulating questions. 

However, over time, as users gain experience, 
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Chart 1 depicts a noticeable trend toward reduced 

query time. This assessment underscores the 

model's capacity to enhance both log security and 

operational efficiency, making it a valuable asset 

for organizations seeking to streamline their log 

management and analysis processes.  

 

 
Chart 1. Comparison of time consumption in 

each method 
 

Third: Cost Reduction 

The second advantage discussed relates to the 

reduction in costs. Traditionally, writing a 

suitable query for log analysis necessitates the 

presence of an expert with relevant knowledge 

within the organization, responsible for 

continuous analysis and necessary checks. 

However, with the language model, anyone can 

pose a question without the need for 

comprehensive expertise, and receive a suitable 

answer. This capability contributes to cost 

savings by obviating the need to hire human 

resources for log analysis. 

In Chart 2, presented as a cumulative frequency 

chart, a cost comparison is depicted. The chart 

illustrates the requirements, implementation, 

and maintenance costs over two years for both 

the traditional model and the language model in 

a private company. Initially, the language 

model incurs higher implementation costs, but 

as time progresses, only maintenance costs are 

incurred, demonstrating a declining trend. 

Conversely, in the traditional model, the cost 

over two years, primarily related to hiring an 

expert, is nearly twice that of the language 

model. This third advantage highlights the 

substantial cost savings achievable by adopting 

the language model for log analysis, offering a 

more cost-effective and accessible approach to 

organizations. 

 

 
Chart 2. Cost comparison in each method in the form 

of cumulative frequency 

 

6. Limitations 

Despite significant progress and advancements in 

the field of log analysis with the aid of artificial 

intelligence, several challenges persist, offering 

opportunities for future research and the expansion 

of these methods. The following are notable 

challenges, along with potential solutions: 

Generalization Ability: Achieving a valid output, 

in addition to log data, necessitates the inclusion of 

more information for model training. This 

expanded dataset increases the workload of the 

ensemble, thereby demanding additional research 

efforts. 

Interpretability: Enhancing methods and models 

that make the behavior and predictions of machine 

learning systems comprehensible to humans is an 

ongoing research endeavor [27]. Improving 

interpretability is crucial in ensuring that AI-driven 

log analysis can be effectively understood and 

utilized. 

Resource Consumption: GAI models face 

significant challenges related to resource 

consumption, including the computational power 

required for model training and operational costs, 

primarily concerning energy consumption during 

model operation [28]. Research efforts should 

focus on cost-effective learning methods to 

mitigate these resource-related challenges. 

Security: Security remains a paramount concern in 

log management and analysis across all 

organizational departments. Entrusting log data to 

external entities or utilizing non-local tools 

increases security risks. GAI security models often 

exhibit "black box" features, raising security 

concerns [29]. To address these concerns and 

safeguard data privacy and intellectual property, 

organizations must implement security measures 

related to production models and strengthen 

defenses against potential attacks. This article 

proposes the establishment of a local structure to 

address these security issues. 

Limitations in Large Language Models (LLMs): 

LLMs sometimes produce unrealistic yet 



A. Pishdad et al./ Journal of Optimization of Soft Computing (JOSC), 1(2): 18-25, 2023 
 

24 

 

seemingly acceptable predictions, referred to as 

hallucinations [30]. To tackle this issue, new 

research directions, such as Augmented Language 

Models (ALMs), are explored [31]. ALMs are 

language models equipped with enhanced 

reasoning skills and the ability to utilize external 

tools and modules, expanding their processing 

capabilities and potentially mitigating 

hallucination-related limitations. 

These challenges present opportunities for further 

research and innovation in the field of log analysis 

with the assistance of artificial intelligence, 

ultimately enhancing the capabilities and 

effectiveness of log analysis systems. 

 

7. Conclusion 

By harnessing the latest advancements in artificial 

intelligence technologies and locally deploying a 

large language model, without the need for 

outsourcing, organizations can securely engage 

with logs originating from various departments, 

such as network and data center management, 

marketing, human resources, finance, and 

accounting. These logs are systematically 

collected, stored, and efficiently managed, making 

them readily available for analysis through the 

implementation of a large language model. This 

approach culminates in the establishment of an 

accurate and effective system for addressing 

inquiries based on logs. It addresses the limitations 

of traditional log analysis by significantly reducing 

the time required for analysis. Moreover, it allows 

users to obtain answers simply by framing 

questions in natural language. This streamlined 

approach also leads to substantial cost savings by 

eliminating the necessity of hiring specialized 

experts. Taken together, these measures mark a 

significant stride toward organizational growth and 

success, enhancing the efficiency of log analysis 

and information retrieval, ultimately contributing 

to improved decision-making and operational 

effectiveness. 
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 The limitations of IoT have resulted in increased failures and the need 

for guaranteed fault tolerance to ensure adequate network performance. 

While previous studies have effectively improved fault tolerance by 

addressing various aspects of this area, previous methods are 

ineffective in ensuring the stability and accuracy of data exchange in 

the event of failure. The existence of this problem highlights the 

necessity of proposing a new method that can guarantee the stability 

and accuracy of data exchange to ensure network performance stability 

in case of failure. To address this, this research introduces a method 

called FTRTA, which is based on the enhancement of the RPL protocol 

and data distribution techniques. These distribution techniques are 

effective in improving load balancing and fault tolerance of network 

traffic. FTRTA is developed based on this technique and involves three 

operational steps. Firstly, it evaluates and analyzes the status of 

network nodes similar to when sending DIO messages. In the second 

step, it creates a network communication graph. Finally, in the third 

step, data transmission is performed using a distribution technique to 

ensure fault tolerance. Simulation results using Cooja software 

demonstrate the high performance of FTRTA in ensuring the stability 

and accuracy of data exchange, improving factors such as successful 

receptions and network throughput compared to similar studies. 
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1. Introduction 

IoT has enabled all physical elements to 

communicate and interact with each other. In IoT, 

each member of the network has a separate digital 

identifier through which access, management, and 

communication with other members of the network 

are possible [1]. The IoT has become very 

important in today's world due to the wide range of 

benefits it has provided. One of the most basic 

applications of this technology in the current era is 

its use in medical, military, industrial, and general 

intelligence of physical elements [2]. This high 

progress makes it likely that many objects will join 

this network in the not-too-distant future [3]. 

However, it is noteworthy that this new network 

has extensive challenges and issues due to the 

incompleteness of technologies and standards [4]. 

One of the most important issues in these networks 

is the reliability and guarantee of tolerance. Due to 

the great importance of intelligent physical element 

management, IoT is very important in today's 

world, and the importance and applications of this 

new technology are increasing day by day. In IoT, 

due to severe resource limitations, wireless 

communications, network variable topology, and 

other related constraints, fault occurrence is very 

likely. Therefore, support for fault tolerance is a 

very important issue. However, the importance of 

this field is doubling due to the important areas of 
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application of IoT [5]. Therefore, providing 

measures to improve reliability and support for 

fault tolerance is considered an undeniable 

necessity for IoT to ensure the continuity and 

accuracy of network performance [33]. IoT is a 

diverse network with many limitations. The 

existence of these unique features and limitations 

raises a number of issues related to this network. 

One of the most important of them is related to fault 

tolerance of data transmission. [32] On the other 

hand, the existence of these special and different 

features has made the use of traditional techniques 

(practical techniques in other wired and wireless 

networks) not suitable for these networks [6 and 7]. 

Therefore, given the importance and necessity of 

fault tolerance in maintaining the continuity and 

accuracy of IoT performance, extensive research 

has been provided to improve issues related to this 

area. Most of these studies have focused on 

improving routing and increasing the reliability of 

data exchanges. In IoT, nodes are unable to 

communicate directly with each other and root 

nodes due to limitations in equipment and their 

communications. For this reason, data exchanges 

are performed through other members of the 

network in multi-hop [8 and 9]. This performance 

makes network activity dependent on correct 

routing and reliable data exchange. Accordingly, a 

large section of the research in the field of fault 

tolerance has focused on this issue and has tried to 

increase the reliability and guarantee the accuracy 

of this vital category [10-17]. To this end, most 

research is based on the development of the RPL 

protocol [18] to improve the reliability of this 

routing protocol. It is worth noting that RPL is the 

most important IoT routing application protocol 

and is widely used in these networks. However, 

studies of past research have shown that there were 

some important issues associated with the 

protection of fault tolerance that make it necessary 

to provide more effective research in this area. In 

fact, most past research has focused on improving 

parent node choices and increasing the reliability of 

intermediate routes. However, improving parent 

choices and increasing the reliability of 

intermediate routes are very important issues, but 

neglecting other aspects of fault tolerance, 

especially fault coverage and ensuring the accuracy 

of exchanges, will lead to instability and loss of 

network performance. In fact, the safe choice of 

parents is a necessary condition, but it is not 

enough on its own. 

In order to improve this issue, this article 

introduces a method called Fault Tolerance and 

Reliable Transaction Algorithm for IoT (FTRTA). 

FTRTA is based on the optimization of the RPL 

protocol and is based on the efficiency of data 

distribution techniques, and based on this, it tries to 

improve the reliability combined with the support 

of fault tolerance. FTRTA performance is 

generally divided into three main steps. In the first 

step, the reliability of the network nodes is 

assessed. In the second step, the DODAG graph is 

formed based on the proposed FTRTA measures. 

In the third step, data exchange is based on the data 

distribution technique [34]. 

The primary highlights of the Fault Tolerance and 

Reliable Transaction Algorithm for IoT (FTRTA) 

are the following: 

• The main goal of FTRTA is to improve the 

tolerance fault of IoT network data 

exchanges. 

• RPL optimization is used to improve 

routing and increase the reliability of 

intermediate routes. 

• The efficiency of FTRTA is evaluated 

using COOJA simulator. 

In the second section of this article the past works 

will be examined. Details of the proposed FTRTA 

will be presented in the third section. In the fourth 

section, the proposed method based on the Cooja 

software will be simulated and its performance will 

be evaluated. At the end, the article will be 

concluded.  

2. Related Works 

As noted, most reliability-based research has been 

developed based on the RPL protocol to focus on 

improving routing and data exchange. Some of 

these articles have focused on enhancing the RPL 

objective function and have attempted to increase 

the reliability of this protocol [10, 14-16, and 19-

21]. Many studies have concentrated on energy-

efficient routing and data exchange [23-26]. Others 

have been designed to evaluate link stability [11, 

17, and 22] and have been developed based on 

assessing the condition from end to end of the 

intermediate routes [12 and 15]. However, methods 

that focus on improving the RPL objective function 

have shown relatively better performance in 

enhancing the reliability of data exchanges. Some 

of the most significant studies in this area are 

discussed below. Sennan et al. proposed a protocol 

called EDADA (Energy and Delay Aware Data 

Aggregation) [19]. This two-step method involves 

data compression techniques in the first step and 

evaluation of energy status and delay in the second 

step to select intermediate routes based on node 

assessment. While examining the energy situation 

has been effective in improving parent selections, 

focusing solely on this criterion may not meet all 

needs. 
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Sanmartin and colleagues introduced a method 

called SIGMA-ETX (SIGMA Expected 

Transmission Count) to enhance reliability [15]. 

This approach, based on RPL development and 

SIGMA evaluation, performs routing elections by 

analyzing the expected transmission count (ETX) 

and its variance for intermediate route nodes. This 

method has been effective in assessing the end-to-

end state of intermediate routes, leading to 

improved reliability in data exchanges. 

A method named MRHOF (Minimum Rank with 

Hysteresis Objective Function) was introduced by 

Lazarevska et al., based on RPL protocol 

development to enhance reliability [16]. In 

MRHOF, the network communication graph 

formation is based on evaluating the ETX index, 

node energy efficiency, and signal quality, 

followed by parent selections. Simulation results of 

this method demonstrate improved reliability in 

data exchanges. To enhance reliability, Sousa et al. 

introduced ERAOF (A New RPL Protocol 

Objective Function) [20]. This method optimizes 

the RPL protocol's objective function by evaluating 

ETX index, remaining energy metrics, and 

connection quality to make decisions. This 

approach has been effective in improving quality 

and increasing reliability in data exchanges. 

The MIQRP protocol (Multiple Instances QoS 

Routing in RPL) introduced by Nassar et al. [10] 

aims to improve exchange reliability by 

introducing a new objective function called 

mOFQS. This function evaluates nodes based on 

ETX, energy, and delay, leading to appropriate 

parent selections. Simulation results indicate 

improved data interactions and reduced energy 

consumption. 

In 2019, a method called EEMA (Energy Efficient 

and Mobility Aware) was introduced based on RPL 

protocol development to improve stability and 

reliability in communication, particularly for 

mobile networks. EEMA evaluates node mobility 

based on received signal quality and makes 

decisions by combining energy evaluations. This 

design has proven effective in enhancing reliability 

and stability of links, especially in mobile 

networks, though it lacks fault tolerance support. 

Vaziri et al. introduced a method called Brad-OF 

(Enhanced Energy-Aware Method for Parent 

Selection and Congestion Avoidance) to control 

congestion and enhance communication ability 

[21]. In Brad-OF, high-density node presence in 

the network communication graph is prevented, 

and nodes are evaluated based on ETX, remaining 

energy, and delay for parent selection. Simulation 

results show congestion control and improved 

reliability in data exchanges. 

The MAPS protocol (Mobility-Aware Parent 

Selection for Routing) proposed in 2019 aims to 

improve network communication graph stability, 

especially in mobile networks. MAPS evaluates 

node mobility to select and form communication 

graphs based on signaling power for link quality 

and stability assessment. Parent elections are made 

based on stability and signaling quality predictions. 

Previous studies have attempted to improve routing 

reliability and data exchanges based on various 

measurements. However, they did not propose 

measurements to cover faults and guarantee the 

accuracy and continuity of data exchanges. This 

paper focuses on optimizing the RPL protocol and 

distribution techniques to address this fundamental 

issue. The studies are analyzed and discussed in 

Tables (1) in terms of evaluation metrics, purpose, 

simulation tools, and applied strategies. 
 
Table 1. The review of introduced articles focusing on the 

RPL OF 

Goal Simul 

Ator 

Evaluation 

metric 

Reference 

Energy 

optimazation 

Cooja Energy, delay EDADA [19] 

PDR 

Improvment 

Cooja ETX SIGMA [15] 

QoS Improvment Cooja Energy, ETX, 

RSSI 

MRHOF [16] 

QoS Improvment Cooja Energy, link 

quality, ETX 

ERAOF [20] 

QoS Improvment Cooja ETX, Energy, 

delay 

MIQRP [10] 

PDR 

Improvment 

Cooja mobility EEMA [17] 

Congestion 

control 

Matlab Energy, ETX, 

Delay 

Brad‑OF [21] 

PDR 

Improvment 

Cooja mobility MAPS [30] 

3. Definitions  

3.1. Communication Model 

The desired network includes m nodes and a 

DODAG root. The nodes are randomly located in 

the networked environment. FTRTA follows the 

tree-based approach to exchanges. In this approach, 

the sensors, after collecting data, send it to the root 

node of the tree structure in response to the 

proposed measures. Data is distributed and sent to 

parents for the purpose of maintaining fault 

tolerance. How to distribute and send is determined 
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by the fault tolerance and FTRTA decision-

making. Finally, the root node receives the sent 

data and recovers it based on the applied technique, 

even if an error occurs. FTRTA is based on the RPL 

protocol, so the FTRTA communication model is 

consistent with this routing protocol [18]. RPL 

supports three different types of communication: 

point-to-point communication (P2P) for the 

connection between two nodes in the DODAG 

graph, point-to-multipoint communication (P2MP) 

to send traffic from the root node to the pages, and 

multipoint-to-point communication (MP2P) to 

collect and send data from network nodes to the 

DODAG root.  

3.2. Energy Consumption Model 

In networks with energy limitations, in order to 

design a routing technique, it is necessary to 

determine the network energy consumption model. 

Sending and receiving data on the IoT network are 

associated with the energy consumption of the 

nodes. The energy consumption for this purpose is 

determined by a function of the distance between 

the sender and receiver. In addition, the process of 

listening to the media to receive data and the sleep 

state of the nodes is accompanied by energy 

consumption. In the standard of IEEE 802.15.4 

WSNs, energy consumption of sensor (a) on the 

link of e (a, b) ∈ E  for processing a message is 

evaluated by equation (1) [27].  

Where 𝐸𝑐
𝑎 is Energy Consume of node a, 𝐸𝑙

𝑎, 𝐸𝑡
𝑎, 

𝐸𝑟
𝑎 and 𝐸𝑠

𝑖 are the energy consumed during the 

periods of listening, transmitting, receiving and 

sleeping, respectively. 𝐼𝑡, 𝐼𝑟, 𝐼𝑙 and 𝐼𝑠 are the 

current drawn in the transmitting receiving, 

listening and sleeping modes, respectively. 𝑡𝑠
𝑎, 𝑡𝑙

𝑎 

are the current drawn in the transmitting, receiving, 

listening and sleeping modes, respectively. V is the 

battery voltage of the nodes, L (bits) is the packet 

length and BR (Kbps) is the data rate in the WSN. 

In networks with energy limitations, in order to 

design a routing technique, it is necessary to 

determine the network energy consumption model. 

Sending and receiving data on the IoT network are 

associated with the energy consumption of the 

nodes. The energy consumption for this purpose is 

determined by a function of the distance between 

the sender and receiver. In addition, the process of 

listening to the media to receive data and the sleep 

state of the nodes is accompanied by energy 

consumption. In the standard of IEEE 802.15.4 

WSNs, energy consumption of sensor (a) on the 

link of e (a, b) ∈ E  for processing a message is 

evaluated by equation (1) [27]. 

Where 𝐸𝑐
𝑎 is Energy Consume of node a, 𝐸𝑙

𝑎, 𝐸𝑡
𝑎, 

𝐸𝑟
𝑎 and 𝐸𝑠

𝑖 are the energy consumed during the 

periods of listening, transmitting, receiving and 

sleeping, respectively. 𝐼𝑡, 𝐼𝑟, 𝐼𝑙 and 𝐼𝑠 are the 

current drawn in the transmitting receiving, 

listening and sleeping modes, respectively. 𝑡𝑠
𝑎, 𝑡𝑙

𝑎 

are the current drawn in the transmitting, receiving, 

listening and sleeping modes, respectively. V is the 

battery voltage of the nodes, L (bits) is the packet 

length and BR (Kbps) is the data rate in the WSN. 

Ec
a = El

a + Et
a + Er

a + Es
a = (tl

aIl + (It + Ir)
L

BR
+

ts
aIs) V   (1) 

Based on reference [28], values of 𝑡𝑠
𝑎 and 𝑡𝑙

𝑎 are 

based on equation (2) and (3): 
ts

a = BI − SD = aBaseSD × (2BO − 2SO)symbols      (2) 
tl

a = BI − (tt
a + tr

a + ts
a)   (3) 

We assume that Er
a = 0  (or tr

a = 0) if a is a source 

node (Tx) and Et
a = 0 (or tt

a = 0) if a is a 

destination node (Rx). 

Therefore, the consumed energy to send and 

receive of data is evaluated based on the equations 

(4) and (5). 

Ec
a = tl

aIl + It
L

BR
+ ts

aIs               (4)                                          

Ec
a = tl

aIl + Ir
L

BR
+ ts

aIs   (5) 

3.3. The Network Assumptions 

• Network nodes are homogeneous and 

fixed. 

• Nodes are randomly located on the 

network. 

• The network topology is various. 

• Nodes don't have GPS equipment. 

• Nodes have a unique identifier the energy 

of them is limited. 

• It is assumed that fault occurs for 10 

percent of sent data. 

4. Fault Tolerance and Reliable Transaction 

Algorithm for IoT (FTRTA) 

 

FTRTA is designed based on optimizing RPL 

protocol and distribution technique. Its goal is 

improvement of reliability and data fault tolerance. 

FTRTA to implement is compatible with IoT 

networks and RPL protocol.  FTRTA is segmented 

to three steps: 

1. Analysis of node status along with the 

process of sending DIOs. 

2. Create a DODAG graph based on the 

proposed FTRTA measures. 

3. Data transmission according to data 

distribution technique. 
In the following is described detailed description of each 

step with the relevant flowchart. 
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4.1. Network Nodes Status Analysis 

This step is based on the developed ROL protocol 

DIO messages, and its most important purpose is to 

assess the reliability and position of nodes in the 

network. Figure (1) presents this step of the 

FTRTA and describes its details below. 

 

Figure 1. The first step of the proposed FTRTA 

According to the flowchart in Figure (1), when the 

network starts activity, the root node (based on 

sending DOI message of RPL protocol [18]) 

creates a DIO message and sends it to the network 

in the form of a broadcast. The purpose of 

distributing this message in the RPL protocol is to 

consider the node status from the root. In FTRTA, 

this goal includes considering reliability in addition 

to the node status. The sending of DIO process in 

FTRTA is based on RPL. Therefore, within a 

specified period of time, it is repeated to update the 

network topology. In the RPL protocol, after 

sending the DOI message from the root, it is shared 

among nodes so that all members of the network 

receive it. Sending DIOs in FTRTA has three 

differences compared to in the RPL protocol:  

1. The first difference: In addition to performing 

operations related to the process of sending DIOs 

in accordance with the RPL, nodes also assess their 

reliability and add the result of this evaluation to 

the DIO message.  

2. The second difference: If the DIO message is 

received from a parent whose reliability is less than 

the threshold, the parent will be added to the list of 

critical nodes and will be removed from the list of 

parent collections. This is intended to prevent the 

network graph from being constructed by low-

reliability nodes. In FTRTA, the value of the 

confidence threshold is 0.1.  

3. The third difference: The rank in the RPL 

protocol is evaluated according to the position of 

the nodes relative to the root. In FTRTA, however, 

in addition to location, node reliability is also 

influential in ranking. Accordingly, the ranking of 

nodes, in addition to location, also depends on the 

reliability of nodes. Figure (2) provides an 

overview of the DIO message sent to FTRTA. The 

details of the sent DIO message fields in FTRTA 

are as follows: 

• IoT Graph Information-Base on DIO: This 

field corresponds exactly to the content of 

the DIO message of the RPL protocol and 

includes DADOG graph information, 

including root ID, graph ID, version, and 

other related items. Sufficient details are 

provided in [18].  

• Rank: This field contains the sender's node 

rank. Rank refers to the position of the 

node relative to the root. If the rank of a 

node is lower, the node is closer to the root. 

Rank in RPL is rated for node distance 

from the root, but in FTRTA, in addition to 

node position, its level of reliability is also 

involved in ranking rating.  

• RL: This field contains the reliability of 

nodes and is calculated according to the 

three concepts of energy, fault rate, and 

probability of data loss. Then it is added to 

the DIO. 

 

 

Figure 2.  DAO message in FTRTA 

According to the flowchart presented in Figure (1), 

after receiving DIO messages by network nodes, 

first the reliability of the sender of the message is 

checked and if it is less than the threshold, the 

parent is removed from the list of total parents. . 

Otherwise, the receiver node stores the parent's 

information and puts it in the parent collection list. 

In equation (6), the details of detection and 

eliminating critical parents are presented. RLi is 

equivalent to i node reliability (reliability value is 

between zero and one, so the smaller the value, the 

lower the node reliability) and DF is the critical 

node detection flag. 

 

DF = [
0     IF       (RLi > 0.1)

1     Else                         
]  (6) 
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After performing the process of identifying critical 

parents, the receiver node evaluates the reliability 

based on the equation (7) and the rank according to 

the equation (8) and adds the result of these 

calculations to the DIO message. The message is 

then resent on the network in the form of broadcast. 

In equation (7) RLi is equivalent to node i 

reliability, Eri is remain energy of node i, EInit is 

equivalent to i node energy at the first instant, ERi 

is the number of fault occurring during i node 

previous interactions, ∑ No. of success Sending is 

the total number of messages that k node has been 

successful in sending them. No.of all Packet 

Received is equivalent to the total number of 

messages received by k node, and α is the various 

valuation coefficient according to the reliability 

evaluation criteria and has a value between zero 

and one. 

RLi = α. (
Eri

EInit
×

1

Log(ERi)
) + (1 −

α). ([
∑ No.of Successl Sending

No.of all Packet Received
])           (7) 

 

In equation (8) Rki is equivalent to the rank of a 

node, RkF is the rank of parent node i, MinRkInc 

is the constant rate of increase in children's rank, 

and ω is an influential indicator of reliability in 

node rank evaluation and has a value between zero 

and one. The larger the value of it, the greater the 

effect of reliability on node rank evaluation . 

Rki = RkF + MinRkInc + ω × (
1

RLi
)                         (8) 

The process provided in connection with sending 

DIOs is repeated until all the nodes of the network 

finally receive the DIO message. Based on the 

performance of this step, unreliable parents are 

identified, nodes are informed of their location and 

network topology, and nodes are informed of their 

parents' reliability. After sending the DIOs, the 

second step of FTRTA is executed to form the 

DODAG graph. 

4.2. Creating a DADOG Graph 

The purpose of this step is to select parents and 

create an improved DADOG graph based on the 

proposed FTRTA measures. Figure 3 of presents 

this step of the proposed method. 

This step of the FTRTA is in accordance with the 

sending process of DAO in the RPL protocol. The 

difference is that the objective function and the 

parents are evaluated and selected according to the 

FTRTA measures . 

According to the flowchart presented in Figure (3) 

after completing the sending of DIOs, the nodes 

first check the number of parents after creating the 

DAO message (in accordance with the basic RPL 

protocol). Based on the results of this study, two 

different cases are presented as follows. 

 
Figure 3. Flowchart of the second step of the proposed FTRTA 

1)  The node has only one parent. In this case, the 

parent is selected as the original parent and the 

DAO message is sent to them . 

2) The node has more than one parent. In this case, 

first the critical parents are separated from the other 

parents and then the best parent is selected as the 

main parent from the remaining parents. After 

selecting the parent, the DAO is sent to the selected 

parent . 

The main parent in the RPL is selected based on the 

objective function. The RPL objective function is 

evaluated based on the indicator called ETX, and 

the main parent is selected based on the results of 

this evaluation. In the proposed FTRTA, the 

objective function has been improved, and in 

addition to the ETX index, node rank and reliability 

also play important roles in the evaluation and 

selection of the main parent. This is intended to 

improve the reliability of the DODAG graph in 

FTRTA. Equation (9) provides details of the 

objective function assessment in FTRTA. In this 

regard, OFi is equivalent to the objective function 

evaluated for parent I, RLi is equivalent to parental 

value k in terms of capability, ETXi is equivalent 

to the expected transfer rate of node i and Rki is 

equal to parent value of i. w1, w2 and w3 are 

equivalent to variable valuation coefficients to the 

evaluation criteria of the proposed objective 

function. These coefficients have value between 0 

and 1 that sum of them is 1. 

OFi = (w1 × RLi) + (w2 × ETXi) +

(w3,
1

Rki
)        (9)                                  
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ETX is a factor for elections of parents in RPL 

protocol that is evaluated based on successful 

possibility for sending packet and receiving ACK. 

Details of considering this factor is in equation 

(10). So, dfi is the measured probability that a 

packet is received by the neighbor and dri is the 

calculated probability that the acknowledgment 

packet is received successfully. 

ETXi =
1

dfi×dri
                              (10) 

Based on the result of the equation (9), each child 

chooses the best parent as the main parent and 

sends the DAO message to him. By receiving the 

DIO message, the parent stores the child's 

information and this process is repeated until the 

DAO message is finally received by the root. By 

receiving DAO messages from the root, the main 

parents are determined and network graph are 

formed. After this step, the final step of the FTRTA 

is for data transmission. 

4.3. Data Transmission Based On Data 

Distribution Technique 

After forming the DODAG graph, whenever the 

node intends to send data, it performs the sending 

process based on the performance of this process. 

The main purpose of this step is to ensure data 

interaction fault tolerable. Figure 4 shows the 

flowchart of this step and then analyzes of its 

performance details have been prepared. 

 
Figure 4. The flowchart of the third 

step of the proposed FTRTA 

The data transmission in FTRTA is based on data 

distribution techniques, aiming to ensure fault 

tolerance even in the event of errors and data loss. 

In this technique, the sender node in a distribution 

process divides the data into several sections (n 

sections) and sends them to the root through the 

parent nodes and the network communication 

graph. The root node can recover the main data by 

receiving a certain number of these sections (k < 

n). During the sending process, if one or more 

sections are corrupted or lost, the root node can 

retrieve and recreate basic information by receiving 

other sections, ensuring fault tolerance. 

Additionally, the distribution technique can be 

adaptably adjusted to meet fault tolerance 

requirements, making it a prominent benefit of this 

technique. Data distribution and retrieval processes 

can be defined so that receiving the minimum sent 

sections still allows for the retrieval of basic 

information. It is important to note that the greater 

the need for fault tolerance, the higher the resource 

consumption, as the amount of network 

consumption resources is related to the required 

level of fault tolerance. 

To model the proposed distribution technique, a 

multi-sentence linear equation is required. This 

equation is adjusted as a variable according to the 

fault tolerance requirements. For instance, if we 

want the root node to recover the original 

information by receiving 3 sections during the send 

processes, the number of linear equation 

components must be considered as 4 components. 

Similarly, if we want the root node to recover the 

original information by receiving two sections, 

then the number of components of the linear 

equation must be considered as 3 components. The 

source node with different values of these 

components can create any number of required 

sections for sending. Note that the value of the 

components is random, but prime numbers must be 

used. 

The number of sections created for sending is not 

related to the ability to retrieve main information. 

The recovery process is independent of the number 

of sections created and is done with a certain 

number of sections. The basis of the data recovery 

process at the destination is determined by the 

number of linear equation components. For 

example, if the linear equation has 3 components, 

the root node can recover the main information by 

receiving three sections. However, if it receives 

less than 3 sections in this scenario, the main 

information will not be recoverable. 

Algorithm (1) provides details of the FTRTA data 

distribution process, intended for a scenario in 

which the information is divided into three 

sections, and the root node will be able to recover 
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the main information by receiving the second 

section. 

  
Algorithm 1. Send data based on FTRTA  

data distribution process 

Every node Request to send data  { 
Scenario for (3,2);    

//  Divide the data into 3 sections and retrieve the original data based 
on the 2 sections  

For This Scenario → 𝐅(𝐱) = 𝐜𝟏, 𝐱 + 𝐜𝟎 𝐌𝐨𝐝 𝐮   

// 𝐜𝟏 and 𝐜𝟎 are randomly selected (for example Respectively 2 and 4)  

//𝐮 A Prime number is selected that is greater than all values (for 

example 7) 

Assign the Prime numbers to the variable c to create sections; 

𝐅(𝟐) = (𝟒 + 𝟒 𝐌𝐨𝐝 𝟕) → 𝐅(𝟐) = 𝟏;   𝐅(𝟑) = (𝟔 + 𝟒 𝐌𝐨𝐝 𝟕) →
𝐅(𝟑) = 𝟑; 

𝐅(𝟓) = (𝟏𝟎 + 𝟒 𝐌𝐨𝐝 𝟕) → 𝐅(𝟓) = 𝟎; 

After create sections, send sections for Root by Selected father; 

After recevied sections by Root; 

original data recovery Process Summon based on Lagrange Equ; 

For example two sections 𝐅(𝟑) and 𝐅(𝟐) Recevied, and 𝐅(𝟓) Lost; 

Recovery by two sections; 
𝐅(𝟑) = 𝟑

𝐅(𝟐) = 𝟏
→ 𝐅(𝐱) = 𝐜𝟏, 𝐱 + 𝐜𝟎 𝐌𝐨𝐝 𝐮 → [

𝟑𝐜𝟏 + 𝐜𝟎 = 𝟑
𝟐𝐜𝟏 + 𝐜𝟎 = 𝟏

] → 

𝐜𝟏 = 𝟐 →
(𝟑 ∗ 𝟐 + 𝐜𝟎) 𝐌𝐨𝐝 𝟕 = 𝟑
(𝟐 ∗ 𝟐 + 𝐜𝟎) 𝐌𝐨𝐝 𝟕 = 𝟏

→ 𝐜𝟎 = 𝟒 

Based on what has been provided, data exchange is 

performed and fault tolerance is ensured during the 

send process . 

5. Performance Evaluation 

5.1. Simulation Setup 

To implement and evaluate FTRTA performance, 

this method has been simulated with the Cooja 

software [29] and compared with the MIQRP [10] 

and RPL [18] method]. For the experiments, we 

used the Contiki IPv6 / 6loWPAN model and the 

RPL text protocol called ContikiRPL [30]. The 

configuration parameters of the simulation 

scenarios are presented in Table (2). 

  
Table 2. Simulation parameters. 

Value  Parameter  

Contiki master version (2.7) Operating system 

Distance loss Loss Model 
Skymote Sensors 

6LoWPAN Adaptation 

CSMA, RDC contikimac, IEEE 
802.15.4, ContikiRPL, IPv6 

Communication protocol 

OFQS, FTRTA (Proposed OF), 

ETX 

OF 

15, 30, 45, 60, 75, 90 The number of sensors 

 500M*500M   Network area 

ARM Cortex M3, 32-bits, 72 MHz, 
64 kB RAM 

Microcontroller unit 

30 bytes Data packet size 
16, 16, 4 byte DIO, DAO and DIS size 

250 Kbps Band width 

UDP Transmission layer  
1500 mA Initial energy of sensors 

Unit Disk Graph Medium (UDGM) Radio model 

10% of all data Data errors during 
sending 

600 s Simulation time 

Avg 20 round Result 

 

The simulations used Contiki Power trace to 

investigate the energy consumption of nodes. 

Power trace output is the total energy consumption 

of the nodes while they are active [31]. Table (3) 

shows the amount of energy consumption when the 

nodes are active. 

 
Table 3. The power consumption when mote sky is active 

Mode   Energy Consume   

The MCU is active and the radio unit is in  

reception mode   

2.18  mA  

MCU is active and the radio unit is in  

sending mode   

19.5  mA  

MCU is active and radio unit is inactive   1800 μΑ 

The MCU is idle and the radio unit is  

inactive   

 54.5 μΑ 

MCU ready to operation   5.1 μΑ 

 

The energy in the 6LowPAN network is checked 

by the duty cycle in which the radio units are only 

active at the time of sending and receiving. Contiki 

MAC is used for this purpose. Contiki MAC is an 

MAC standard in which the radio unit is 6% active 

when there is no traffic . Based on the presented 

topics, the equation (11) presents energy 

consumption based on time. 
Energy Consumei(mj) = Send × 19.5mA +
Received × 21.8mA + Cpu × 1.8mA + Lpm ×
54.5mA                      (11) 

5.2. Result 

This section details the simulation results. In the 

experiments, the number of nodes for different 

scenarios varies between 15 and 90, and the result 

of each scenario is examined and displayed with an 

average of 20 cycles. In order to evaluate the 

performance of the methods, the criteria of 

percentage of data loss, energy consumption, delay 

and transit have been used. Details of these criteria 

are provided below. 

Data loss rate: This criterion is defined in relation 

to the lost data rate in relation to all sent data and is 

evaluated according to Equation (12). 

PDR =
∑ No.of Packet Drop

∑ No.of Packet Send
                (12) 

Network delay: This criterion depends on the 

average time required to receive the data by the root 

node and is evaluated based on the equation (13). 

 Delay =
∑ Arrival Timej‐Send Timej

No,of send data
j=1

No,of send data
       (13) 

Energy consumption: This factor is related to the 

total energy consumption of network sensors and is 

evaluated based on the equation (14). 

Energy Consume = ∑ Energy Consumei(mj)n
i=1           

(14) 
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Network throughput: This factor is related to the 

network throughput (network actual interaction 

rate) and is evaluated based on equation (15). 

Network Throughput =
∑ No of byte Rececive×8

Time (s)
bps        

(15) 

 

5.2.1. The effect of network density 

In this section, the effect of node density on the 

compared methods is investigated. Therefore, the 

number of nodes in different scenarios is 

considered to be between 15 and 90 nodes, 

randomly placed in the network. The traffic rate in 

the network is set at 40 PPS (packets per second) 

for different scenarios. 

Data loss rate: Figure (5) illustrates the effects of 

node density variation on the percentage of 

network data loss. It is observed that in all three 

methods, as the number of nodes increases, the 

percentage of data loss also increases. This increase 

can primarily be attributed to the rise in network 

traffic rate and its interruptions. Furthermore, with 

an increasing number of nodes, the length of 

intermediate routes (the number of hops in the 

intermediate routes) also increases, leading to a 

higher likelihood of data loss. FTRTA outperforms 

MIQRP and RPL in terms of establishing reliable 

routing based on parental choices and ensuring 

fault tolerance. Additionally, FTRTA offers the 

capability to identify unreliable nodes, further 

reducing the risk of data loss. Although MIQRP 

excels in selecting parents and creating secure 

routes, it lacks the ability to tolerate faults and 

mitigate the negative impacts of uncertain nodes. 

On the other hand, RPL, as a fundamental method, 

does not incorporate measures to enhance 

reliability and fault tolerance, resulting in inferior 

performance compared to the other two methods. 

When the network consists of 15 nodes, the data 

loss percentage for FTRTA is approximately 10%, 

surpassing MIQRP and RPL by 3.5% and 6%, 

respectively. However, with 90 nodes present, the 

data loss rate for FTRTA reaches 40%, marking a 

success rate 9.5% and 15% higher than MIQRP and 

RPL, respectively. The study indicates that FTRTA 

demonstrates greater success in scenarios with an 

increasing number of nodes. 

 

 
Figure 5. Packet drop ratio by changing the number of 

nodes 

 

Network energy consumption: Figure (6) illustrates 

the effects of varying node presence on network 

energy consumption. In all three methods, the level 

of network energy consumption has increased with 

the rising number of nodes. However, the 

consumption rate in FTRTA is higher than that of 

the MIQRP and RPL methods, and it escalates as 

the number of nodes increases. This increase is 

attributed to the rise in network traffic rates 

facilitated by FTRTA, consequently leading to an 

increased network energy consumption, aligned 

with its measures aimed at ensuring fault tolerance. 

This may present a limitation in terms of 

guaranteeing fault tolerance. Comparatively, 

MIQRP outperforms RPL in this aspect. MIQRP 

has been more successful in reducing energy 

consumption compared to RPL, achieved by 

considering the energy status of nodes during 

parental selections and optimizing delay-based 

exchanges. 

By analyzing the energy status and making 

appropriate decisions based on requirements, both 

the concept of optimization and the amount of 

consumption are well supported. EDADA focuses 

on examining the energy levels of parent nodes but 

does not provide the capability to manage energy. 

RPL has not implemented any measures in this area 

and has resulted in increased energy consumption 

compared to the other two methods. 

 

 
Figure 6. Network energy consumption by changing the 

number of nodes 
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Network Delay: Figure (7) shows the effect of 

node density on delay. FTRTA optimizes 

intermediate routs during the formation of graph 

according to rank in elections of parents.  It also 

guarantees communication continuity and fault 

tolerance during transmission of data based on the 

distribution technique.   On this basis, in addition 

to optimizing intermediate routs, service 

connectivity is guaranteed in different situations, 

which has resulted in improved end-to-end delay. 

MIQRR has been successful in improving parental 

choices and optimizing delay based on improving 

the objective function-based delay index. 

However, this method does not take proper 

measures to maintain the continuity of service. The 

ETX-based RPL objective function is evaluated 

and the parents are selected based on this. 

Therefore, this protocol has a higher delay than the 

other two methods. 

 

 
Figure 7. End to end delay by changing the number of 

nodes 

 

Network throughput: Figure (8) shows the effects 

of the presence of variable nodes on the network 

throughput. FTRTA, based on its proposed steps, 

provides the ability to detect critical nodes, 

increases the reliability of the network 

communication graph as much as possible, and 

ensures fault tolerance of exchanges. The result of 

this three-step design is a total improvement in 

exchanges and an increase in network throughput. 

MIQRP is effective in graph reliability, but this 

method does not cover other aspects, especially 

fault tolerance during exchanges. RPL has not any 

measures to support reliability and fault tolerance, 

and due to issues caused by this inefficiency, it has 

been associated with a further decline in network 

throughput compared to the other two methods. 

 

 
Figure 8. Network throughput by changing the number of 

nodes 

5.2.2. The effect of traffic loads 

In this section, the effect of traffic load on the 

methods being compared is investigated. So, the 

number of nodes in different scenarios is 

considered to be 50 nodes that are randomly placed 

in the network. The rate of traffic sent in the 

network for different scenarios is among 20-100 

PPS for different scenarios. 

• Packet Drop Ratio (PDR) 

Figure (9) shows the effects of traffic load on PDR. 

With increasing traffic load, PDR has increased in 

all three methods. The reason for this is disruptions 

and problems caused by increased traffic and 

congestion. But this increase for FTRTA was lower 

compared to the other two methods. This is because 

of the advantages that FTRTA provides in terms of 

data distribution. Due to the measures of the 

distributed data exchanges for providing fault 

tolerance, FTRTA has caused the traffic in the 

intermediate routes is distributed and balanced. 

This distributed transmission is very effective in 

improving congestion issues, especially in high-

traffic scenarios. This performance, along with 

other FTRTA measures to support transaction 

reliability, has led to improved successful delivery 

and reduced PDR for the proposed method. This is 

while neither of the two methods provides the 

ability to balance traffic. This inefficiency has 

increased PDR, especially in high-traffic scenarios. 

However, the increase in PDR for RPL is more 

severe than for MIQRP. RPL is primarily designed 

for low traffic networks and is inefficient in high 

traffic scenarios. When the traffic sent through the 

network was 20 PPS, PDR for FTRTA was about 

10% that it was 3.5% and 6% more successful than 

that of MIQRP and RPL, respectively. At a traffic 

rate of 100 PPS, the PDR for FTRTA was 40%, 

which was 9.5% and 15% more successful than for 

MIQRP and RPL, respectively. This study 

concludes that the effect of traffic distribution is 

greater in scenarios with higher traffic rates. 
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Figure. 9 Packet drop ratio by changing the traffic load 

 

• Network energy consumption 

Figure (10) shows the effects of traffic rates on the 

network energy consumption. With increasing 

traffic rates, energy consumption has also 

increased due to the direct effect of increasing data 

transmission on network energy consumption. The 

important point is that with increasing traffic load, 

energy consumption for FTRTA has been less than 

for the other two methods because of the effects of 

distributed data transmission on maintaining the 

balance of route traffic and reducing the negative 

effects of increased congestion, especially energy 

consumption. Data distributed transmission in 

FTRTA balances traffic on the network 

communication routes. This has been effective in 

reducing buffer overflow, data loss, resend and 

other congestion issues, which are sever in heavier 

traffic scenarios. These issues increase energy 

consumption, which FTRTA effectively prevents 

from occurring these. MIQRP has been successful 

in reducing energy consumption by considering 

energy in parent selection and graph formation, but 

the lack of capacity to balance traffic has 

exacerbated congestion issues that its effect on 

increasing the energy has been more severe, 

especially in scenarios with more traffic. 

 
Figure. 10 Netwotk energy consumption by changing the 

traffic load 

 

 

• Delay 

Figure (11) shows the effects of traffic rates on the 

network delay. Delay is directly related to 

increased traffic load. Accordingly, with increasing 

traffic, delay has also increased, which has 

intensified for scenarios with heavier traffic, 

because congestion has increased in these 

scenarios, which has a reciprocal effect on 

increasing delay. The RPL protocol is inefficient in 

terms of traffic management and congestion 

control, and in this regard, with increasing traffic 

load, delay in this protocol has increased much 

more. Although MIQRR has considered delay in its 

routing, this alone is not enough, especially for 

high-traffic scenarios. In addition to creating a 

secure graph and improving the reliability of data 

exchanges, FTRTA operates during exchanges in 

such a way that it maintains the traffic balance of 

the routes by sending distributed data. This has 

resulted in improved delay for MIQRR. 

 
Figure. 11 End to end delay by changing the traffic load 

 

• Network throughput 

Figure (12) shows the effects of traffic load on 

network throughput. With the increase of traffic 

load up to 80 PPS, the throughput for FTRTA and 

MIQRP has an increasing trend, but after that it has 

had a decreasing trend. According to what was 

presented, FTRTA, in addition to forming a 

reliable graph and supporting data reliability, has 

also been successful in maintaining traffic balance 

and controlling congestion of intermediate routes. 

The result of this successful performance has been 

improved data exchange and increased network 

throughput for FTRTA. MIQRP has been 

successful in supporting the reliability of data 

exchanges, but this method has not managed traffic 

and congestion, which has led to decrease 

throughput, especially in scenarios with heavy 

traffic. RPL is a simple routing protocol and is 

primarily designed for use in low density networks. 
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This has led to a drop in throughput, especially in 

scenarios with heavy traffic. 

 
Figure. 12 Network throughput by changing the traffic 

load 

6. Conclusion and future works 

In this paper, a different method called FTRTA is 

introduced to enhance the reliability and fault 

tolerance of data exchange in IoT. FTRTA is based 

on optimizing the RPL protocol and utilizing data 

distribution techniques, aiming to improve the 

reliability of routing support with fault tolerance. 

The FTRTA is implemented to evaluate software 

based on the Cooja simulator software, and the 

results of its performance indicate an increase in 

successful network receipts, improved stability of 

intermediate routes, and increased network 

throughput compared to similar methods. 

However, while FTRTA has performed remarkably 

well in improving fault tolerance, it is ineffective 

in supporting the quality of routing and data 

exchange. Therefore, in future research, we will 

attempt to address this issue by evaluating 

qualitative criteria in addition to fault tolerance.  

References 
[1] H. HaddadPajouh, A. Dehghantanha, R. M. Parizi, 

M. Aledhari, and H. Karimipour, A survey on internet 

of things security: Requirements, challenges, and 

solutions, Internet of Things, Vol. 14, pp. 100129, Jun, 

2021. 

[2] R. Hassan, F. Qamar, M. K. Hasan, A. H. M. Aman, 

and A. S. Ahmed, Internet of Things and its applications: 

A comprehensive survey, Symmetry, Vol. 12, no. 10, pp. 

1674, Oct, 2020. 

[3] Huang, Haiping, et al. An efficient signature scheme 

based on mobile edge computing in the NDN-IoT 

environment, IEEE Transactions on Computational 

Social Systems, Vol. 8, no. 5, pp. 1108-1120, May, 2021. 

[4] M. Al-Emran, S. I. Malik, and M. N. Al-Kabi, A 

survey of internet of things (IoT) in education: 

opportunities and challenges, Toward social internet of 

things (SIoT): Enabling technologies, architectures and 

applications, pp. 197-209, 2020. 

[5] L. Xing, Reliability in Internet of Things: Current 

status and future perspectives, IEEE Internet of Things 

Journal, Vol. 7, no. 8, pp. 6704-6721, May, 2020. 

[6] K. Gulati, R. S. K. Boddu, D. Kapila, S. L. Bangare, 

N. Chandnani, and G. Saravanan, A review paper on 

wireless sensor network techniques in Internet of Things 

(IoT), Materials Today: Proceedings, 2021. 

[7] B. Pourghebleh, V. Hayyolalam, and A. A. Anvigh, 

Service discovery in the Internet of Things: review of 

current trends and research challenges, Wireless 

Networks, Vol. 26, no. 7, pp. 5371-5391, May, 2020. 

[8] Y. B. Zikria, M. K. Afzal, F. Ishmanov, S. W. Kim, 

and H. Yu, A survey on routing protocols supported by 

the Contiki Internet of things operating system, Future 

Generation Computer Systems, Vol. 82, pp. 200-219, 

May, 2018. 

[9] A. J. Dey, and H. K. D. Sarma, Routing Techniques 

in Internet of Things: A Review, Trends in 

Communication, Cloud, and Big Data, PP. 41-50, 2020. 

[10] J. Nassar, M. Berthomé, J. Dubrulle, N. Gouvy, N. 

Mitton, and B. Quoitin, Multiple instances QoS routing 

in RPL: Application to smart grids, Sensors, Vol. 18, no. 

8, pp. 2472, Jul, 2018. 

[11] A. A. Kadhim, and S. A. Rafea, Routing with 

Energy Threshold for WSN-IoT Based on RPL 

Protocol, Iraqi J. Comput. Commun. Control Syst. Eng, 

Vol. 19, no. 1, pp. 71-81, Mar, 2019. 

[12] T. L. Jenschke, R. A. Koutsiamanis, G. Z. 

Papadopoulos, and N. Montavont, Multi-path selection 

in RPL based on replication and elimination, 

International Conference on Ad-Hoc Networks and 

Wireless, pp. 15-26, Sep, 2018. 

[13] M. Conti, P. Kaliyar, and C. Lal. A robust multicast 

communication protocol for Low power and Lossy 

networks, Journal of Network and Computer 

Applications, pp. 102675, Aug, 2020. 

[14] T. Muhammed, R. Mehmood, A. Albeshri, and A. 

Alzahrani, HCDSR: A hierarchical clustered fault 

tolerant routing technique for IoT-based smart societies, 

Smart Infrastructure and Applications, pp. 609-628, 

2020. 

[15] P. Sanmartin, A. Rojas, L. Fernandez, K. Avila, D. 

Jabba, and S. Valle, Sigma routing metric for RPL 

protocol, Sensors, Vol. 18, no. 4, pp. 1277, Apr, 2018. 

[16] M. Lazarevska, R. Farahbakhsh, N. M. Shakya, and 

N. Crespi, Mobility Supported Energy Efficient Routing 

Protocol for IoT Based Healthcare Applications, IEEE 

Conference on Standards for Communications and 

Networking (CSCN), pp. 1-5, Oct, 2018. 

[17] M. Bouaziz, A. Rachedi, A. Belghith, M. Berbineau 

and S. Al-Ahmadi, EMA-RPL: Energy and mobility 

aware routing for the Internet of Mobile Things, Future 

Generation Computer Systems, Vol. 97, pp 247-258, 

Aug, 2019. 

[18] T. Winter, et al. RPL: IPv6 Routing Protocol for 

Low-Power and Lossy Networks, rfc, Vol. 6550, pp. 1-

157, Mar, 2012. 

[19] S. Sennan, S. Balasubramaniyam, A. K. Luhach, S. 

Ramasubbareddy, N. Chilamkurti, and Y. Nam, Energy 

and Delay Aware Data Aggregation in Routing Protocol 

for Internet of Things, Sensors, Vol. 19, no. 24, pp. 

5486, Dec, 2019. 

[20] N. Sousa, J. V. Sobral, J. J. Rodrigues, R. A. Rabêlo 

and P. Solic, ERAOF: A new RPL protocol objective 

function for Internet of Things applications, 2nd 



M. Mozafari Vanani et al./ Journal of Optimization of Soft Computing (JOSC), 1(2): 26-38, 2023 
 

38 

 

International Multidisciplinary Conference on 

Computer and Energy Science (SpliTech), pp. 1-5, Jul, 

2017. 

[21] B. Vaziri, and A. T. Haghighat, Brad-OF: An 

Enhanced Energy-Aware Method for Parent Selection 

and Congestion Avoidance in RPL Protocol, Wireless 

Personal Communications, pp. 1-30, 2020. 

[22] S. Hoghooghi, and R. N. Esfahani, Mobility-Aware 

Parent Selection for Routing Protocol in Wireless 

Sensor Networks using RPL, 5th International 

Conference on Web Research (ICWR), pp. 79-84, Apr, 

2019. 

[23] K. Jaiswal, and V. Anand, EOMR: An Energy-

Efficient Optimal Multi-path Routing Protocol to 

Improve QoS in Wireless Sensor Network for IoT 

Applications, Wireless Personal Communications, Vol. 

111, no. 4, pp. 2493-2515, Apr, 2020. 

[24] S. K. Preeth, R. Dhanalakshmi, R. Kumar, and S. 

Si, Efficient parent selection for RPL using ACO and 

coverage based dynamic trickle techniques, Journal of 

Ambient Intelligence and Humanized Computing, Vol. 

11, no. 11, pp. 4377-4391, Nov, 2020. 

[25] S. Sankar, and P. Srinivasan. Fuzzy logic based 

energy aware routing protocol for Internet of Things, 

International Journal of Intelligent Systems and 

Applications, Vol. 10, no. 10, pp. 11, Oct, 2018. 

[26] P. Singh, and Y. C. Chen, RPL Enhancement for a 

Parent Selection Mechanism and an Efficient Objective 

Function, IEEE Sensors Journal, Vol. 19, no. 21, pp. 

10054-10066, Jul, 2019. 

[27] T. D. Nguyen, J. Y. Khan, and D. T. Ngo, A 

distributed energy-harvesting-aware routing algorithm 

for heterogeneous IoT networks, IEEE Transactions on 

Green Communications and Networking, Vol. 2, no. 4, 

pp. 1115-1127, May, 2018. 

[28] "IEEE Draft Standard for Local and Metropolitan 

Area Networks Part 15.4: Low Rate Wireless Personal 

Area Networks (LR-WPANs) Amendment to the MAC 

sub-layer,” IEEE P802.15.4e/D 6.0 (Revision of IEEE 

Std 802.15.4-2006), pp. 1–200, Aug, 2011. 

[29] L. Wallgren, R. Shahid, and V. Thiemo, Routing 

attacks and countermeasures in the RPL-based internet 

of things, International Journal of Distributed Sensor 

Networks, Vol. 9, no. 8, pp. 794326, Aug, 2013. 

[30] J. Ko, J. Eriksson, N. Tsiftes, S. Dawson-Haggerty, 

A. Terzis, A. Dunkels and D. Culler, ContikiRPL and 

TinyRPL: Happy Together, Proceedings of the 

workshop on Extending the Internet to Low power and 

Lossy Networks (IPSN), April 12-14, 2011. 

[31] A. Dunkels, J. Eriksson, N. Finne and N. Tsiftes, 

Powertrace: Network-level power profiling for low-

power wireless networks, 2011. 

[32] R. M. Srinivasa, and D. N. Rao. "Faulty Nodes 

Detection for Reliable Data Transmission in Intelligent 

Wireless Sensor Networks." International Journal of 

Intelligent Engineering & Systems 17, no. 2024. 

[33] V. Mohammadi, A. M. Rahmani, A. Darwesh, and 

A. Sahafi. "Fault tolerance in fog-based Social Internet 

of Things." Knowledge-Based Systems vol. 265 pp. 

110376, 2023. 

[34] Z. Qinbin, T. Zhao, X. Chen, Y. Zhong, and H. Luo. 

"A fault-tolerant transmission scheme in SDN-based 

industrial IoT (IIoT) over fiber-wireless networks." 

Entropy 24, no. 2, pp. 157, 2022. 

 

Mohsen Mozafari Vanani received the B.Eng. 

degree from Islamic Azad 

University, Shahrekord 

branch, Iran, in 2020 and the 

M.S. degree from Islamic 

Azad University, Shahrekord 

branch, Iran, in 2021. Also 

since 2022, he is a Ph.D. 

student at Islamic Azad 

University, Central Tehran 

branch, Iran. His Master's 

thesis with subject  Improving Loading 

communications and exchanges with an 

optimization approach and the use of ant colony 

algorithm and with an excellent score It has been 

judged. 

Pouya Khosravian  Dehkordi received the B.Eng. 

degree from Islamic Azad 

University, Najafabad 

branch, Iran, in 2005 and the 

M.S. degree from Islamic 

Azad University, Arak 

branch, Iran, in 2008. Since 

2009, he is a faculty member 

of Islamic Azad University, 

Shahrekord branch, Iran. 

Also since 2014, he is a Ph.D. student at Islamic 

Azad University, Yazd branch, Iran. His Ph.D. 

thesis deals with Service Function Chaining. His 

current research interests include Software Defined 

Networks, Service Function Chaining, Natural 

Language Processing, and Automata Theory. 

 



 

39 

 

 

 

 

Journal of Optimization of Soft Computing (JOSC) 

Vol. 1, Issue 2, pp: (39-45), December-2023 

Journal homepage: https://sanad.iau.ir/en/Journal/josc 

 

Research paper 

 

An Intrusion Detection System for Network Cyber Security Using 

Hybrid Feature Selection Algorithms 
 

Zahraa Oday Kamil1, Golnaz Aghaee Ghazvini2,* 

1Department of Computer engineering, Isfahan (Khorasgan) Branch, Islamic Azad University, Isfahan, Iran 

2Department of Computer engineering, Dolatabad Branch, Islamic Azad University, Isfahan, Iran. 
 

Article  Info  Abstract 

 

Article History: 
Received: 2024/2/29 
Revised:  

Accepted: 2024/4/1 

 

 

 One of the most important challenges of the expansion of the Internet 

and virtual space is cyber-attacks. These attacks are becoming new 

every day and it is becoming more difficult to deal with them. As a 

result, methods should be used to detect them, which can detect all 

types of cyber-attacks in the shortest possible time and with proper 

accuracy. Nowadays, machine learning methods are usually used to 

detect cyber-attacks. But since the data related to cyber-attacks have 

many characteristics and are kind of bulky data, as a result, the accuracy 

of conventional machine learning methods to detect them is usually 

low. In this research, we have used a hybrid feature selection method 

to select optimal features from the database related to cyber-attacks, 

which increases the accuracy of attack detection by classification 

models. In the proposed feature selection method, first the features that 

have the least redundancy with each other and at the same time are most 

related to the category variables (labels) are selected by the MRMR 

algorithm. Then, using a wrapper feature selection method based on the 

gray wolf optimization (GWO) algorithm to select a subset of the 

features selected from the previous step, which maximizes the accuracy 

of the SVM classifier model, is used this subset has optimal features by 

which the SVM model is trained. As a result, the accuracy of detecting 

cyber-attacks by the SVM model increases. According to the 

simulation results, the average accuracy of the proposed method for 

detecting cyber-attacks is 99.84%, which has improved compared to 

the intrusion detection methods of the reference article. 
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1. Introduction 

The military, economy, social sector, and so on now 

all rely heavily on computer networks as essential 

tools. It guarantees the communication, 

coordination, and cooperation between these many 

industries. Naturally, the number of users rises in 

tandem with the remarkable improvements of 

networks. Numerous benefits resulted from the 

internet's wide accessibility and massive rise in 

computer network usage. However, the rise in 

computer hacking has become a serious problem. 

Various security solutions, including firewalls, 

antivirus software, internet security tools, and 

network intrusion detection systems (IDS) are 

designed to protect computer servers and clients 

globally against anomalous invasions. On social 

networks, users who are recognized and/or 

anonymous may not always have the best of 

intentions. They are able to take advantage of 

system and network weaknesses. Additionally, they 

have access to private or sensitive data that they can 

read, edit, or destroy. Therefore, in order to prevent 

prospective assaults on networks, the act of 

network security has become increasingly 

important [1]. 
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IDS has been divided into two groups: anomaly 

behavior detection and signature-based anomaly 

detection. These two kinds differ from one another 

in their patterns. The signature-based intrusions 

periodically scan the network and attempt to match 

certain specified patterns there. On the other hand, 

anomalous network intrusion-based systems 

present typical traffic patterns and search for 

packets that are similar enough to be identified as 

intrusions [2]. 

As stated in [3], anomaly detection, sometimes 

referred to as undesired persuaded defects, assaults, 

or faults, is the essential component of intrusion 

detection. 

By dividing packets into two categories—attacks 

and normal—IDS aims to stop intrusions from 

occurring in subsequent network transactions. 

Computational speed and comparison accuracy are 

two of the most crucial factors in the IDS. Given 

the abundance of characteristics in every 

transaction, an appropriate technique is needed to 

identify both the incursions and the complete 

feature set by deriving an effective subset of 

features. 

Finding a subset of features (M) from an original 

set (N) where M<N is the process of feature 

extraction. Cropping features with more relevant 

information and those that include data about other 

features is the aim of feature selection. Moreover, 

the process time is being decreased with minimal 

accuracy loss by removing some of the 

unnecessary or redundant elements. In order to 

accomplish this goal, a few data mining techniques 

have been presented and used thus far for feature 

extraction [4]. 

Two techniques for feature selection in IDS are 

wrapper-based and filter-based methods. The 

wrapper-based strategy leverages machine learning 

techniques to obtain dependable intrusion detection 

features. Whereas the filter approach, which 

minimizes and effectively uses the features that are 

redundant or irrelevant, never makes use of 

machine learning [4]. 

The following describes the current study's 

structure: An overview of the literature on the 

application of wrapper and filter-based methods for 

creating effective NIDS is given in Section 2. A 

synopsis of the suggested model is provided in 

Section 3. The findings and discussion are 

presented in Section 4. Regarding Section 5, it 

offers the findings. 

 

2. Related works 

The Intrusion Detection System has been the 

subject of numerous prior studies that have been 

published in the literature. The intrusion detection 

system's abstract model was first put forth by 

Denning D.E. [5] in 1987. Intrusion detection is the 

first security defensive method for the computer 

system used in this paper. The concept is not 

dependent on any particular application 

environment, operating system, or type of intrusion 

or vulnerability in the system. It is a framework that 

can serve as a great illustration of how to create 

application systems for intrusion detection. Though 

other unidentified reasons that are not anomalous 

behaviors can also trigger the audit criteria in the 

proposed model. Furthermore, it remains to be 

demonstrated whether the approach can identify 

the greatest intrusion before significant harm is 

caused. In addition to focusing primarily on 

anomaly detection using data mining, Wu et al. [6] 

apply association rules in a forward 

implementation based on Trie trees. Aumreesh et 

al.'s review [7] highlights the several kinds of 

intrusion detection systems, including host-based, 

network-based, misuse-based, anomaly-based, and 

hybrid-based systems. It primarily concentrates on 

agent-based, behavior-based, and anomaly-based 

technologies in real network traffic. The 

advantages and disadvantages of the abuse 

detection strategy and the anomaly detection 

approach are compared by S. Northcutt et al. [8]. 

The disadvantage of the anomaly detection 

approach, as the author notes, is that the Intrusion 

Detection System may trigger a false positive 

alarm when it detects a new behavior for the first 

time. A review of using Machine Learning (ML) 

technologies in the Intrusion Detection System is 

provided by L. Haripriya and M.A. Jabbar [9].  

Additionally, the rates of false negatives, false 

positives, and anomaly detection are comparatively 

considerably higher than the rates of misuse 

detection. Additionally, they go over how to apply 

machine learning to a system and provide a 

thorough comparison of different methods for an 

intrusion detection system that use machine 

learning. According to this paper, it can be 

challenging to train machine learning models when 

there is a shortage or unavailability of traffic data. 

Basant Subba et al. [10] provide an effective 

Artificial Neural Network (ANN) model for an 

intrusion detection system. A constraint of their 

methodology is that the suggested model 

necessitates an extensive training duration. 

Nevertheless, the inability to add more agents to 

the prior one won't affect the neural network's 

overall detection performance. The most popular 
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feature selection algorithm, Filter and wrapper, is 

described by Pan-Shi Tang et al. [11] in their work. 

The Genetic Algorithm-based selection method is 

also applied to a combination of two algorithms, 

and the results show that GA is significantly more 

efficient in picking features than the Filter and 

Wrapper algorithms. S. Aksoy et al. [12] and B. 

Kavitha et al. [13] provide a crucial technique for 

employing the Genetic Algorithm to choose the 

necessary subset of features. They think feature 

selection can eliminate unnecessary elements and 

significantly impact the development of an 

effective classification system in subsequent 

stages. Ketan Sanjay Desale and Roshani Ade [14] 

present a novel approach to feature selection 

utilizing a genetic algorithm and the mathematical 

intersection principle. Additionally, a variety of 

feature selection methods are examined, including 

IG, CAE, and CFS. Their results with J48 and 

Naive Bayes (NB), the other two commonly used 

classifiers, are compared. These articles provide a 

nice illustration of how to use a genetic algorithm 

to choose features. 

 

3. Proposed method 

Our goal in this work is to provide a high-precision 

system in order to increase cyber security in the 

network by using feature selection hybrid 

algorithms. As a result, in this work, we will use 

two algorithms - MRMR and Gray Wolf 

Optimization (GWO) in order to select an optimal 

subset of features. In this research, first, by using 

the MRMR algorithm, which uses the concepts of 

maximum similarity and minimum redundancy, the 

features with the least redundancy are selected. 

Then, with the help of the gray wolf optimization 

algorithm, an optimal subset of the features 

selected by the MRMR algorithm will be selected. 

The gray wolf optimization algorithm, which is 

based on the instinctive behavior of gray wolves, is 

a form of meta-heuristic algorithm with a 

hierarchical structure that is inspired by the hunting 

activity of gray wolves. This population-based 

approach is simple in its operation and can be easily 

extended to situations with different dimensions. 

Also, after choosing the optimal features, these 

features are classified by the support vector 

machine algorithm and all types of cyber threats are 

detected. With the help of mapping the feature 

space to the dimension with higher resolution, the 

support vector machine has a large capacity to 

recognize patterns and thus recognize attack 

patterns. This enables the SVM algorithm to 

accurately detect network intrusions. The diagram 

of the proposed method is shown in Figure (1). 

 

 

Figure 1: Diagram of the proposed method  

 

4. Steps of the proposed method 

According to the diagram of the proposed method, 

the basic steps in the proposed method for detecting 

different types of cyber-attacks include pre-

processing and dividing the data, selecting the 

combined feature and classifying the selected 

features. These steps are explained below. 

 

4.1. Data preprocessing 

First, the KDD database used in this research is 

uploaded to the software, and then the first step is 

to apply the necessary pre-processing on the data. 

Some of the necessary pre-processing are outlier 

data removal, missing data removal and data 

normalization. In this research, the Max-Min 

technique was used to normalize the data. Data 

normalization ensures that all features are in a 

certain range (for example -1 and 1) and as a result, 

the effect of all features in the classification is the 

same. The normalization of the Max-Min method 

is defined by (equation 1). 
(1 ) 

𝑋𝑛 =
𝑋𝑖 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛

(𝐻 − 𝐿) + 𝐿.      𝑖 = 1.2 … . 𝑁 

 

In equation (1), 𝑋𝑖 is the actual value of a 

feature for the network input and 𝑋𝑛is the 

normalized expression of 𝑋𝑖. 𝑋𝑚𝑖𝑛 and 
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𝑋𝑚𝑎𝑥represent the minimum and maximum X 

values. The lower and upper limits of 

normalization are also indicated by L and H and 

have values of -1 and +1, respectively.  
 

4.2. Dividing the data into two groups of 

training and testing 
Title must be in 15 pt Regular font.  Author name 

Since in the proposed method, a supervised 

machine learning model is used for data 

classification, as a result, training and test data are 

needed to train and evaluate the performance of the 

proposed model. In this research, we have divided 

the database samples into two groups of training 

and testing with a ratio of 66 to 34. The stages of 

feature selection and SVM model training are first 

completed by the training samples and then the 

proposed model is evaluated on the test samples.  
 

4.3. feature selection by MRMR-GWO method 

As stated before, the basis of the proposed 

method in this research is a combined feature 

selection technique, which improves the 

performance of the machine learning model in 

detecting cyber-attacks. Feature selection methods 

are classified into two general categories, the first 

category is filter methods and the second category 

is wrapper methods. The methods that perform 

feature selection without considering the 

classification model and only by considering the 

features and labels are filter methods and in 

contrast to the methods that select the features by 

considering They carefully choose the 

classification model; they are Wrapper methods. In 

this research, we have used the MRMR algorithm 

as a filter method and the GWO algorithm as a 

wrapper method. The diagram of feature selection 

method in this research is shown in figure (2). 

In the proposed feature selection method, the 

features that are most related to the category 

variable (label) and at the same time have the least 

redundancy between the features are selected. In 

fact, in the MRMR algorithm, the relationship 

between features with data labels and the 

redundancy between features are calculated based 

on mutual information and according to relations 

(2) and (3) . 

(2 ) 𝑊𝐼 =
1

|𝑠|2
∑ 𝐼(𝑖, 𝑗)

𝑖,𝑗∈𝑠
 

 
(3 ) 𝑉𝐼 =

1

|𝑠|
∑ 𝐼(ℎ, 𝑖)

𝑖∈𝑠
 

 

In the above relations, S is a specific set of 

attributes and h is a class variable. Also, 𝑊𝐼 is the 

redundancy between features and 𝑉𝐼   is the relation 

of S with class variable h. Mutual information 

between two variables 𝐼(𝑥, 𝑦) is also calculated by 

the following equation: 
(4 ) 𝐼(𝑥, 𝑦) = ∑ log

𝑝(𝑥𝑖 , 𝑦𝑗)

𝑝(𝑥𝑖)𝑝(𝑦𝑗)𝑖,𝑗
 

As a result, first all the features are ranked by 

the MRMR algorithm and a number of those that 

are most related to the category variable and have 

the least redundancy among themselves are 

selected. 

In the following, the relationship between the 

features selected by the MRMR algorithm and the 

classifier model, which is the SVM algorithm in 

this research, is examined by a Wrapper method, 

and the best features that lead to the highest 

accuracy in the SVM algorithm are selected. In this 

research, GWO meta-heuristic algorithm has been 

used to investigate the relationship between 

features and the classifier model. 

The gray wolf algorithm works to select the 

final feature by first defining a feature space with 

the dimensions of the features selected from the 

MRMR algorithm and generating feature vectors 

with specific dimensions where each wolf is a 

representative of a feature vector. The wolves 

move in the feature space and their information is 

updated according to the objective function, and 

the quality of each feature vector is evaluated. In 

this technique, the objective function in the gray 

wolf algorithm is the accuracy of the classification 

model i.e. SVM. As a result, the extraction of the 

features that lead to the maximum of the objective 

function or the accuracy of the SVM algorithm is 

selected as the optimal feature vector. 

Briefly, in the gray wolf algorithm, it starts 

from a random population of wolves with random 

feature vectors, and then these wolves move 

randomly in the feature space and update the 

improved feature vectors. In this way, the alpha 

wolf keeps the best feature vector and the other 

wolves replace the alpha wolf if the feature vector 

improves. This algorithm is used for feature 

selection in various problems due to its fast 

convergence capability and no need for many 

parameters. 
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Figure 2: Diagram of feature extraction method. 

 

4.4. Classification using SVM algorithm 

In this research, the classifier model, which the 

wrapper feature selection technique is also 

performed according to, is the SVM algorithm. 

SVM is an effective method to build a classifier. Its 

purpose is to create a decision boundary between 

two classes to allow prediction of labels from one 

or more vectors. This decision boundary is called a 

hyperplane and is oriented so that it is farthest from 

the nearest data points of each class. These closest 

points are called support vectors. Assuming we 

have a labeled estimator dataset : 
(5 ) (𝑥1, 𝑦1 … … (𝑥𝑛 ⋅ 𝑦𝑛) ⋅ 𝑥𝑖 ∈ 𝑅𝑑 and 𝑦𝑖

∈ (−1. +1) 

where 𝑥1 represents the feature vector and 𝑦𝑖 is 

the class label (negative or positive) of estimator 

combination i. Therefore, the desired hyperplane is 

defined as follows. 
(6 ) 𝑤𝑥𝑇 + 𝑏 = 0 

where w is the weight vector, x is the input 

feature vector, and b is the orientation. w and b 

satisfy all the following inequalities for all 

components of the estimator set: 
(7 ) 𝑤𝑥𝑖

𝑇 + 𝑏 ≥ +1 if 𝑦𝑖 = 1𝑤𝑥𝑖
𝑇 + 𝑏

≤ −1 if 𝑦𝑖 = −1 

The purpose of SVM model estimation is to 

find w and b so that it separates the data super plane 

and maximizes the boundary 1/||𝑤||2. Hence, 

vectors 𝑥𝑖 with  (𝑤𝑥𝑇 + 𝑏) = 1  𝑦𝑖 are called 

support vectors. 

 

4.5. Evaluation of the proposed model 

After selecting the best features and training the 

network using training data, the last step is 

dedicated to testing the proposed network. This 

step is done with the help of test data that do not 

have output labels. In this step, the test data is 

entered into the classifier model and the accuracy 

of the trained network is evaluated to detect 

different types of cyber-attacks on this data. 

5. Simulation and Results 

In this research, the two-class NSL-KDD 

dataset has been used. This database is the updated 

version of the KDDCup99 database that was 

presented in 2009 in order to categorize different 

cyber-attacks. NSL-KDD bank consists of data 

related to normal mode and attack mode. This data 

bank is registered in two different groups, 

consisting of KDDTrain+, KDDTest+, and 

KDDTrain set is used for network training, and 

KDDTest set is used to evaluate the proposed 

technique. In order to evaluate the results of the 

proposed method, the following criteria are used . 
 

(8) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑎𝑐𝑐)

=
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

(9) 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃(𝑇𝑃 + 𝐹𝑃) 

 

(10 ) 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) 

 

(11 ) 
𝐹1 𝑠𝑐𝑜𝑟𝑒 =

2 ∗ (𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 

 

In the above relations, TP represents the 

number of correct identification of attacks, TN is 

the number of correct identifications of normal 

traffic, FP is the number of false identification of 

attacks, and FN is the number of false 

identifications of normal traffic. 

5.1. Simulation settings 

As stated in the proposed method chapter, we 

have used a two-stage hybrid feature selection 

technique. The NSL-KDD database has 41 

features. In the simulation, we first ranked the 

features by the MRMR algorithm and selected the 

top 20 features. Then, in the next step, 8 optimal 

features from the 20 initially selected features have 

been selected by the gray wolf algorithm and 

entered into the SVM algorithm for classification. 

Also, in the simulation, we have considered 10,000 

samples for training the SVM algorithm and 5,000 

samples for testing the proposed model. Finally, 

Table (1) presents the parameters of the gray wolf 

algorithm for feature selection using the wrapper 

method . 

 
Table 1: Basic parameters of the gray wolf algorithm 

parameter the amount of 

The number of repetitions 50 

population size 20 

The allowed interval for 
changing variables 

[20-1] 

The objective function accuracy 
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5.2. Simulation results 

In this section, the results for the test data are 

presented. As stated earlier, the labels of this part 

of the data have not been seen before by the 

proposed algorithm, and the proposed method 

should predict the label of each sample from the 

optimal features selected by the MRMR-GWO 

method. Cyber-attack or normal traffic. Figure (3) 

shows the confusion matrix on the test data. As can 

be seen, there are 2145 samples in the first row of 

the confusion matrix, which are samples related to 

cyber-attacks, and in the second row, there are 

2855 samples, which are samples related to normal 

traffic. In both groups, only 2 samples were 

misdiagnosed. The overall accuracy of the 

proposed method for detecting examples of cyber-

attacks and normal traffic is 99.9% . 

 
Figure 3: Confusion matrix for test data 

 

Figure (4) also shows the diagram related to the 

numerical values of the evaluation criteria. The 

exact values of the criteria of precision, accuracy, 

recall and F-score are equal to 99.88% according to 

figure (4). These results are for one simulation run. 

 

 
Figure 4: Numerical values of evaluation criteria on 

test data 

 

Also, the ROC curve related to the test data can 

be seen in Figure (5). In this graph, the true positive 

rate (TPR) is plotted against the false positive rate 

(FPR) at different classification thresholds. In the 

ROC diagram, the closer the line of a class is to the 

intentional axis and the farther it is from the minor 

diameter, the more accurate it is in recognizing the 

samples of that class. In figure (5), it is clear that 

the accuracy of detecting samples of both classes is 

equal . 

 

 
Figure 5: ROC curve on test data 

 
 

5.2.1. Comparison of results  

    Finally, in this part, we have compared the 

results of the proposed method for detecting cyber-

attacks with other methods. The simulation results 

are presented in terms of intrusion detection 

accuracy, and the important point is that the results 

of the proposed method are the result of the average 

of 40 simulation program executions. As it is 

known, the proposed method has an average 

accuracy of 99.84%, which has improved 

compared to other methods in the reference article . 

 
Table 2: Comparison of the proposed method with 

other methods presented in the reference article [100] 

accuracy Method 

85.76 Bayesian network 

96.43 J48 

95.99 SMO 

99.73 Reference Article Method (NB-GA) 
[100]  

99.84 suggested method (MRMR-Bagging) 

 
Based on the simulation results, the average 

accuracy of the proposed model for detecting 

cyber-attacks is 99.84%, which is higher than the 
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compared methods. This high accuracy in the 

proposed method is due to the two-stage feature 

selection method, which makes the classifier model 

to be trained with the best features and the 

relationship between the features with the 

classification variable in the best way for The SVM 

model is specified. 
 

6. Conclusion 

     In this research, a method based on machine 

learning to detect cyber-attacks is presented. A 

combined feature selection technique is used in the 

proposed method. This technique has the ability to 

select the best features, which leads to increase the 

accuracy of the classifier model, among all the 

features of the database. In this proposed method, 

we first rank the features of the NSL-KDD 

database by the MRMR algorithm and select 20 of 

the features that are most related to tags and at the 

same time have the least redundancy with other 

features. have, we choose. Then, among the 20 

selected features, we select a subset of 8 features 

that maximize the accuracy of the SVM algorithm 

as optimal features. Then the training samples with 

these features are entered into the SVM algorithm 

and the learning process is completed. 
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 In the telecommunication industry, guyed towers are one of the 

important structural subsystems. They support a variety of antenna 

systems at great heights to transmit radio, television and telephone 

signals over long distance, thus preserving them in events of natural 

disasters such as earthquake is of high priority. Also, domes and 

transmission stations functions depend on transmitted information by 

guyed towers. In this paper, seismic behavior of guyed towers are 

studied. For that, one guyed tower in 9 clusters of guys is studied under 

earthquake force. This research was accomplished on the base of wind 

and earthquake forces and tower interaction to these forces. Here, the 

effect of earthquake force and tower response to seismic events are 

studied. At first, time history analysis is used in determination of 

towers vibration natural modes, then, under time- acceleration 

components of El-Centro earthquake, spectral analysis are 

accomplished. Analysis outputs are two parameters including 

frequency and maximum lateral displacement which are provided 

using ANSYS software. The results are used in comparing two 

different calculation models: genetic programming and cellular 

automata. 
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1. Introduction 

Cellular automata (CA) is a decentralized 

computing model providing an excellent platform 

for performing complex computation with help of 

only local information [1]. In this paper, using 1- D 

two and three state in CA some samples of towers 

are studied to find rules of simulation for frequency 

and maximum lateral displacement of towers[2]. 

For that, using provided algorithms of two and 

three state 1-D CA and using 5 parameters- 

horizontal state between guyed cables on the earth 

(X1), the height of the first tower guy and the earth 

(x2), the height of guy cable and tower (x3), the 

height of antenna on the tower (x4) and the number 

of guy levels surface (n) and maximum deflection- 

for 50 towers in programmed CA (C++ 

programming language) and after one billion 

accomplishments for two state rules and 20 million 

three state rules, some models were provided for 

each tower. These models were tested to other 50 

tower sample and in terms of the error percent for 

frequency and maximum lateral deflection, there 

was comparison with obtained results via ANSYS 

software [3]. 

Genetic programming (GP) is an evolutionary 

algorithm-based methodology which is branch of 

genetic algorithms [4]. Genetic programming 

creates computer programs in scheme computer 

languages as the solution. Genetic algorithms 

create a string of numbers that represent the 

solution so they have ability to optimize complex 

structures and can use in different problems [5]. GP 

model was provided for 50 guyed towers on the 

basis of X1, X2, X3, X4 and n parameters which 

are provided using ANSYS software. Then using 

genetic operators such as generation, crossover and 

mutation, the final population was provided which 
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is maximum lateral displacement in guyed towers 

[6]. Finally, genetic programming algorithm has 

been introduced to dynamic response of guyed 

towers under earthquake force. 

 

2. Materials And Methods 

2.1. Guyed Tower 

 Guyed Towers are lightweight to heavyweight 

towers supported by guy wires and are designed 

with the ability to carry light to heavy antenna 

loads. Guyed Towers are typically made of a mast 

in triangular cross-section and hinged support[7]. 

A cluster of guy lines are used at various elevations 

and angles to tower shaft. These guy lines maintain 

the stability of tower and provide tower (MAST) 

lateral stiffness. The various components of a 

typical tall guyed tower are shown in Figure1. The 

structural behaviour of guyed towers is complex; 

this arises from significant geometric nonlinearity, 

in the first order, the sagging tendency of the guy 

cables and the interaction between the cables and 

the towers; and in second order, the slenderness of 

the mast[8]. 

 
Figure 1: Guyed tower 

 

2.2. Guyed Tower Modeling Using ANSYS 

At this phase, analysis of guyed towers using 

ANSYS may be performed and different samples 

for CA and GP computing models are provided 

(Figure 2). 

Variable modeling parameters in ANSYS software 

are described as follows[9]: 

 X1: horizontal distance between guy lines on the 

earth (12m) 

 X2: The distance from the first guy line to the base 

tower (11.4m) 

 X3: the distance between guy lines on tower 

(9.6m) 

 X4: the height of antenna on the tower (1.8m) 

 n: number of guy lines (9 level) 

 

 
Figure 2: Geometry of 90-m guyed tower 

All the above mentioned parameters are used to 

provide different guyed tower samples, X1: 7-12 

m, X2: 11-14 m, X3: 8-11 m, X4: 1-3 m and n:7-

12 m. All towers have a truss type geometry with a 

square cross section. Angles are connected to each 

other using bolt. Effective self weight in analysis 

includes self weight if structure, stairs, antenna, 

guy lines and etc. Also in modeling, the beam 3-D 

finite element with rigid connection is used. 

Vertical elements in four points of square section 

are solid and are 25 cm in diameter. Horizontal 

elements are varied by height of towers and include 

L 80×80×8mm, channel beams No. 300 and 120. 

Diagonal elements are used as truss bracing in 

which elements section change by tower height. 

They are made of thin casting pipe (No. 

3.75×70mm and 3.25×76mm) and angle of 

120×120×80 L mm. Young’s modulus and steel 

materials density are 2.88×106 kg/cm2 and 

7.85×10-3 kg/cm3, respectively. All of angle 

elements (section No. 12) are made of steel ST32 

and tensile strength equal 3600 kg/cm3. Also, 

section angles (No. 8) are made of steel ST37 and 

tensile strength equal 2400 kg/cm3. All of cables 

are 40 mm in diameter and Young’s modulus, 

ultimate strength and permissible strength are 

688×1010kg/m2, 10460kg/cm2 and 4700 kg/cm2, 

respectively. 

 

3. Results And Discussion 

3.1. Dynamic analysis of guyed tower 

To find of earthquake effects on guyed towers and 

their maximum lateral deflection, horizontal 

component of north- south El- Centro earthquake 

(1940) has been studied in which time, maximum 

acceleration, maximum speed and maximum 

deflection are 31.98s, 0.31g, 33 cm/sec and 21.4 

cm, respectively (Figure3). 
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Figure 3: Accelerogram component of El- Centro 

earthquake 

 

3.2. Data modeling using GP 

At the second phase, using C++ programming 

language, the main GP steps are performed[10]: 
 

1- Initial population of rules including potential 

solutions is provided potentially. 

2- Provided rules are valued using fitting function 

in training collection. 

3- Some of rules are chose on the basis of valuation 

of previous stage to provide reproduction 

mechanism. 

4- Crossing over, reproduction and mutation 

operators are applied on current rules. 

5- New generation choose to provide new 

generation. 

6- Stages 3 to 6 will repeat to find suitable 

classification rule or provide maximum determined 

reproduction. 

7- Stage 2 to 7 will repeat to find a suitable rule in 

data collection. 

8- In training and experimental collection, each 

sample belong to a specific group. 

 These process is shown in Fig. 4. 

. 

 
Figure 4: GP programming process 

  

 

 

 

 

Using ANSYS, top maximum lateral displacement 

data (50 samples) of guyed tower were provided in 

which initial population are determined by X1, X2, 

X3, X4 and n. Also, details of mathematic formula, 

gen expression tree and the codes of the best GP 

model in top maximum lateral displacement 
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modeling on the basis of mathematic operators are 

introduced as output. Then using GP modeling 

programming codes in C++ programming 

language, other 50 analyzed samples (secondary 

population) are analyzed by ANSYS and the error 

percent of maximum lateral displacement and the 

best GP model is determined. Details of 

mathematic formula are output which determine 

tower maximum lateral displacement using X1, 

X2, X3, X4 and n. 

 Briefly, the second phase of paper deals with GP 

regarding to geometric parameters such as 

horizontal distance between guy lines, the height of 

the first guy lines on the tower, height of antenna 

on the tower and the number of guyed level surface. 

After few generations and using GP operators, final 

population is provided which determine tower 

maximum lateral displacement [11,12]. In 

modeling using GP, it is necessary to determine 

suitable frame including primary regulation (App. 

I) and determination of mathematic operators 

(App. J). At the beginning of modeling using GP, 

50 guyed towers are analyzed. 

 

4. Test of models 

To test of GP models, it is necessary to provide 

secondary population of data which don't belong to 

initial population. Then the results of analysis of 

top lateral displacement using ANSYS and the best 

GP model are compared (Fig. 5 and 6). 

 

 
Figure 5: Comparison of maximum lateral displacement using ANSYS and GP on the basis of height of tower 

 

 
Figure 6: Comparison of maximum lateral displacement using ANSYS and GP 

 

 5. Data modeling using CA 

 Cellular automata (CA) are discrete, abstract 

computational systems[14]. The consists networks 

of similar and distinct places which includes finite 

sets of integers. According to algebraic rules, 

integers are depends on different steps. CA can use 

as an idealization of partial differential equations 

and usually describes natural systems. In addition, 

their partial natures leads to providing an important 

scale with the aid of digital computers. CA can be 

evaluated as a computer-like processing with a 

simple design[15,16]. CA includes two parts: 
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cellular space and local transition rules. Different 

types of each cell and cell type in time are shown 

with I index and 
t

iS
. In cellular automata, there are 

neighbors surrounding a central cell. For each cell, 

a set of cells called its neighborhood is defined 

relative to the specified cell. Cell neighbors (i) in 

time (t) and neighborhood radius of each cell are 

indicated in 
t

i and r, respectively[17]. Local 

transition rule is a function of 
t

i which is applied 

in cells simultaneously (
)(

t

i ). Finally, for each 

CA, there is a formula: 

 

𝐶𝐴 = (𝜀, 𝑑, 𝑉, ∅)   (1) 

 

in which , d, V and ø are Possible conditions of 

cell, CA dimension, CA neighborhood structure 

and Local transition rule, respectively. 

One- dimensional CA is shown in Figure 7. 

 

 
Figure 7: 1-D cellular automata 

 

 

 In this phase, using 1-D two and three state CA, 

provided tower samples in ANSYS are analyzed to 

find rules for simulation of maximum lateral 

displacement of guyed towers[18]. For that, by 

using 1-D two and three state CA algorithms and 

considering 5 parameters (X1, X2, X3, X4 and n) 

and calculated maximum displacement by ANSYS 

in C++ programming, one billion accomplishments 

for two state rules and 10 million rules for tree state 

rules, some tower models were provided. Then, 

these models were compared with other 50 samples 

and the error percent was determined for each 

analyzed tower in ANSYS. Analysis and modeling 

process by using cellular automata are shown in 

Figure 8. 
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Figure 8: CA programming process 
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 6. Analysis of guyed tower using CA 

 By using 50 data obtained by calculation of 

maximum lateral displacement in ANSYS, CA 

model was provided and after one billion 

accomplishments for 256 two state rule and one 

trillion performance three state rule follow data 

were provided. (figure 9 and 10) 

 

 
Figure 9: Comparison between maximum lateral deflection by ANSYS and CA due to height 

 

 
Figure 10: Comparison between maximum lateral deflection using ANSYS and CA 

 

8. CONCLUSION 

According to analysis of top displacement in guyed 

towers by using CA and GP, the average of error 

percent in GP and CA are 6.81 and 12.86 percent, 

respectively. The results are shown in figure 11 and 

12. 
 

 
Figure 11: Comparison between error percent in calculation of maximum lateral deflection of guyed tower using CA and GP 

0

5

10

15

20

25

30

35

1471013161922252831343740434649

Error Percent(GP)

Error Percent(CA)



Comparison optimization Computational model between Cellular Automata and Genetic programming … 

53 

 

 
Figure 12: Comparison between maximum lateral deflection using CA, GP and ANSYS software 
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 Software Defined Networking (SDN) is considered as an innovate 

architecture of computer networks by using the central controller. Any 

modification in network data and its arrangement can be effortlessly 

executed in software via the controller in these networks. 

Consequently, the identification and timely response to Distributed 

Denial of Service (DDoS) attacks can be achieved, which is not the case 

in conventional networks.This paper uses the α-Entropy statistical 

method considering a threshold and machine learning techniques, K-

Nearest Neighbor (KNN), Random Forest (RF) and Support Vector 

Machine (SVM) to increase the accuracy of detecting DDoS attacks. In 

this method, the results are evaluated by 10-fold cross validation. The 

used dataset is ISOT, CTU-13 and UNB ISCX. The results of 

evaluation with a precision of 99.84% and FPR value of 0.10% indicate 

the high efficiency of the proposed model in SDN networks. 
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1. Introduction 

 

SDN is constructed as new network architecture to 

provide more flexibility in software control of 

network. In the SDN architecture, the data and 

control layers are separated, the intelligence of 

network is centralized and the network 

infrastructure is separate from the applications [1]. 

Figure 1 shows the overall architecture of the Open 

Flow network. 

 
Figure 1. SDN architecture 

In this architecture, the flow control is removed 

from the hardware level in network nodes and is 

taken centrally and separately by the controller.  

The network operating system manages the SDN 

switches and gathers information from the APIs to 

create the data plane. [2].An essential situation in 

SDN networks, which distinguishes them from 

traditional networks, entails the ability of DDoS 

attacks to directly target the controller through the 

transmission of an excessive number of packet-in 

packets. Consequently, the controller must take 

into account certain rules for these packets in the 

flow table of switches and subsequently populate it 

with counterfeit flow entries[3]. In this research, a 

hybrid technique is presented to enhance the 

accuracy of detecting the DDoS attacks. Other 

sections of this article include the detection of 

DDoS attacks and their methods, the importance of 

security issues in SDN networks, the proposed 

method of this paper to detect DDOS attacks on 

SDN networks with a combination of statistical 

methods and machine learning including support 

vector machine, and a solution to obtain threshold 

dynamic, introduction of the UNB-ISCX dataset 

mailto:abanitalebi@pnu.ac.ir
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used in this article, the evaluation of the proposed 

solution, the results of the statistical analysis and 

machine learning on the given dataset are 

evaluated, and finally concluding remarks.This 

paper is segmented into the subsequent divisions. 

We articulate certain techniques regarding the 

identification of DDoS in Division 2. Division 3 

formulates a novel approach to identify DDoS 

assaults through utilization of the α-entropy 

methodology and classification algorithms. 

Division 4 discloses the collections of data. 

Division 5 encompasses the assessments of the 

performance of our proposed identification 

techniques on UNB-ISCX, CTU13, and ISOT 

datasets and elucidates the implementation 

surroundings. Division 6 recommends the 

experiments. The outcomes of this manuscript are 

expounded in division 7. Division 8 contrasts the 

techniques introduced in this study with some 

existing techniques. Ultimately, Division 9 

presents a concise conclusion and future prospects. 

Numerous symbols are employed in this 

manuscript as depicted in Table 1. 

 
Table 1. Major Notations used in this paper 

Explanation Symbol 

Distributed Denial Of Service DDoS 
Software Defined Network SDN 

Tolerance-Factor TF 

Time Period TP 

Radial Basis Function RBF 

Support Vector Machine SVM 
K-Nearest Neighbor KNN 

Random Forest RF 

Generalized Information Entropy GE 
Hypertext Transfer Protocol HTTP 

Internet Control Message Protocol ICMP 

User Datagram Protocol UDP 
Transmission Control Protocol TCP 

Internet Protocol IP 

True Positive TP 
True Negative TN 

False Positive FP 

False Negative FN 
True Positive Rate TPR 

False Positive Rate FPR 

Accuracy AC 
Alarm Rate AR 

Flow number i Fi 

Threshold T1 
  

 

2. Related Work 

Diverse methodologies were examined in the 

studies conducted on SDN networks to enhance the 

security measures implemented on these networks. 

The ensuing instances illustrate these approaches. 

In [4], Baczak et al. investigated the data mining 

methods and machine learning in detecting cyber 

space penetration. These methods were compared 

in different aspects such as precision, period of 

model training, time to classify an unknown sample 

by the trained model, and the impact of each one in 

detection of attacks. Yan et al. in [5] proposed a 

lightweight technique to detect the DDoS attacks. 

This method is based on hybrid fuzzy evaluation of 

decision-making model. For example, in case of 

the denial of service attacks, the network service 

may be slightly affected, but may still indicate 

normal status. In this case, 15% of DDoS attack 

occurs, rather than without any attack. This study 

uses a variety of features to identify whether an 

attack occurs or not. Using the formulas presented 

in the article, the denial of service attacks are 

detected. Stoyanova et al in [6] proposed a method 

of detecting a DDoS attack in VANET architecture. 

The test involves normal and DDoS attack traffics 

with IP addresses of spoofed resources. Based on 

traffic features such as the IP address of 

destination, and through the contribution of three 

windows with 30 packets, the entropy is computed. 

The attacks can be detected by calculating the 

entropy and defining a proper threshold. The 

provided solution is efficient and adds a low 

amount of code to the controller module, leading to 

little impact on the use of CPU.  

In another research, Kia in [7] introduced a credible 

and lightweight solution to detect the denial of 

service attacks. The proposed method consists of 

calculating the entropy of the destination IP and the 

initial rate of flow and examining the 

characteristics of the packets, by allocating little 

time to detect attacks. The reduction method 

involves reducing the idle timer of flow, which is 

implemented in the case of an attack to contribute 

the switches to be less under-attack. The use of a 

single static threshold in this research increases the 

chance of FP and FN reports. Therefore, the need 

for a system, which uses optimal thresholds, is felt.  

 A new detecting method of denial of service 

attacks, involves calculating the entropy of 

destination IP to detect attacks in [8]. The provided 

solution is not only efficient, but also includes a 

low amount of code in implementation of the 

controller module, and does not increase the CPU 

load either in normal or in the event of an attack. In 

this research, the method of attack detection is 

based on entropy. One of the limitations of the 

mentioned method in this paper is that the entropy 

value cannot accurately detect the attack when the 

entire network and all hosts are under DDoS attack. 

A combination of statistical and machine learning 

methods is considered as the proposed method in 

this research to identify DDoS attacks. In the 

statistical section, three types of , Hartley entropy, 

Shannon entropy and collision entropy method are 

examined. In the machine learning section, the 

Support Vector Machine (SVM), K-Nearest 

Neighbor (KNN) and Random Forest (RF) 
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techniques are used to enhance the accuracy of 

DDoS attack detection. 

 

3. Proposed Method  

In order to detect DDoS attacks in SDN networks, 

the proposed method is the combination of α-

entropy statistical method and the SVM, KNN and 

RF Models to increase the accuracy of attack 

detection. This method is a two-class problem and 

detects normal flows and attacks. The flowchart, as 

shown in Figure 2 represents the method. The 
approach illustrated in Figure 2 comprises 
various applications. These applications 
collaborate in order to identify DDoS attacks 
occurring within the Floodlight controller. Each 
individual section is introduced in the 
subsequent text. 
 

 
 

Figure 2. The Proposed Method 

 

3.1. Proposed Statistical Method of 𝛂-Entropy 

In 1948, Alfred Renyi introduced a more 

comprehensive definition of Shannon Entropy 

called generalized information entropy (GE) of the 

alpha grade, known as α-Entropy or Renyis' 

Entropy [9], as shown in equation 1. 

2

1

1
( ) log ( )

1

n

i

i

H x p 


 =

=
−


 

(1) 

Where α≥0 and α≠1. 

• When α=0, Hartley entropy of X is as 

equation 2: 

0( ) log logH X n X= =
 

(2) 

• When α→1, the amount of Shannon 

entropy is as equation 3: 

1

1

( ) log
n

i i

i

H x p p
=

= −
 

(3) 

• When α=2, Collision entropy is  as 

equation 4: 

 

2

2

1

( ) log
n

i

i

H X p
=

= − 
 

(4) 

In Figure 3, types of α-Entropy is shown 

 

Figure 3. Renyi entropy of a random variable with 

two possible outcomes 

 

This research addresses the detection of DDOS 

attacks and, attempts to select the best IDn of α and 

increase the accuracy of attack detection by 

considering different values of α.This technique 

classifies the network flows in each time window 

and by calculating the IDn that represents the 

difference value of the α-Entropy based on the 

destination IP address in two network traffic flow 

in normal and current modes, and it is recognized 

as detection metric. IDn is defined in equation 5: 

 

( ) _ ( )
c nnID H dstIP H dstIP =

 
(5) 
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Where, Hα indicates the α-Entropy in current and 

normal modes of network traffic flow. 

Now, if this value is greater than threshold (T1) as 

shown in equation 6, attack is detected; otherwise, 

non-attack status is detected. 

 

1nID T
 

(6) 

This technique is able to quickly detect DDoS 

attacks with low number of packets. 

3.1.1. Calculation of Thresholds 

In this study, a time-based computational method 

is used to compute the threshold. One of the aims 

of this threshold is to detect quickly DDoS attacks 

in time windows with small width. The relation of 

this threshold, T1 is presented in equation (7). 

 

1 nn IDT ID TF F= +   (7) 

 

Where,  IDn value indicates the α-Entropy 

difference based on the destination IP address in 

two normal and current modes of network traffic 

flow as shown in equation 8. TF value is a fixed 

value. It belongs to the integer set, and is an 

experimental value used to adjust and improve the 

threshold dynamic values to detect DDoS attacks. 

nIDF  represents the standard deviation of  IDn. 

 

2 2 2

1 1

1 1
( )

n

t t

nID n n n

i i

F ID ID ID ID
t t= =

= − = −   (8) 

 

Where, 
nIDF  represents the standard deviation of IDn 

between normal flows.  

 

3.2. Proposed Machine Learning Method  
At the second phase of the proposed approach, a 

proportion of the dataset that was identified as an 

attack in the preceding phase, regardless of its 

accuracy, was forwarded to the machine learning 

component. The remaining dataset being detected 

correctly was filtered at this step. Different steps of 

machine learning are described below. Therefore, 

the pre-processing step and balancing normal data 

and attack are conducted. This research specifically 

focuses on the SVM, RF and KNN methods. The 

methodology used to detect DDoS attacks is 

analyzed. Then, the results of the SVM, RF and 

KNN algorithm are compared with other machine 

learning algorithms. 
 

3.2.1. Extraction of characteristics 

In this study, 11 features were considered for 

detecting the normal and attack packets. Table 2 

introduced these features. 

 

Table 2.Feature Extraction 

Explanations Feature 

The number of neighbors 

connect to transmitter 
SumNeighborRelationshipsSrc 

The proportion of one-way 

connections that functioned as 

the origin for transmitting 
signals in relation to the 

overall number of connections 

to the desired node. 

CountUniDirectionalSrcSToD 

Calculating the entropy  EntropyBytePerPacketSentSrc 

The number of neighbors 

connect to recipient   SumNeighborRelationdhipDst 

The proportion of one-way 
connections that served as the 

host for the recipient compared 

to the overall connections of 
the desired node. 

CountUniDirectionalDstSToD 

The number of the flows which 

were the desired host of the 
transmitter. 

CountSentSrc 

The number of the flows which 

were the desired host of the 
recipient. 

CountReceiveSrc 

Calculating the entropy of the 

flows which were the desired 
host of the recipient 

EntropyByte perPacketSentDst 

The number of flows which 

were the desired host of the 
transmitter 

CountSentDst 

The number of flows which 

were the desired host of the 
recipient 

CountReceiveDst 

This feature is the first packet 
which transmits a flow for any 

host in SDN. 

Packet In 

 

These features can be extracted from the switches 

and controller of the SDN[10]. They are calculated 

for both ends of a flow and used for each flow in 

learning. Since separate rules are written in the 

flow table for two-way communications in 

software defined networks, the time and 

characteristics of the receiver and sender determine 

which flow is related to communication. After 

building all existing flows, the data between the 

two hosts in the form of an array which holds the 

data is given to the next step. These features can be 

extracted from the switches and controller of the 

SDN[11].  

3.2.2. Support Vector Machine Model 
SVM technique is developed by Vladimir Vapnik 

in 1961 and is based on the linear classification of 

data [12]. The SVM method uses structural risk 

minimization, while in other methods the empirical 

risk minimization is used. Some studies indicated 

that the SRM method had better performance than 

the ERM [13]. This paper uses the radial basis 
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function (rbf) kernel. This kernel function is 

considered as one of the best functions available in 

this field. Here, the main parameters of C and 

Gamma are shown. The parameter C indicates 

SVM penalty and gamma is presented as kernel 

coefficient. They are evaluated for the kernel 

function with the values of Table 3 by the 

corresponding Python code. 

 
Table 3. C and Gamma values 

Gamma C 

1 1 

0.1 10 

0.01 100 

0.001 1000 

 

As observed in Algorithm 1, the Python code in this 

algorithm is used to determine the best value of the 

C and gamma parameter in the set of determined 

data, and the best combination of C and gamma 

parameters in the SVM is obtained automatically 

by analyzing various combinations of them to find 

the best responses to the intended dataset, by using 

the GridSearchCV class in Python. 

 

Algorithm 1.Find Best Parameter values in SVM model 

 

The tested parameters values are in the param_grid 

and the optimal ones are in the grid_svm. 

3.2.3. K-Nearest Neighbor Model 

In this section, the KNN Model is expressed to 

present the best value of K in set of specified values 

using elbow technique, For this, the value of 1 to 

25 for k was investigated  and the error rate was 

shown by the elbow technique as in Figure 4.  

 
Figure 4. K-Value and error-rate 

The results show that the optimum value of k=11 

was selected by this technique because in this case 

the lowest error rate was obtained with value 

0.049.In algorithm 2, best k-value is calculated. 

Algorithm 2.Find Best K-value in KNN Model. 

 

In this algorithm X_ train represents features, y_ 

train represents the value of output and y_test 

represents feature test. 

3.2.4. Random Forest Model 

With Random Forest Model, best response are 

fined with various decision trees. Four number of 

decision trees (n_ estimators) are investigated: 

• n_ estimators = 10,100,500,1000 

The best 'n_estimators' value is provided in 

Python code in algorithm 3. 

Algorithm 3.Find the best decision trees 

 

 In this algorithm, the numbers of trees which is 

tested, holded in param_grid and the optimal 

response is in the grid_rf.  
4. The Datasets 

This study employs the UNB-ISCX dataset for the 

purpose of detecting Distributed Denial-of-Service 

(DDoS) attacks.  This dataset is downloaded from 

the University of Canadian Institute of 

Cybersecurity website and is used to detect attacks.  

In the dataset presented in Table 4, a range of tools 

were employed to initiate different attacks. The 

resulting outcomes encompasses a period of 

network traffic, equating to a total size of 4.6 GB. 

 
Table 4.Data statistics of the modified UNB-ISCX 

dataset 
Av 

flow 

size 

(pkt) 

Av 

number 

of flows 

Av 

number 

of  

packets 

Av 

duration 

Application 

DDoS attack 

7 864 6084 452s 

DDoS 

improved 

GET(Goldene

ye) 

2 22103 46081 138s 

DDoS 

GET(ddossim

) 

8 1085 8482 546s 
DDoS 

GET(hulk) 



Providing an optimal approach to detect anomalies in intrusion detection systems 

59 

 

The average rate of normal traffic in the UNB-

ISCX dataset is 69 packets per second [14]. In 

addition to this dataset, the ISOT dataset is also 

used by the Internet of Things and Network 

Security Research Center at the University of 

Victoria. The captured ISOT dataset consists of a 

pcap file that is approximately 14.1 GB in size[15]. 

In this research, the normal part of this dataset is 

used. The details of the introduced attacks in the 

UNB-ISCX dataset are represented in Table 4. 

5. Implementation Environment 

The experiments were performed on an ASUS 

laptop equipped with an AMD (Bristl Ridge), FX-

9830P CPU 2.8GHz processor and 12GB of RAM. 

The chosen operating system was Linux Ubuntu 

14.04 LTS, which was executed on a Window 8.1 

host machine. The network controller selected for 

the experiments was Floodlight [16], which relied 

on Mininet2.2.1 [17] for network simulation. This 

investigation illustrates the assessment findings of 

the proposed technique for identifying Distributed 

Denial of Service (DDoS) attacks. The training and 

assessment segment are chosen employing the K- 

 
Figure 5.Simulated Topology 

This topology is implemented using Mininet. It 

creates a network topology having 10 hosts  

connected with three OpenFlow-enabled switchs. 

All switches are interconnected with each other and 

are in turn connected with OpenFlow controller as 

shown. The controller must first collect the 

information needed from switches, hosts, and 

existing communications to detect the contraband 

attacks in order to be able to detect them. 

Distributed blocking attacks can be identified using 

different traffic features. The attributes of the 

headers are extracted using the toolbar. These 

features are collected every few seconds and the 

relevant features are calculated using this extracted 

traffic statistic. Figure 6 shows wireshark software 

that can be used to view and collect network 

information efficacy of the suggested resolution can be 

gauged through the utilization of the F-measure and 

precision parameters, as well as the accuracy parameter 

[18]. 

Fold approach, wherein the number of folds is 

regarded as ten in this particular investigation. The  

6. Experiments 

In this section, a clear implementation of the flow-

based hybrid approach is presented. Figure 5 shows 

an overview of the implementation topology and 

simulation of the attack on this network. 

 
Figure 6.Flow analysis in Wireshark 

 

In this Figure, using the OF filter can open packets 

and streams of SDN and analyze the statistical 

results.After the information extracted from the 

data set is sent to the controller, the Floodlight 

controller uses the written module to detect and 

detect the DDoS attack. Figure 7, part of this 

module, written in the Eclipse Neon software 

environment, is written in the Floodlight controller 

using the Java language. 

 

Figure 7. DDoS Detection Module in Floodlight 



A. Banitalebi / Journal of Optimization of Soft Computing (JOSC), 1(2): 54-63, 2023 
 

60 

 

The implementation code written in Figure 7 shows 

part of the controller module for detecting attacks 

on the Floodlight controller. After the results of the 

statistical methods have been obtained, part of the 

results are sent to the machine learning section. 

This section deals with attack detection using 

classification algorithms in Software. 

 

7. Results 

Here, the results of proposed methods are presented 

for the intended dataset to identify DDoS attacks. 

For each dataset, the results are presented in two 

parts. First, the results are presented using the 

statistical method, and then the results of machine 

learning are demonstrated. 

 

7.1. Results of Statistical Method 

In this section, the results are evaluated in three 

stages for Hartley entropy, Shannon entropy and 

collision entropy, considering α=0,  α=1 and α=2 

values. The time periods are considered between 10 

- 240 seconds, then among these periods of time, 

15-45 seconds were selected as the best ones, 

because high level of attacks were detected during 

these periods, and also were detected earlier. Now, 

for each selected time, various w and m as 

tolerance-factors are evaluated. Since these 

variables are experimental parameters and play a 

decisive role in two threshold relations, the 

common values of -1, 0, and 1 are considered for 

three stages, and the detection results are obtained 

for each different state. In this table, for each stage 

of different tolerance-factors, the first mode in 

which TPR is 100 is considered, which is the case 

in all attacks in the dataset are correctly identified. 

Comparing this particular state with different 

tolerance-factors, the state where the FPR has the 

lowest value is selected as the chosen time period 

and its tolerance-factor value is set as the best 

value. The results of analysis for three Hartley, 

Shannon and collision entropies are presented in 

Tables 5, 6 and 7, respectively.  

Table 5.Testing the accuracy of attack detection for UNB-

ISCX dataset in 0 =  For Hartly entropy  

AC FPR TPR T1 IDn HN HC TP TF 

88.01 11.34 81.45 1.76 0.22 1.88 2.10 15 

1-  
56.15 47.76 95.65 2.05 0.21 1.94 2.15 20 

16.50 89.37 100 2.12 0.34 1.98 2.32 35 

15.96 90.70 100 2.52 0.36 2.21 2.57 45 

56.11 47.75 84.18 2.11 0.10 2.12 2.22 15 

0 
75.63 24.19 71.56 2.09 0.08 2. 17 2.25 20 

48.24 53.52 86.04 2.17 0.09 2. 21 2. 30 35 

55.01 47.91 100 2.29 0.15 2.24 2.39 45 

84.31 14.46 69.64 2.10 0.04 2.11 2.15 15 

1 
82.75 17.29 83.53 2.19 0.15 2.14 2.29 20 

53.65 49.62 93.19 2.13 0.12 2.19 2. 31 35 

52.48 50.60 100 2.27 0.25 2.20 2.45 45 

 

 
 

The less FPR value is obtained compared to other 

states by examining the results in the first mode for  
α=0 in Hartley entropy state and different 

tolerance-factors in different time periods in 

tolerance -factor = 1 when TPR = 100. Thus, the 

tolerance-factor = 1 in this mode, and accordingly 

the threshold value is calculated. In this case, by 

examining the results, it is observed that no good 

results are achieved, due to the α-Entropy value 

obtained for the current state and normal data. As 

observed, this value in the time period when both 

attacks and normal-flow are present is very close to 

the existing dataset, and the 
n

ID value is very small 

and will not distinguish the periods that the attacks 

are present. Therefore, the detection of DDoS 

attack traffic is difficult using α-Entropy and α=0  

at first levels. Now, considering other values for α, 

we examine different values of α-Entropy. The 

results for α=1 andα=2 for Shannon and Collision 

entropy are presented in Tables 6 and 7. 
 

Table 6.Testing the accuracy of attack detection for UNB-

ISCX dataset in α=1 For Shannon entropy  
AC FPR TPR T1 IDn HN HC TP TF 

93.55 3.48 67.44 2.01 0.89 1.91 2.80 15 

-1 
92.66 6.68 86.95 2.56 0.92 1.95 2.87 20 

56.15 47.76 95.65 2.65 0.95 2.05 3.00 35 

64.62 38.83 100 2.78 0.91 2.15 3.06 45 

75.63 24.19 71.56 2.60 0.95 1.99 2.94 15 

0 
50.90 51.25 84.08 2.72 0.89 2.10 2.99 20 

50.82 51.88 98.09 2.29 0.87 2.17 3.04 35 

59.87 43.31 100 2.79 0.63 2.54 3.17 45 

80.99 17.36 55.74 2.35 0.82 2.19 3.01 15 

1 
76.27 23.23 65.69 2.57 1.03 2.11 3.14 20 

93.45 5.49 83.69 1.02 0.99 2.18 3.17 35 

81.53 19.10 100 2.19 1.08 2.13 3.21 45 
 

Table 7. Testing the accuracy of attack detection for UNB-

ISCX dataset in α=2 For Collision entropy 

AC FPR TPR T1 IDn HN HC TP 
T

F 

93.15 3.17 70.00 2.01 1.15 1.90 3.05 15 

-1 
95.13 2.36 76.47 3.20 1.41 2.01 3.42 20 

73.73 26.55 81.01 3.26 1.90 2.16 4.06 35 

51.65 51.16 100 2.65 1.63 2.50 4.13 45 

92.05 7.11 83.96 2.29 1.03 2.11 3.14 15 

0 
74.69 25.79 87.87 2.76 1.01 2.22 3.23 20 

46.49 55.40 98.48 2.87 0.98 2.29 3.27 35 

66.59 35.57 100 2.76 1.02 2.30 3.32 45 

82.76 15.46 66.44 2.67 0.84 2.01 2.85 15 

1 
96.00 3.05 88.23 2.85 1.14 2.10 3.24 20 

76.97 23.54 91.17 3.02 1.08 2.27 3.35 35 

94.42 6.11 100 2.67 1.15 2.32 3.47 45 
 

 

 

By examining the results in Tables 6 and 7 for 

different values of α=1and α=2, it is observed that 

the IDn value in these two modes is higher than that 

of the state with α=0, indicating that with the 

increase of α the distance between the normal and 

attack traffic increases, makes the attack and 

normal traffic more distinguished than each other. 

The results are illustrated in Figures 8 -10. 
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Figure 8. Comparison of IDn for different modes of α 

in TF = -1 
 

 

 

 

Figure 9. Comparison of IDn for different modes of α 

in TF = 0 

 

 

Figure 10. Comparison of IDn for different modes of 

α in TF = 1 
 

 

 

 

Based on the results in Figures 8-10, IDn in α=2 

state is higher than the other states and is chosen as 

the selected α .Now, by examining the TPR and 

FPR values in this state, among different values, 

the TF =1 is chosen for the threshold relation 

because the FPR value is the least in this case. In 

general, by examining the obtained results in the 

statistical section, the selected state among the 

three modes is collision entropy with α=2 and TF = 

1. In this case, FPR = 6.11% and TPR=100%. 

Unfortunately, these results indicate that the FPR 

value is high although TPR is high in this 

technique. Therefore, in order to eliminate this 

issue and refine the data and conduct pre-

processing, the percentage of attacks alerted in this 

case are sent to the machine learning section and 

among different checked algorithms as shown in 

Table 8. 

 
Precision AC FPR TPR 

Optimized 

Parameter 

Decisive 

Component 
Model 

83.48 99.32 0.58 96.22 K=11 
Euclidean 

distance 
KNN 

99.38 98.39 0.62 97.41 N_est=100 

Bagged 

Decision 

Tree 

RF 

99.66 99.84 0.10 99.68 
C=100.0 

Gamma=1.0 
RBF Kernel SVM 

 

 

As indicated in Table 8, the examined results for a 

variety of Models are discussed. Regarding the 

UNB-ISCX dataset, SVM algorithm is the best 

algorithm to detect DDoS attacks with a precision 

of 99.84% and a FPR value of 0.10%. 

 

 
 
Figure 11. Results of Models for DDoS attacks Detection 

 

As shown in Figure 11, the SVM algorithm has a 

better performance, compared to other discussed 

algorithms in machine learning method to detect 

DDoS attacks, which involves a higher accuracy. 

 

8. Comparing the Method Presented In This 

Study To Other Methods 

 
This section compares the proposed method in this study 

to other methods used in other studies. It should be noted 

that all these studies were conducted to detect DDoS 

attacks in the UNB-ISCX dataset being also explored in 

this study. The results on this dataset are summarized in 

Table 9 and then compared in the Figure 8.  

 

 

 

 



A. Banitalebi / Journal of Optimization of Soft Computing (JOSC), 1(2): 54-63, 2023 
 

62 

 

Table 9. Comparing the accuracy of DDoS detection with 

different methods for the UNB-ISCX dataset 

FPR AC Ref 
Detection 

Methods 

7.92 90.12 [19] 
Computer Vision 

Technique 

Not mentioned 89.30 [20] Cloud Computing 

2.2 99 [21] K-Means+NBC 

Not mentioned 98 [22] Neural Network 

8.2 81.80 [23] 
Machine Learning 

Techniques 

2 99 [24] Ripper + C5.0 

0.10 99.84  This Research 

 

 
Figure12.Comparing the accuracy of the proposed 

method to other studies for the UNB-ISCX dataset 

 

The results presented in Table 9 and Figure 12 

demonstrate that the accuracy of the proposed 

method in this study surpasses that of comparable 

tasks. 

 

9. Conclusion 

 

In this paper, a novel approach was introduced 

to enhance the precision of identifying Distributed 

Denial of Service (DDoS) attacks on Software-

Defined Networking (SDN) networks. This 

innovative technique encompasses a combination 

of statistical analysis and machine learning 

methodology.In the statistical portion, the three 

forms of α-Entropy, namely Hartly entropy, 

Shannon entropy, and Collision entropy, are 

derived from the examination of the destination IP. 

Subsequently, the IDn value is computed. By 

investigating three distinct values for α and 

examining the outcomes in 2=α for Collision 

entropy, a greater magnitude of true positive rate 

(TPR) and a reduced magnitude of false positive 

rate (FPR) are achieved. Consequently, α=2 is 

chosen from the scrutinized states. Subsequently, 

the TF parameter values are appraised to calibrate 

the desired threshold in this manuscript.A value is 

chosen that, for the initial instance, completely 

detected the regular traffic, and its True Positive 

Rate (TPR) should be 100 while simultaneously 

possessing the lowest False Positive Rate (FPR). 

Moreover, at this stage, a True Flag (TF) of 1 is 

opted for. Subsequently, the proportion of the 

dataset identified as an attack is transmitted to the 

machine learning phase in order to enhance the 

precision of detection.Among the techniques used 

in the machine learning section, SVM, RF, and 

KNN, the SVM technique, which has an accuracy 

rate of 99.84% and a false positive rate (FPR) of 

0.10%, demonstrates the highest accuracy in 

detecting DDoS attacks. 
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