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#### Abstract

Let $\mathbb{F}_{q}$ be a finite field with $q$ elements, where $q=p^{m}$, and $R=\mathbb{F}_{q}+$ $u \mathbb{F}_{q}$ denotes the ring $\frac{\mathbb{F}_{q}[u]}{\left\langle u^{2}\right\rangle}$. For positive integers $\alpha$ and $\beta$, a nonempty subset $C$ of $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$ is called an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code if $C$ is an $R$ submodule of $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$. In this paper, we obtain the generator matrix of these codes and the structure of their dual codes are given. we introduce Lee weight and homogenous weight over these codes. Also, we give some bounds on the minimum distance of these codes with respect to homogenous and Lee weights. At the end, we study one-weight codes and obtain $\left[q^{2}+q, 2, q^{2}\right]$ and $[2(q+1), 2,2 q]$ one-weight optimal codes over $\mathbb{F}_{q}$.


## 1. Introduction

A subgroup of $\mathbb{Z}_{2}^{\alpha} \times \mathbb{Z}_{4}^{\beta}$, where $\alpha$ and $\beta$ are positive integers, is called a $\mathbb{Z}_{2} \mathbb{Z}_{4}$-additive code [5]. The studies on $\mathbb{Z}_{2} \mathbb{Z}_{4}$-additive codes and their algebraic structures have attracted many researchers; see [1, 3, 4, 5, 12]. In [12], Dougherty et al. described one weight $\mathbb{Z}_{2} \mathbb{Z}_{4}$-additive codes. They described the structure and possible weights for all one weight $\mathbb{Z}_{2} \mathbb{Z}_{4}$-additive codes.

Later, these codes were generalized to $\mathbb{Z}_{2} \mathbb{Z}_{2}[u]$ additive codes [2]. These codes have been studied with respect to Lee weight [6]. In particular, one-Lee weight $\mathbb{Z}_{2} \mathbb{Z}_{2}[u]$-additive codes have been studied in [19]. Also, cyclic $\mathbb{Z}_{2} \mathbb{Z}_{2}[u]$-additive codes have been studied [25].

Recently, $\mathbb{Z}_{2} \mathbb{Z}_{2}[u]$-additive codes were generalized to $\mathbb{Z}_{p} \mathbb{Z}_{p}[u]$-additive codes, where $p$ is a prime number [21]. Also, these codes have been studied with respect to Lee weight. In [21], the linear and cyclic structures of these
codes were given. Among other results, some optimal codes were obtained from a subclass of these codes [21].

In this paper, we give a comprehensive study on $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes, where $q=p^{m}$ for some prime number $p$ and a positive integer $m$. We study these codes with respect to Lee and homogenous weights. The structure of this paper is as follows.

In Section 2, we introduce some notations and basic facts which will be utilized later in our discussion. In Section 3, we introduce $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes and obtain the generator matrix of these codes in a case that $q$ is a power of a prime number. Moreover, the structure of dual codes are given. In Section 4, we generalize the Lee weight over $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes. Also, we introduce another weight function, homogenous weight, over these codes. We obtain some bounds on minimum distance of these codes with respect to these weight functions. In Section 5, we study one-weight codes
with respect to Lee and homogenous weights. In this section, by the Gray image of these codes, we obtain $\left[q^{2}+q, 2, q^{2}\right]$ and $[2(q+1), 2,2 q]$ one-weight optimal codes over $\mathbb{F}_{q}$. In Section 6, we introduce constacyclic codes over $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes and we obtain the structure of these codes.

## 2. Preliminaries

We begin with some definitions for codes over rings.
From now on, suppose that $R$ is a finite commutative ring with identity. The Jacobson radical of R is denoted by $\operatorname{rad}(R)$. For an R-module M, left or right, the socle of M , denoted by $\operatorname{soc}(M)$, is the sum of all minimal nonzero submodules of $M$.

Definition 2.1. [17] Let $R$ be a artinian ring. If $\operatorname{soc}(R) \cong R / \operatorname{rad}(R)$ as right R -modules and as left R modules, then $R$ is called a Frobenius ring.

Definition 2.2. [20] A ring $R$ is called a finite chain ring, if its ideals are linearly ordered by inclusion.

Lemma 2.3. If $R$ be a chain ring, then $R$ is a local ring.
Proof. The proof is clear by the definition of chain ring.

A code is a subset of $R^{n}$ and a linear code over $R$ is an $R$-submodule of $R^{n}$. In this case we say that the code has length $n$. For a code $C$, we define the rank of $C$, denoted by $\operatorname{rank}(C)$, to be the minimum number of generators of $C$.

The Hamming distance between two vectors $u, v \in$ $R^{n}$ is the number of coordinates in which $u$ and $v$ differ from one another and it is denoted by $d_{H}(u, v)$. The Hamming weight of a vector $u \in R^{n}$, denoted by $w_{H}(u)$, is the number of non-zero coordinates of $u$. The minimum Hamming distance of a code $C$ is denoted by $d_{H}(C)$ and is given as: $d_{H}(C)=\min \left\{d_{H}(u, v)\right.$ : $u, v \in C, u \neq v\}$. The minimum Hamming weight of a code $C$, denoted by $w_{H}(C)$, is the minimum value of $w_{H}(u)$ for $u \in C \backslash\{0\}$.

We define the inner product of vectors $u$ and $v \in R^{n}$ as follows:

$$
u \cdot v=\sum_{i=1}^{n} u_{i} v_{i} .
$$

Let $C$ be a linear code over $R$. The dual code of $C$, denoted by $C^{\perp}$, is defined as follows:

$$
C^{\perp}=\left\{v \in R^{n} \mid u . v=0, \text { for all } u \in C\right\} .
$$

Lemma 2.4. [26, Theorem 3] Let $C$ be a code of length $n$ over a finite Frobenius ring. Thus, $|C|\left|C^{\perp}\right|=\left|R^{n}\right|$.

The Gray maps, which are defined in each case, have been used as tools to linked codes over rings and codes over finite fields. Gray maps from $\mathbb{Z}_{4}^{n}$ to $\mathbb{Z}_{2}^{2 n}$ were effectively used by Sloane, Calderbank, et al. in their work [14], as a tool to obtain the binary nonlinear Kerdock, Preparata, and Goethals codes as the Gray images of linear codes over $\mathbb{Z}_{4}$. Carlet, in [6], extended this map to $\mathbb{Z}_{2^{k}}$ with the homogeneous weight and used this to obtain the generalized Kerdock codes that were non-linear binary codes with large minimum distances. Several other authors, like Ling generalized the notion of Gray maps to more general rings with certain homogeneous weights defined on them in [18]. In this paper, we use the Gray map used in paper [16], which is defined for chain rings.

## 3. $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes

Throughout this paper, $\mathbb{F}_{q}$ denotes a finite field with $q$ elements, where $q=p^{m}$ is a power of a prime number $p$. The ring $\mathbb{F}_{q}+u \mathbb{F}_{q}$ consists of all polynomials of degrees 0 and 1 in an indeterminate $u$ over $\mathbb{F}_{q}$, and it is closed under polynomial addition and multiplication modulo $u^{2}$. Thus $\mathbb{F}_{q}+u \mathbb{F}_{q}=\frac{\mathbb{F}_{q}[u]}{\left\langle u^{2}\right\rangle}=\left\{\delta+\theta u: \delta, \theta \in \mathbb{F}_{q}\right\}$. It is easy to see that $\mathbb{F}_{q}+u \mathbb{F}_{q}$ is a chain ring with the maximal ideal $\mathfrak{m}=\langle u\rangle$.

Also, we have the following ring homomorphism:

$$
\tau: \mathbb{F}_{q}+u \mathbb{F}_{q} \longrightarrow \mathbb{F}_{q}, \delta+\theta u \longmapsto \delta .
$$

Hence $\mathbb{F}_{q}$ is an $\left(\mathbb{F}_{q}+u \mathbb{F}_{q}\right)$-module, where for $\delta+\theta u \in$ $\mathbb{F}_{q}+u \mathbb{F}_{q}$ and $c \in \mathbb{F}_{q}$, the scalar multiplication is defined as $(\delta+\theta u) . c=\delta c \in \mathbb{F}_{q}$. From now on, we denote $\mathbb{F}_{q}+u \mathbb{F}_{q}$ by $R$.

In this section, we introduce and study basic facts of $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes. In particular, the structure of these codes and their dual codes are given.

Definition 3.1. Let $\alpha$ and $\beta$ be two positive integers. A nonempty subset $C$ of $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$ is called an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code if $C$ is an $R$-submodule of $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$ with the following scalar multiplication, where for $r=\delta+\theta u \in R$ and $\left(a_{\alpha}, b_{\beta}\right)=$ $\left(a_{0}, a_{1}, \ldots, a_{\alpha-1}, b_{0}, b_{1}, \ldots, b_{\beta-1}\right) \in C$,

$$
r .\left(a_{\alpha}, b_{\beta}\right)=\left(\delta a_{\alpha}, r b_{\beta}\right)=
$$

$$
\left(\delta a_{0}, \delta a_{1}, \ldots, \delta a_{\alpha-1}, r b_{0}, r b_{1}, \ldots, r b_{\beta-1}\right) .
$$

By the same argument as [21, Theorem 1], the following theorem gives the generator matrix of $\mathbb{F}_{q} \mathbb{F}_{q}[u]$ additive codes.

Theorem 3.2. Let $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ be an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code. Then $C$ is permutation equivalent to an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$ additive code with the standard form matrix

$$
G=\left(\begin{array}{cc|ccc}
I_{k_{0}} & A_{1} & 0 & 0 & u B  \tag{3.1}\\
0 & A_{2} & I_{k_{1}} & D_{1} & D_{2}+u D_{3} \\
0 & 0 & 0 & u I_{k_{2}} & u D_{4}
\end{array}\right)
$$

where $I_{k_{0}}, I_{k_{1}}$ and $I_{k_{2}}$ denote the $k_{0} \times k_{0}, k_{1} \times k_{1}$ and $k_{2} \times k_{2}$ identity matrices. respectively, $A_{1}, A_{2}, B$, $D_{1}, D_{2}, D_{3}$ and $D_{4}$ are matrices over $\mathbb{F}_{q}$. Moreover, $|C|=q^{k_{0}+2 k_{1}+k_{2}}$.

An $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ with the generator matrix given in Equation 3.1 is said to be of type $\left(\alpha, \beta, k_{0}, k_{1}, k_{2}\right)$, where $k=k_{0}+k_{1}+k_{2}$ is called the rank of $C$ and denoted by $\operatorname{rank}(C)$.

The inner product for two elements $x, y \in \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ is defined as follows:

$$
x . y:=u\left(\sum_{i=0}^{\alpha-1} x_{i} y_{i}\right)+\sum_{i=\alpha}^{\alpha+\beta-1} x_{i} y_{i}
$$

For an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code $C, C^{\perp}$ is the dual of $C$ with respect to the above inner product.

Proposition 3.3. Let $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ be an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$ additive code. Then
(1) $|C|\left|C^{\perp}\right|=\left|\mathbb{F}_{q}^{\alpha} \times R^{\beta}\right|$.
(2) $\left(C^{\perp}\right)^{\perp}=C$.

Proof. (1) Define $\varphi: \mathbb{F}_{q}^{\alpha} \times R^{\beta} \longrightarrow R^{\alpha} \times R^{\beta}$ by $(x, y) \longmapsto(x u, y)$. It is easy to see that $\varphi$ is an injective $R$-module homomorphism. Hence, $\varphi(C)$ is a linear code over $R$ of length $\alpha+\beta$, where $|\varphi(C)|=|C|$. Now, let $\varphi(C)^{\perp}$ be the dual of $\varphi(C)$ with respect to the standard inner product over $R$. Then, $\varphi(C)^{\perp}=\{(a+b u, c+d u)$ : $\left.(a, c+d u) \in C^{\perp}\right\}$. Since $b \in \mathbb{F}_{q}^{\alpha}$, so $\left|\varphi(C)^{\perp}\right|=$ $\left|C^{\perp}\right|\left|\mathbb{F}_{q}\right|^{\alpha}=\left|C^{\perp}\right| q^{\alpha}$. Since $R$ is a Frobenius ring, by Lemma 2.4, we have $\left|\varphi(C)^{\perp}\right||\varphi(C)|=|R|^{\alpha+\beta}=$ $q^{2 \alpha+2 \beta}$. Thus, $\left|C^{\perp}\right| q^{\alpha}=\frac{q^{2 \alpha+2 \beta}}{|\varphi(C)|}=\frac{q^{2 \alpha+2 \beta}}{|C|}$. This shows that $\left|C^{\perp}\right||C|=\frac{q^{2 \alpha+2 \beta}}{q^{\alpha}}=q^{\alpha+2 \beta}=\left|\mathbb{F}_{q}^{\alpha} \times R^{\beta}\right|$.
(2) Clearly $C \subseteq\left(C^{\perp}\right)^{\perp}$. Now, by part (1), $|C|=$ $\frac{\left|\mathbb{F}_{q}^{\alpha} \times R^{\beta}\right|}{\left|C^{\perp}\right|}$ and $\left|C^{\perp}\right|=\frac{\left|\mathbb{F}_{q}^{\alpha} \times R^{\beta}\right|}{\left|\left(C^{\perp}\right)^{\perp}\right|}$. Thus $|C|=\left|\left(C^{\perp}\right)^{\perp}\right|$, which completes the proof.

The following theorem gives the generator matrix of $C^{\perp}$.

Theorem 3.4. Let $C$ be an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code of type $\left(\alpha, \beta, k_{0}, k_{1}, k_{2}\right)$ with the standard form matrix defined in Equation 3.1. Then the generator matrix for $C^{\perp}$ is given by

$$
H=\left(\begin{array}{cc|c}
-A_{1}^{t} & I_{\alpha-k_{0}} & -u A_{2}^{t} \\
-B^{t} & 0 & -\left(D_{2}+u D_{3}\right)^{t}+D_{4}^{t} D_{1}^{t} \\
0 & 0 & -u D_{1}^{t} \\
& 0 & 0 \\
& -D_{4}^{t} & I_{\beta-k_{1}-k_{2}} \\
u I_{k_{2}} & 0
\end{array}\right) .
$$

Proof. Let $\widetilde{C}$ be the $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code, which is generated by $H$. If $G$ be the generator matrix of $C$, it is easy to see that $H G^{t}=0$. Hence, $\widetilde{C} \subseteq C^{\perp}$. From the generator matrices of $C$ and $\widetilde{C}$, we have that $|C|=q^{k_{0}+2 k_{1}+k_{2}}$ and $|\widetilde{C}|=q^{\alpha-k_{0}+2\left(\beta-k_{1}-k_{2}\right)+k_{2}}=$ $q^{\alpha+2 \beta-k_{0}-2 k_{1}-k_{2}}$. By the proposition 3.3, $\left|C^{\perp}\right|=$ $\frac{\left|\mathbb{F}_{q}^{\alpha} \times R^{\beta}\right|}{|C|}=\frac{q^{\alpha+2 \beta}}{q^{k_{0}+2 k_{1}+k_{2}}}=|\widetilde{C}|$. Hence, $\widetilde{C}=C^{\perp}$ and the proof is completed.

## 4. Weight functions over $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes

In this section, we introduce two weight functions, homogenous weight and Lee weight, over $\mathbb{F}_{q} \mathbb{F}_{q}[u]$ additive codes. First, note that $R$ is a chain ring with the maximal ideal $\mathfrak{m}=\langle u\rangle$, nilpotency index 2 , and residue field $R / \mathfrak{m}=\mathbb{F}_{q}$. A homogenous weight over $R$ is defined as follows:

$$
\omega_{\text {hom }}(t)= \begin{cases}q-1, & t \in R \backslash \mathfrak{m} \\ q, & t \in \mathfrak{m} \backslash\{0\} \\ 0, & t=0\end{cases}
$$

Now, the weight function $\omega$ over $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$ is defined as $\omega(x, y)=\omega_{H}(x)+\omega_{\text {hom }}(y)$, where $(x, y) \in$ $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$ and $\omega_{H}$ denotes the Hamming weight. Also, the distance between any two codewords is the weight of their difference; for $(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{F}_{q}^{\alpha} \times R^{\beta}$, $d_{\omega}\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)=\omega\left(x-x^{\prime}, y-y^{\prime}\right)$. In partiqular, for an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$, the nonzero minimum distance between the codewords in $C$ is denoted by $d_{\text {hom }}(C)$. By [16, Proposition 3.1], there exists a Gray map from $\left(R^{\beta}, d_{h o m}\right)$ to $\left(\mathbb{F}_{q}^{q \beta}, d_{H}\right)$, where $d_{H}$ denotes the Hamming distance on $\mathbb{F}_{q}^{q \beta}$. Let $\varphi_{\text {hom }}$ :
$R^{\beta} \longrightarrow \mathbb{F}_{q}^{q \beta}$ be the defined Gray map in [16]. Then the $\operatorname{map}\left(i d, \varphi_{\text {hom }}\right): \mathbb{F}_{q}^{\alpha} \times R^{\alpha} \longrightarrow \mathbb{F}_{q}^{\alpha+q \beta}$ is an isometry which transforms the homogenous distance in $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$ to the Hamming distance in $\mathbb{F}_{q}^{\alpha+q \beta}$. In this paper, we denote ( $i d, \varphi_{\text {hom }}$ ) by $\Phi_{\text {hom }}$.

Example 4.1. Let $C$ be an $\mathbb{F}_{5} \mathbb{F}_{5}[u]$-additive code of type $(6,31,1,1,0)$ with the following standard form matrix

$$
G=\left(\begin{array}{cccccc|cccccc}
1 & 0 & 2 & 3 & 4 & 1 & 0 & \mathbf{0} & u & \mathbf{B} & \mathbf{B} & \mathbf{B} \\
0 & 1 & 4 & 3 & 2 & 4 & 1 & \mathbf{D} & 0 & \mathbf{1} & \mathbf{2} & \mathbf{3} \\
& & & \mathbf{B} & \mathbf{B} & \mathbf{B} \\
& & & \mathbf{4} & \mathbf{u} & \mathbf{1}+\mathbf{u}
\end{array}\right),
$$

where $\mathbf{B}=\left(\begin{array}{ll}u & 2 u 3 u 4 u\end{array}\right)$ and $\mathbf{D}=\left(\begin{array}{ll}234 u 1+u\end{array}\right)$. By Theorem 3.2, $|C|=5^{k_{0}+2 k_{1}+k_{2}}=5^{3}$. Also, we can see that $\Phi_{\text {hom }}(C)$ is a $[161,3,125]$ linear code over $\mathbb{F}_{5}$ with respect to Hamming weight.

Now, we introduce another weight function over these codes. In [21], the Lee weight over $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes, in the case that $q$ is a prime number, is defined. We give this weight function on $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes in general.

The Gray map defined on $R$ can be expressed as follows:

$$
\phi^{\prime}: R \longrightarrow \mathbb{F}_{q}^{2}, \phi^{\prime}(a+b u)=(b, a+b)
$$

The Lee weight is $\omega_{L}(a+b u)=\omega_{H}(b, a+b)$. The $\operatorname{map} \phi^{\prime}$ and the Lee weight $\omega_{L}$ generalize over $R^{\beta}$ naturally; for all $c:=\left(a_{1}+b_{1} u, \cdots, a_{\beta}+b_{\beta} u\right) \in R^{\beta}$, we have $\phi^{\prime}(c)=\left(b_{1}, \cdots, b_{\beta}, a_{1}+b_{1}, \cdots, a_{\beta}+b_{\beta}\right)$ and $\omega_{L}(c)=\omega_{H}(\phi(c))$.

A weight function $\omega^{\prime}$ over $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$ is defined as $\omega^{\prime}(x, y)=\omega_{H}(x)+\omega_{L}(y)$, where $(x, y) \in \mathbb{F}_{q}^{\alpha} \times R^{\beta}$. Also, the distance between any two codewords is defined by the argument as homogenous weight. Now, the following map is an isometry which transforms the Lee distance in $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$ to the Hamming distance in $\mathbb{F}_{q}^{\alpha+2 \beta}$.

$$
\Phi_{\text {Lee }}: \mathbb{F}_{q}^{\alpha} \times R^{\beta} \longrightarrow \mathbb{F}_{q}^{\alpha+2 \beta},(x, y) \longmapsto\left(x, \phi^{\prime}(y)\right)
$$

From now on, we call this weight function, Lee weight [21]. In addition, If $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ is an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$ additive code, we denote the non-zero minimum distance between the codewords in $C$ by $d_{L}(C)$.
Example 4.2. Let $C$ be an $\mathbb{F}_{3} \mathbb{F}_{3}[u]$-additive code of type $(4,2,1,1,0)$ with the following standard form matrix

$$
G=\left(\begin{array}{llll|ll}
1 & 0 & 1 & 1 & 0 & u \\
0 & 1 & 1 & 2 & 1 & 0
\end{array}\right)
$$

By Theorem 3.2, $|C|=3^{k_{0}+2 k_{1}+k_{2}}=3^{3}$. Also, one can see that $\Phi_{\text {Lee }}(C)$ is a $[8,3,2]$ linear code over $\mathbb{F}_{3}$ with respect to Hamming weight.

Lemma 4.3. [24, Theorem 1] Let $C$ be a q-ary code of parameters $\left(n, M, d_{H}\right)$, where $M$ is the size of $C$. Then, the Singleton bound is as follows:

$$
d_{H}(C) \leq n-\log _{q}|M|+1
$$

The following theorem gives some bounds on $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes with respect to homogenous and Lee weights.

Theorem 4.4. Let $C$ be an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code of type $\left(\alpha, \beta, k_{0}, k_{1}, k_{2}\right)$. Then
(1) $\frac{d_{\text {hom }}(C)-1}{q} \leq \frac{\alpha}{q}+\beta-\frac{k_{0}+2 k_{1}+k_{2}}{q}$;
(2) $\left\lfloor\frac{d_{\text {hom }}(C)-1}{q}\right\rfloor \leq \alpha+\beta-\left(k_{0}+k_{1}+k_{2}\right)$;
(3) $\frac{d_{L}(C)-1}{2} \leq \frac{\alpha}{2}+\beta-\frac{k_{0}+2 k_{1}+k_{2}}{2}$;
(4) $\left\lfloor\frac{d_{L}{ }^{2}(C)-1}{2}\right\rfloor \leq \alpha+\beta-\left(k_{0}+k_{1}+k_{2}\right)$,
where $\lfloor x\rfloor$ refers to the greatest integer less than or equal to $x$.
Proof. (1) Consider the Gray map $\Phi_{\text {hom }}: \mathbb{F}_{q}^{\alpha} \times R^{\beta} \longrightarrow$ $\mathbb{F}_{q}^{\alpha+q \beta}$. Since $\Phi_{\text {hom }}(C) \subseteq \mathbb{F}_{q}^{\alpha+q \beta}$, thus $\Phi_{\text {hom }}(C)$ is a code over $\mathbb{F}_{q}$ of length $\alpha+q \beta$. Now by the Singleton bound, we have $d_{H}\left(\Phi_{\text {hom }}(C)\right) \leq \alpha+q \beta-$ $\log _{q}\left|\Phi_{\text {hom }}(C)\right|+1$. But $d_{H}\left(\Phi_{\text {hom }}(C)\right)=d_{\text {hom }}(C)$ and $\left|\Phi_{\text {hom }}(C)\right|=|C|=q^{k_{0}+2 k_{1}+k_{2}}$. This completes the proof.
(2) Define the map $\rho: \mathbb{F}_{q} \longrightarrow R$ by $a \longmapsto a u$. It is easy to see that $\rho$ is well defined and injective. Now for $b+c u \in R, \rho((b+c u) \cdot a)=\rho(b a)=$ $b a u=(b+c u) \cdot a u=(b+c u) \cdot \rho(a)$. Hence $\rho$ is an $R$-module homomorphism. Also, denote the natural generalization of $\rho$ on $\mathbb{F}_{q}^{\alpha}$ by $\rho$. Thus the map $(\rho, i d): \mathbb{F}_{q}^{\alpha} \times R^{\beta} \longrightarrow R^{\alpha+\beta}$ is an injective $R$-module homomorphism. Now $\omega_{H}(a)=1 \leq q=\omega_{\text {hom }}(a u)$ for all $a \in \mathbb{F}_{q}$. Therefore $(\rho, i d)(C)$ is a linear code with $d_{\text {hom }}(C) \leq d_{\text {hom }}((\rho, i d)(C))$. If $A$ is the maximum weight of elements in $R$, then by [22, Theorem 3.7], $\left\lfloor\frac{d_{\text {hom }}(C)-1}{A}\right\rfloor \leq\left\lfloor\frac{d_{\text {hom }}((\rho, i d)(C))-1}{A}\right\rfloor \leq \alpha+\beta-$ $\operatorname{rank}((\rho, i d)(C))=\alpha+\beta-\operatorname{rank}(C)=\alpha+\beta-\left(k_{0}+\right.$ $\left.k_{1}+k_{2}\right)$. But $A=q$ which completes the proof.
(3) Consider the Gray map $\Phi_{\text {Lee }}: \mathbb{F}_{q}^{\alpha} \times R^{\alpha} \longrightarrow$ $\mathbb{F}_{q}^{\alpha+2 \beta}$ instead of the Gray map $\Phi_{\text {hom }}$ in part (1). By the same argument as part (1), the result is followed.
(4) Consider the map $(\rho, i d): \mathbb{F}_{q}^{\alpha} \times R^{\beta} \longrightarrow R^{\alpha+\beta}$ in part (2). Then $\omega_{H}(a)=1 \leq 2=\omega_{H}(a, a)=\omega_{L}(a u)$
for all $a \in \mathbb{F}_{q}$. Also, the maximum Lee weight of elements in $R$ is equal to $A=2$. Now, by the same argument as part (2), the result is obtained.

## 5. One-weight $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes

An $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code is said to have one-Lee (or homogenous) weight if every non-zero codeword has the same Lee (or homogenous) weight. In this section, we study the properties of one-Lee weight and onehomogenous weight $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes. We give the exact structure of some large classes of one-weight codes. In particular, we introduce two classes of oneweight codes that their Gray images are $\left[q^{2}+q, 2, q^{2}\right]$ and $[2(q+1), 2,2 q]$ one-weight optimal codes over $\mathbb{F}_{q}$.

## One-homogenous weight codes

Now, we study one-homogenous weight $\mathbb{F}_{q} \mathbb{F}_{q}[u]$ additive codes.
Lemma 5.1. Let $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ be an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code. Then

$$
\sum_{c \in C} \omega(c)=\frac{|C|(q-1)}{q}(\alpha+q \beta) .
$$

Proof. We write the codewords of $C$ as rows of a matrix $G$. Consider the column $j$ of $G$, where $\alpha+1 \leq j \leq$ $\alpha+\beta$. Let $J$ be the ideal of $R$ generated by all elements of the column $j$. Since $R$ is a chain ring and $\mathfrak{m}$ is the maximal ideal of $R$, so $J=\mathfrak{m}$ or $J=R$. Now, we consider the following two cases:

Case $1(J=\mathfrak{m}=\langle u\rangle)$. Since $C$ is an $R$-submodule, any element of $J$ is an element of the column $j$. Now we show that any two elements of $J$ have the same repetition number in the column $j$. Let $a u$ and $b u$ be two elements of $J$ with the repetition numbers $n_{a}$ and $n_{b}$, respectively. Then $a u=a b^{-1}(b u)$ and hence $n_{a} \geq n_{b}$. By the same argument, $n_{b} \geq n_{a}$. So $n_{a}=n_{b}$. Therefore, the sum of the weights of all elements of the column $j$ is equal to

$$
\begin{gathered}
\frac{|C|}{|J|}\left(\sum_{s \in J} \omega_{\text {hom }}(s)\right)=\frac{|C|}{|J|}(q|J \backslash\{0\}|)= \\
\frac{|C|}{q}(q(q-1))=|C|(q-1) .
\end{gathered}
$$

Case $2(J=R)$. In this case, there exists an invertible element $c_{j}$ in the column $j$. If $c_{j}^{\prime}$ is an element of $J$, then $c_{j}^{\prime}=\left(c_{j}^{\prime} c_{j}^{-1}\right) c_{j}$. Thus any element of $J=R$ is an element of the column $j$. Now, let $c_{1}=a_{1}+b_{1} u$ and $c_{2}=a_{2}+b_{2} u$ be two elements of $J$. We show that $c_{1}$ and $c_{2}$ have the same repetition number in the
column $j$. If $a_{1}$ and $a_{2}$ are non-zero elements, then $c_{1}$ and $c_{2}$ are invertible. Hence $c_{1}=\left(c_{1} c_{2}^{-1}\right) c_{2}$ and $c_{2}=\left(c_{2} c_{1}^{-1}\right) c_{1}$. This shows that $c_{1}$ and $c_{2}$ have the same repetition number. If $a_{1}=a_{2}=0$, then by the same argument as case $1, n_{c_{1}}=n_{c_{2}}$. Now, let $a_{1}$ be a non-zero element and $a_{2}=0$. Then $c_{1}$ is invertible. We have that $c_{2}=\left(c_{2} c_{1}^{-1}\right) c_{1}$ which proves $n_{c_{2}} \geq n_{c_{1}}$. Also, $c_{1}=\left(a_{1} c_{j}^{-1}\right) c_{j}+\left(b_{1} b_{2}^{-1}\right) c_{2}$ which shows that $n_{c_{1}} \geq n_{c_{2}}$. Thus, the elements of $J$ have the same repetition number $\frac{|C|}{|J|}=\frac{|C|}{q^{2}}$.

Therefore, the sum of the weights of all elements of the column $j$ is equal to

$$
\begin{gathered}
\frac{|C|}{q^{2}}\left(\sum_{s \in R \backslash \mathfrak{m}} \omega_{h o m}(s)+\sum_{s \in \mathfrak{m} \backslash\{0\}} \omega_{h o m}(s)\right)= \\
\frac{|C|}{q^{2}}\left(\left(q^{2}-q\right)(q-1)+(q-1) q\right)=|C|(q-1) .
\end{gathered}
$$

If $1 \leq j \leq \alpha$, then the ideal $J$ of $R$ generated by all elements of the column $j$ is equal to $\mathbb{F}_{q}$. Since all elements of $\mathbb{F}_{q}$ are invertible, they have the same repetition number. Hence, the sum of the weights of all elements of the column $j$ is equal to

$$
\frac{|C|}{\left|\mathbb{F}_{q}\right|}\left(\sum_{s \in \mathbb{F}_{q}} \omega_{H}(s)\right)=\frac{|C|}{q}(q-1) .
$$

Therefore,

$$
\sum_{c \in C} \omega(c)=\frac{|C|(q-1)}{q}(\alpha+q \beta) .
$$

Theorem 5.2. Let $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ be a one-homogenous weight $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code with weight $m$. Then there exists a unique positive integer $\lambda$ such that $m=\lambda \frac{|C|}{q}$ and $\alpha+q \beta=\lambda\left(\frac{|C|-1}{q-1}\right)$.
Proof. By the lemma 5.1, we have

$$
\sum_{c \in C} \omega(c)=\frac{|C|(q-1)}{q}(\alpha+q \beta) .
$$

On the other hand, the sum of the weights of all codewords is $(|C|-1) m$. Hence, $\frac{|C|(q-1)}{q}(\alpha+q \beta)=(|C|-$ 1) $m$. Since $|C|=q^{k_{0}+2 k_{1}+k_{2}}, \operatorname{gcd}\left(\frac{|C|}{q},(|C|-1)\right)=1$. Therefore, there exists a positive integer $\lambda$ such that $m=\lambda \frac{|C|}{q}$, and hence $(q-1)(\alpha+q \beta)=\lambda(|C|-1)$.

The following theorem, determines a class of onehomogenous weight codes.

Theorem 5.3. Let $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ be a one-homogenous weight $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code with weight $m$. If $m$ is odd, and $q=2^{s}$ for some positive integer $s$, then $C=\{(\underbrace{\theta, \ldots, \theta}_{\alpha}, \underbrace{\theta u, \ldots, \theta u}_{\beta}): \theta \in \mathbb{F}_{q}\}$.
Proof. Clearly, $C=\left\{(\theta, \ldots, \theta, \theta u, \ldots, \theta u): \quad \theta \in \mathbb{F}_{q}\right\}$ is a one-homogenous weight code of weight $\alpha+q \beta$. Now, we show that any one-homogenous weight code has this form. By the Theorem 5.2, $m=\lambda \frac{|C|}{q}$. Since $m$ is odd and $q=2^{s}, \lambda$ should be an odd integer and $\frac{|C|}{q}=1$. Hence, $m=\lambda=\alpha+q \beta$. Let $(a, b)=$ $\left(a_{1}, \ldots, a_{\alpha}, b_{1}, \ldots, b_{\beta}\right)$ be a codeword in $C$. If $a_{i}=0$ for some $i$, or $b_{j} \notin \mathfrak{m}$, then $\omega(a, b)<\alpha+q \beta$; a contradiction. Hence, $a_{i}$ is a non-zero element of $\mathbb{F}_{q}$ for all $1 \leq i \leq \alpha$, and $b_{j}=\theta_{j} u$ where $\theta_{j}$ is a non-zero element of $\mathbb{F}_{q}$ for $1 \leq j \leq \beta$. Clearly, $(\delta a, \delta b) \in C$ for any $\delta \in \mathbb{F}_{q}$. Thus, if $a_{i} \neq \theta_{j}$ for some $i \neq j,|C|>q$; is a contradiction. Hence, $C=\{(\underbrace{\theta, \ldots, \theta}_{\alpha}, \underbrace{\theta u, \ldots, \theta u}_{\beta}): \theta \in$ $\left.\mathbb{F}_{q}\right\}$.

Now, we introduce a class of optimal onehomogenous weight codes. The following lemma gives the well-known Griesmer bound for linear codes.

Lemma 5.4. [15, Theorem 2.7.4] Let C be a q-ary code of parameters $\left[n, k, d_{H}\right]$, where $k \geq 1$. Then the Griesmer bound is as follows:

$$
n \geq \sum_{i=0}^{k-1}\left\lceil\frac{d_{H}}{q^{i}}\right\rceil
$$

Definition 5.5. If a linear code $C$ over a finite field $\mathbb{F}_{q}$ meets the Griesmer bound, then $C$ is called optimal.

Suppose that $\mathbb{F}_{q}=\left\{0, f_{1}=1, f_{2}, \ldots, f_{q-1}\right\}$. The following theorem gives a class of optimal codes.

Theorem 5.6. Let $C$ be an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code of type ( $q, q, 1,0,1$ ) with the following standard form matrix:

$$
G=\left(\begin{array}{c|cc}
\mathbf{a} & 0 & \mathbf{b} \\
\mathbf{0} & u & \mathbf{d}
\end{array}\right),
$$

where $\mathbf{a}=(\underbrace{1,1, \cdots, 1}_{q \text { times }}), \mathbf{b}=(\underbrace{u, u, \cdots, u}_{(q-1) \text { times }})$ and $\mathbf{d}=$ $\left(f_{1} u, f_{2} u, \cdots, f_{(q-1)} u\right)$. Then $C$ is a one-homogenous weight code with weight $m=q^{2}$. Also, $\Phi_{\text {hom }}(C)$ is an optimal one-Hamming weight code with parameters $\left[q^{2}+q, 2, q^{2}\right]$.

Proof. Let $c$ be a codeword in $C$. Then by the definition of $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes and the structure of $G$, $c=\left(\begin{array}{lll}\delta \mathbf{a} & 0 & \delta \mathbf{b}\end{array}\right)+\left(\begin{array}{lll}\mathbf{0} & \delta^{\prime} u & \delta^{\prime} \mathbf{d}\end{array}\right)=\left(\begin{array}{lll}\left(\begin{array}{l}\mathbf{a}\end{array} \delta^{\prime} u \quad \delta \mathbf{b}+\delta^{\prime} \mathbf{d}\right.\end{array}\right)$ for some $\delta, \delta^{\prime} \in \mathbb{F}_{q}$. But the weight of $c$ is equal to

$$
\begin{gathered}
\omega(c)=\omega_{h}(\delta \mathbf{a})+\omega_{\text {hom }}\left(\delta^{\prime} u\right)+\omega_{\text {hom }}\left(\delta \mathbf{b}+\delta^{\prime} \mathbf{d}\right)= \\
q+q+\omega_{\text {hom }}\left(\delta \mathbf{b}+\delta^{\prime} \mathbf{d}\right) .
\end{gathered}
$$

Since $\mathbb{F}_{q}$ is a field, there exists only one element $\theta \in \mathbb{F}_{q}$ such that $\delta+\theta=0$. But $\mathbb{F}_{q}\left(\delta^{\prime}\right)=\mathbb{F}_{q}$. Hence, there exists only one integer $1 \leq i \leq q-1$ such that $\delta+f_{i} \delta^{\prime}=0$. This shows that $\omega_{\text {hom }}\left(\delta \mathbf{b}+\delta^{\prime} \mathbf{d}\right)=(q-2) q$. Therefore, $\omega(c)=q^{2}$. It is easy to see that $\Phi_{h o m}(C)$ is a oneHamming weight code with parameters $\left[q^{2}+q, 2, q^{2}\right]$. Now, $q^{2}+q=\left\lceil\frac{q^{2}}{1}\right\rceil+\left\lceil\frac{q^{2}}{q}\right\rceil$.
Example 5.7. Let $C$ be an $\mathbb{F}_{5} \mathbb{F}_{5}[u]$-additive code of type ( $5,5,1,0,1$ ) with the following standard form matrix:

$$
G=\left(\begin{array}{ccccc|ccccc}
1 & 1 & 1 & 1 & 1 & 0 & u & u & u & u \\
0 & 0 & 0 & 0 & 0 & u & u & 2 u & 3 u & 4 u
\end{array}\right)
$$

Then $C$ is a one-homogenous weight code with weight $m=25$. Also, $|C|=5^{k_{0}+2 k_{1}+k_{2}}=5^{2}$, and hence $\lambda=5$. Moreover, $\Phi_{\text {hom }}(C)$ is a one-Hamming weight $[30,2,25]$ code over $\mathbb{F}_{5}$ which is an optimal code.

## One-Lee weight codes

Now, we study one-Lee weight $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes.

Lemma 5.8. Let $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ be an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code. Then

$$
\sum_{c \in C} \omega^{\prime}(c)=\frac{|C|(q-1)}{q}(\alpha+2 \beta) .
$$

Proof. By the same argument as Lemma 5.1, write the codewords of $C$ as rows of a matrix $G$. Consider the column $j$ of $G$, where $\alpha+1 \leq j \leq \alpha+\beta$. Let $J$ be the ideal of $R$ generated by all elements of the column $j$. Then $J=\mathfrak{m}$ or $J=R$. Hence, we have the following two cases: Case $1(J=\mathfrak{m}=\langle u\rangle)$. Clearly, any element of the column $j$ is of the form $b u$ for some $b \in \mathbb{F}_{q} \backslash\{0\}$. By case 1 of Lemma 5.1, any element of $J$ is an element of the column $j$. Also, any two elements of $J$ have the same repetition number in the column $j$. Hence, the sum of the weights of all elements of the column $j$ is equal to

$$
\begin{gathered}
\frac{|C|}{|J|}\left(\sum_{s \in J} \omega_{L}(s)\right)=\frac{|C|}{|J|}(2|J \backslash\{0\}|)= \\
\frac{|C|}{q}(2(q-1))=\frac{2|C|}{q}(q-1) .
\end{gathered}
$$

Case $2(J=R)$. By case 2 of Lemma 5.1, any element of $J=R$ is an element of the column $j$ and all elements have the same repetition number. Now, let $a+b u$ be an element of the column $j$. Then, we have the following cases:
(1) $a=0, b \neq 0$;
(2) $a \neq 0, b=0$;
(3) $a, b \neq 0$ and $a=-b$;
(4) $a, b \neq 0$ and $a \neq-b$.

Hence, the sum of the weights of all elements of the column $j$ is equal to

$$
\begin{gathered}
\frac{|C|}{q^{2}}(2(q-1)+q-1+q-1+2(q-1)(q-2))= \\
\frac{|C|(q-1)}{q^{2}}(4+2(q-2))=\frac{2|C|}{q}(q-1)
\end{gathered}
$$

If $1 \leq j \leq \alpha$, then by the same argument as Lemma 5.1, the sum of the weights of all elements of the column $j$ is equal to

$$
\frac{|C|}{\left|\mathbb{F}_{q}\right|}\left(\sum_{s \in \mathbb{F}_{q}} \omega_{H}(s)\right)=\frac{|C|}{q}(q-1)
$$

Therefore,

$$
\sum_{c \in C} \omega^{\prime}(c)=\frac{|C|(q-1)}{q}(\alpha+2 \beta)
$$

Theorem 5.9. Let $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ be a one-Lee weight $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code with weight $m$. Then, there exists a unique positive integer $\lambda$ such that $m=\lambda \frac{|C|}{q}$ and $\alpha+2 \beta=\lambda\left(\frac{|C|-1}{q-1}\right)$.

Proof. It is proved by the same argument as Theorem 5.2.

Now, we determine the structure of one-Lee weight codes in the case that $m$ is odd.

Theorem 5.10. Let $C$ be a one-Lee weight $\mathbb{F}_{q} \mathbb{F}_{q}[u]$ additive code of type $\left(\alpha, \beta, k_{0}, k_{1}, k_{2}\right)$ with weight $m$, where $m$ is odd. Then, $k_{1}=0$ and according to Theorem 3.2, the generator matrix of $C$ is given by the following

$$
G=\left(\begin{array}{cc|ccc}
I_{k_{0}} & A_{1} & 0 & 0 & u B \\
0 & 0 & 0 & u I_{k_{2}} & u D_{4}
\end{array}\right)
$$

Proof. Let $k_{1} \neq 0$ and $c$ be a vector in (0 $\left.\quad A_{2} \quad I_{k_{1}} \quad D_{1} \quad D_{2}+u D_{3}\right)$. since $C$ is an $R$-submodule of $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$, by the Definition 3.1 we have:

$$
\begin{gathered}
u . c \in u\left(\begin{array}{lllll}
0 & A_{2} & I_{k_{1}} & D_{1} & D_{2}+u D_{3}
\end{array}\right)= \\
\left(\begin{array}{lllll}
0 & 0 & u I_{k_{1}} & u D_{1} & u D_{2}
\end{array}\right) .
\end{gathered}
$$

Thus, $C$ contains a non-zero vector of even weight and it is a contradiction.

The following theorem gives the exact structure of one weight codes with odd distances if $q$ is an even integer.
Theorem 5.11. Let $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ be a one-Lee weight $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code with weight $m$. If $m$ is odd, and $q=2^{s}$ for some positive integer $s$, then $C=$ $\{(\underbrace{\theta, \ldots, \theta}_{\alpha}, \underbrace{\theta u, \ldots, \theta u}_{\beta}): \theta \in \mathbb{F}_{q}\}$.

Proof. Clearly, $C=\left\{(\theta, \ldots, \theta, \theta u, \ldots, \theta u): \theta \in \mathbb{F}_{q}\right\}$ is a one-Lee weight code of weight $\alpha+2 \beta$. Now, we show that any one-Lee weight code has this form. By the above theorem, $m=\lambda \frac{|C|}{q}$. Since $m$ is odd and $q=2^{s}, \lambda$ should be an odd integer and $\frac{|C|}{q}=1$. Hence, $m=\lambda=\alpha+2 \beta$. Now, let $(\theta, \delta+\theta u)=$ $\left(\varepsilon_{1}, \ldots, \varepsilon_{\alpha}, \delta_{1}+\theta_{1} u, \ldots, \delta_{\beta}+\theta_{\beta} u\right)$ be a codeword in $C$. Since $m=\alpha+2 \beta, \varepsilon_{i} \neq 0$ for all $i$ and we have the following two cases:
(1) $\delta_{i}=0, \theta_{i} \neq 0$;
(2) $\delta_{i}, \theta_{i} \neq 0$ and $\delta_{i} \neq-\theta_{i}$.

But $|C|=q$. Hence, $\delta_{i}=0$ for all $i$, and $\varepsilon_{i}=\theta_{j}$ for all $1 \leq i \leq \alpha$ and $1 \leq j \leq \beta$. This completes the proof.

Now, the following theorem gives a class of one-Lee weight optimal codes.

Theorem 5.12. Let $C$ be an $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code of type $(2, q, 1,0,1)$ with the following standard form matrix

$$
G=\left(\begin{array}{c|cc}
\mathbf{a} & 0 & \mathbf{b} \\
\mathbf{0} & u & \mathbf{d}
\end{array}\right)
$$

where $\mathbf{a}=(1,1), \mathbf{b}=(\underbrace{u, u, \cdots, u}_{(q-1) \text { times }})$ and $\mathbf{d}=$ $\left(f_{1} u, f_{2} u, \cdots, f_{(q-1)} u\right)$. Then $C$ is a one-Lee weight code with weight $m=2 q$. Also, $\Phi_{\text {Lee }}(C)$ is an optimal one-Hamming weight code with parameters $[2(q+$ 1), $2,2 q]$.

Proof. It is proved by the same argument as Theorem 5.6.

Example 5.13. Let $C$ be an $\mathbb{F}_{3} \mathbb{F}_{3}[u]$-additive code of type $(2,3,1,0,1)$ with the following standard form matrix

$$
G=\left(\begin{array}{cc|ccc}
1 & 1 & 0 & u & u \\
0 & 0 & u & 2 u & u
\end{array}\right)
$$

Then $C$ is a one-Lee weight code with weight $m=6$. Also, $|C|=3^{k_{0}+2 k_{1}+k_{2}}=3^{2}$, and hence $\lambda=2$. Moreover, $\Phi_{\text {Lee }}(C)$ is a one-Hamming weight $[8,2,6]$ linear code over $\mathbb{F}_{3}$ which is an optimal code.

## 6. Constacyclic $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes

Recently, Qian et al.[21] have studied the cyclic codes over $\mathbb{Z}_{p} \mathbb{Z}_{p}[u]$-additive codes. In this section, we introduce constacyclic $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes and obtain the structure of these codes.

## Constacyclic codes over $R$

To obtain the structure of constacyclic additive codes over $\mathbb{F}_{q} \times R$, we need the structure of linear constacyclic codes over $\mathbb{F}_{q}$ and $R$. There are many researches about linear constacyclic codes over $\mathbb{F}_{q}$ and the structure of these codes for arbitrary length has been given; see [8, 23]. In this section, we remind some results about linear constacyclic codes over $R$.

Since $R$ is a chain ring, all elements of $R \backslash \mathfrak{m}$ are unit. Hence, $R$ has precisely $q(q-1)$ units, which are of the form $\delta+\theta u$, where $\delta \in \mathbb{F}_{q} \backslash\{0\}$ and $\theta \in \mathbb{F}_{q}$. Let $\lambda=\delta+\theta u$ be a unit of $R$. Consider the following correspondence:

$$
\begin{aligned}
p_{\lambda}: R^{n} & \longrightarrow R[x] /\left\langle x^{n}-\lambda\right\rangle, \\
\left(a_{0}, a_{1}, \ldots, a_{n-1}\right) & \longmapsto a_{0}+a_{1} x+\ldots+ \\
a_{n-1} x^{n-1}+\left\langle x^{n}-\lambda\right\rangle . &
\end{aligned}
$$

Clearly $p_{\lambda}$ is an $R$-module isomorphism. Also, it is easy to see that $C$ is a $\lambda$-constacyclic code if and only if $p_{\lambda}(C)$ is an ideal of $R[x] /\left\langle x^{n}-\lambda\right\rangle$. We will identify $(R)^{n}$ with $R[x] /\left\langle x^{n}-\lambda\right\rangle$ under $p_{\lambda}$ and for simplicity, we write the polynomial $a_{0}+a_{1} x+\ldots+a_{n-1} x^{n-1}$ instead of the residue class $a_{0}+a_{1} x+\ldots+a_{n-1} x^{n-1}+\left\langle x^{n}-\lambda\right\rangle$. By this correspondence, to obtain the structure of $\lambda$ constacyclic codes over $R$, we determine the ideals of $R[x] /\left\langle x^{n}-\lambda\right\rangle$.

In this paper, we denote the residue ring $R[x] /\left\langle x^{n}-\right.$ $\lambda\rangle$ by $R_{n, \lambda}$. Also, for the non-zero elements $\delta, \theta \in \mathbb{F}_{q}$, the residue rings $\mathbb{F}_{q}[x] /\left\langle x^{n}-\delta\right\rangle$ and $\left(\mathbb{F}_{q}\right)^{2}[x] /\left\langle x^{n}-\right.$
$(\delta, \theta)\rangle$ are denoted by $\left(\mathbb{F}_{q}\right)_{n, \delta}$ and $\left(\mathbb{F}_{q}\right)_{n,(\delta, \theta)}^{2}$ respectively.

The following theorem determines a class of constacyclic codes over $R$.

Theorem 6.1. [13, Theorem 4.13] Let $C$ be a $\lambda$ constacyclic code over $R$ of length $n$ such that $\operatorname{gcd}(n, p)=1$. Then $C=\left\langle g_{0}(x), u g_{1}(x)\right\rangle \subseteq R_{n, \lambda}$, where $g_{1}(x)\left|g_{0}(x)\right|\left(x^{n}-\lambda\right)$.

There are many studies about linear constacyclic codes over $R$ of length $n$ which is not coprime to $p$; see $[7,9,10,11]$. We recalled the structure of these codes of length $p^{s}$ from [9].

Theorem 6.2. [9, Theorem 4.4] Let C be a $(\delta+\theta u)$ constacyclic code over $R$ of length $p^{s}$ such that $\delta, \theta \in$ $\mathbb{F}_{q} \backslash\{0\}$ and $s=a m+r$ for non-negative integers $a, r$ with $0 \leq r \leq m-1$. Then $C=\left\langle\left(\delta_{0} x-1\right)^{i}\right\rangle \subseteq R_{p^{s}, \delta+\theta u}$ for some $i \in\left\{0,1, \cdots, 2 p^{s}\right\}$, where $\delta_{0}=\delta^{-p^{m-r}}$.

The above theorem gives the structure of $(\delta+\theta u)$ constacyclic codes of length $p^{s}$ in the case that $\delta$ and $\theta$ are non-zero elements in $\mathbb{F}_{q}$. In the following theorems, we have the structure of these codes in the case that $\theta=0$. First let $(\delta+\theta u)=1$. Hence, we have cyclic codes.

Theorem 6.3. [9, Theorem 5.4] Cyclic codes of length $p^{s}$ over $R$, i.e., ideals of the ring $R_{p^{s}, 1}$, are

1) Type 1 (trivial ideals): $\langle 0\rangle,\langle 1\rangle$.
2) Type 2 (principal ideals with non-monic polynomial generators): $\left\langle u(x-1)^{i}\right\rangle$, where $0 \leq i \leq p^{s}-1$.
3) Type 3 (principal ideals with monic polynomial generators): $\left\langle(x-1)^{i}+u(x-1)^{t} h(x)\right\rangle$, where $1 \leq i \leq$ $p^{s}-1,0 \leq t \leq i$, and either $h(x)$ is 0 or $h(x)$ is a unit, where it can be represented as $h(x)=\sum_{j} h_{j}(x-1)^{j}$, with $h_{j} \in \mathbb{F}_{q}$, and $h_{0} \neq 0$.
4) Type 4 (nonprincipal ideals): $\left\langle(x-1)^{i}+\right.$ $\left.u \sum_{j=0}^{\omega-1} c_{j}(x-1)^{j}, u(x-1)^{\omega}\right\rangle$, where $1 \leq i \leq p^{s}-1$, $c_{j} \in \mathbb{F}_{q}$, and $\omega<T$, where $T$ is the smallest integer such that $u(x-1)^{T} \in\left\langle(x-1)^{i}+u \sum_{j=0}^{i-1} c_{j}(x-1)^{j}\right.$; or equivalently, $\left\langle(x-1)^{i}+u(x-1)^{t} h(x), u(x-1)^{\omega}\right\rangle$, with $h(x)$ as in Type 3, and $\operatorname{deg}(h) \leq \omega-t-1$.

Now, by the structure of cyclic codes in the Theorem 6.3 and the ring isomorphism in the following theorem, we have the structure of $\delta$-constacyclic codes.

Theorem 6.4. [9, Proposition 6.1] Let $\delta_{0}$ be defined such as Theorem 6.2. Then the map $\phi: R_{p^{s}, 1} \longrightarrow R_{p^{s}, \delta}$
given by $f(x) \longmapsto f\left(\delta_{0} x\right)$ is a ring isomorphism. In particular, for $A \subseteq R_{p^{s}, 1}, B \subseteq R_{p^{s}, \delta}$ if $\phi(A)=B$, then $A$ is an ideal of $R_{p^{s}, 1}$ if and only if $B$ is an ideal of $R_{p^{s}, \delta}$ . Equivalently, $A$ is a cyclic code of length $p^{s}$ over $R$ if and only if $B$ is a $\delta$-constacyclic code of length $p^{s}$ over $R$.

## Constacyclic $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes

Now, by the definition of constacyclic codes in the above subsection, we define constacyclic $\mathbb{F}_{q} \mathbb{F}_{q}[u]$ additive codes.

Definition 6.5. Let $\alpha$ and $\beta$ be two positive integers and $\left(\lambda_{1}, \lambda_{2}\right) \in \mathbb{F}_{q} \times R$. An $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive code $C \subseteq \mathbb{F}_{q}^{\alpha} \times R^{\beta}$ is called $\left(\lambda_{1}, \lambda_{2}\right)$-constacyclic if

$$
\left(\lambda_{1} s_{\alpha-1}, s_{0}, \ldots, s_{\alpha-2}, \lambda_{2} r_{\beta-1}, r_{0}, \ldots, r_{\beta-2}\right) \in C,
$$

whenever $\left(s_{0}, s_{1}, \ldots, s_{\alpha-1}, r_{0}, r_{1}, \ldots, r_{\beta-1}\right) \in C$.
Consider the map $\pi_{\left(\lambda_{1}, \lambda_{2}\right)}: \mathbb{F}_{q}^{\alpha} \times R^{\beta} \longrightarrow$ $\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}} \times R_{\beta, \lambda_{2}}$ with the following definition $\left(s_{0}, s_{1}, \ldots, s_{\alpha-1}, r_{0}, r_{1}, \ldots, r_{\beta-1}\right) \longmapsto\left(s_{0}+s_{1} x+\ldots+\right.$ $s_{\alpha-1} x^{\alpha-1}+\left\langle x^{\alpha}-\lambda_{1}\right\rangle, r_{0+} r_{1} x+\ldots+r_{\beta-1} x^{\beta-1}+$ $\left.\left\langle x^{\beta}-\lambda_{2}\right\rangle\right)$. It is easy to see that $\pi_{\left(\lambda_{1}, \lambda_{2}\right)}$ is an $R$ module isomorphism. We will identify $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$ with $\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}} \times R_{\beta, \lambda_{2}}$ under $\pi_{\left(\lambda_{1}, \lambda_{2}\right)}$ and for simplicity, we write $\left(s_{0}+s_{1} x+\ldots+s_{\alpha-1} x^{\alpha-1}, r_{0+} r_{1} x+\ldots+\right.$ $r_{\beta-1} x^{\beta-1}$ ) for above residue class.

Lemma 6.6. $A$ subset $C$ of $\mathbb{F}_{q}^{\alpha} \times R^{\beta}$ is a $\left(\lambda_{1}, \lambda_{2}\right)$ constacyclic code if and only if $\pi_{\left(\lambda_{1}, \lambda_{2}\right)}(C)$ is an $R[x]-$ submodule of $\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}} \times R_{\beta, \lambda_{1}}$.
Proof. Clearly, $\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}} \times R_{\beta, \lambda_{2}}$ is an $R[x]$-module. Since $\pi_{\left(\lambda_{1}, \lambda_{2}\right)}$ is an $R$-module isomorphism, $C$ is an $R$-submodule if and only if $\pi_{\left(\lambda_{1}, \lambda_{2}\right)}(C)$ is an $R$-submodule. Now, for an element $\left(s_{\alpha}, r_{\beta}\right)=$ $\left(s_{0}, s_{1}, \ldots, s_{\alpha-1}, r_{0}, r_{1}, \ldots, r_{\beta-1}\right) \in C$, let $\sigma\left(s_{\alpha}, r_{\beta}\right)=$ $\left(\lambda_{1} s_{\alpha-1}, s_{0}, \ldots, s_{\alpha-2}, \lambda_{2} r_{\beta-1}, r_{0}, \ldots, r_{\beta-2}\right)$. Thus

$$
\begin{gathered}
\sigma\left(s_{\alpha}, r_{\beta}\right) \in C \Leftrightarrow x \pi_{\left(\lambda_{1}, \lambda_{2}\right)}\left(s_{\alpha}, r_{\beta}\right)= \\
\pi_{\left(\lambda_{1}, \lambda_{2}\right)}\left(\sigma\left(s_{\alpha}, r_{\beta}\right)\right) \in \pi_{\left(\lambda_{1}, \lambda_{2}\right)}(C) .
\end{gathered}
$$

This completes the proof.
We identify $C$ with $\pi_{\left(\lambda_{1}, \lambda_{2}\right)}(C)$. Now, we find the generator polynomials of $C$.

Theorem 6.7. A subset $C$ of $\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}} \times R_{\beta, \lambda_{2}}$ is a $\left(\lambda_{1}, \lambda_{2}\right)$-constacyclic code if and only if $C=$ $\left\langle(g, 0),\left(h_{1}, f_{1}\right), \ldots,\left(h_{r}, f_{r}\right)\right\rangle_{R[x]}$ such that
(1) $C_{1}=\langle g\rangle$ is a $\lambda_{1}$-constacyclic code over $\mathbb{F}_{q}$ of length $\alpha$,
(2) $C_{2}=\left\langle f_{1}, \ldots, f_{r}\right\rangle_{R[x]}$ is a $\lambda_{2}$-constacyclic code over $R$ of length $\beta$,
(3) $g \mid x^{\alpha}-\lambda_{1}$ over $\mathbb{F}_{q}$,
(4) $h_{1}, \ldots, h_{r}$ are elements of $\left(\mathbb{F}_{q}\right)_{\lambda_{1}, \alpha}$,
(5) $|C|=\left|C_{1}\right|\left|C_{2}\right|$.

Proof. Let $C \subseteq\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}} \times R_{\beta, \lambda_{2}}$ be a $\left(\lambda_{1}, \lambda_{2}\right)$ constacyclic code. Clearly, the projection map $\phi$ : $C \longrightarrow R_{\beta, \lambda_{2}}$ is an $R[x]$-homomorphism. Hence, $\operatorname{Im}(\phi)$ is an $R[x]$-submodule of $R_{\beta, \lambda_{2}}$. As $\left\langle x^{\beta}-\right.$ $\left.\lambda_{2}\right\rangle \cdot \operatorname{Im}(\phi) \subseteq\left\langle x^{\beta}-\lambda_{2}\right\rangle \cdot R_{\beta, \lambda_{2}}=0, \operatorname{Im}(\phi)$ is an ideal of $R_{\beta, \lambda_{2}}$. In other words, $\operatorname{Im}(\phi)$ is a linear $\lambda_{2}{ }^{-}$ constacyclic code over $R$ of length $\beta$, say $C_{2}$. Let $C_{2}=\left\langle f_{1}, \ldots, f_{r}\right\rangle_{R[x]}=\left\langle\phi\left(h_{1}, f_{1}\right), \ldots, \phi\left(h_{r}, f_{r}\right)\right\rangle_{R[x]}$. Now, $\operatorname{ker} \phi$ is an $R[x]$-submodule of $C$. Let $C_{1}=\{g \in$ $\left.\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}}: \quad(g, 0) \in \operatorname{ker} \phi\right\}$, then clearly $C_{1}$ is an $R[x]-$ submodule of $\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}}$. But the map $\tau: R \longrightarrow \mathbb{F}_{q}$, in the $R$-module structure of $\mathbb{F}_{q}$, is surjective. Hence, $C_{1}$ is an $\mathbb{F}_{q}[x]$-submodule of $\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}}$. Since $\left\langle x^{\alpha}-\lambda_{1}\right\rangle . C_{1} \subseteq$ $\left\langle x^{\alpha}-\lambda_{1}\right\rangle .\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}}=0, C_{1}$ is an ideal of $\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}}$. In other words, $C_{1}$ is a $\lambda_{1}$-constacyclic code over $\mathbb{F}_{q}$ of length $\alpha$. If $C_{1}=\langle g\rangle$, then $\operatorname{ker} \phi=\langle(g, 0)\rangle_{R[x]}$. Therefore, $C=\left\langle(g, 0),\left(h_{1}, f_{1}\right), \ldots,\left(h_{r}, f_{r}\right)\right\rangle_{R[x]}$. Since $\phi$ is an $R[x]$-homomorphism, $\frac{C}{\operatorname{ker} \phi} \cong C_{2}$, hence $|C|=$ $|\operatorname{ker} \phi|\left|C_{2}\right|=\left|C_{1}\right|\left|C_{2}\right|$.

Proposition 6.8. With the assumptions of Theorem 6.7, let

$$
C=\left\langle(g, 0),\left(h_{1}, f_{1}\right), \ldots,\left(h_{r}, f_{r}\right)\right\rangle_{R[x]}
$$

be a $\left(\lambda_{1}, \lambda_{2}\right)$-constacyclic code. Then, we can assume that $\operatorname{deg} h_{i}<\operatorname{deg} g$ for all $; 1 \leq i \leq r$.

Proof. Since the coefficients of $g$ are invertible, we assume that $g$ is monic. Let $\operatorname{deg} h_{i} \geq \operatorname{deg} g$ for some $i$; $\operatorname{deg} h_{i}-\operatorname{deg} g_{j}=\ell \geq 0$. Also, let $a \in \mathbb{F}_{q}$ be the leading coefficient of $h_{i}$. Then $\left(h_{i}, f_{i}\right)=\left(h_{i}-\right.$ $\left.a x^{\ell} g, f_{i}\right)+a x^{\ell}(g, 0)$. Thus, $\left\langle\left(h_{i}, f_{i}\right),(g, 0)\right\rangle=\left\langle\left(h_{i}-\right.\right.$ $\left.\left.a x^{\ell} g, f_{i}\right),(g, 0)\right\rangle$. Hence, we can use $h_{i}-a x^{\ell} g$ instead of $h_{i}$. By this method we can reduce $\operatorname{deg} h_{i}$.
Proposition 6.9. Let

$$
C=\left\langle(g, 0),\left(h_{1}, f_{1}\right), \ldots,\left(h_{r}, f_{r}\right)\right\rangle_{R[x]}
$$

be a $\left(\lambda_{1}, \lambda_{2}\right)$-constacyclic code. Then $g \mid\left(x^{\beta}-\lambda_{2}\right) h_{i}$, for all $i=1,2, \ldots, r$.

Proof. Consider the projection map $\phi: C \longrightarrow R_{\beta, \lambda_{2}}$ in the proof of Theorem 6.7. Then $C_{1}=\langle g\rangle=\{f \in$
$\left.\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}}: \quad(f, 0) \in \operatorname{ker} \phi\right\}$. Now, $\left(x^{\beta}-\lambda_{2}\right)\left(h_{i}, f_{i}\right)=$ $\left(\left(x^{\beta}-\lambda_{2}\right) h_{i}, 0\right) \in \operatorname{ker} \phi$. Hence, $\left(x^{\beta}-\lambda_{2}\right) h_{i} \in\langle g\rangle$. This completes the proof.

Remark 6.10. If $\left(\lambda_{1}, \lambda_{2}\right)=(1,1)$ as in Definition 6.5, then we have cyclic $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes. Hence, by above results, we can obtain the structure of cyclic $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes.

Now, we give the exact structure of constacyclic $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes for some special lengths.

Corollary 6.11. Let $C \subseteq\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}} \times R_{\beta, \lambda_{2}}$ be a $\left(\lambda_{1}, \lambda_{2}\right)$-constacyclic code. If $\alpha$ and $\beta$ are coprime to $p$, then $C=\left\langle(g, 0),\left(h_{1}, f_{1}\right),\left(h_{2}, u f_{2}\right)\right\rangle_{R[x]}$ such that $g \mid\left(x^{\alpha}-\lambda_{1}\right)$ and $f_{2}\left|f_{1}\right|\left(x^{\beta}-\lambda_{2}\right)$

Proof. It follows from Theorems 6.1 and 6.7.
Let $b \in \mathbb{F}_{q}$ and $s$ be a positive integer. If $s=a m+r$ for non-negative integers $a, r$ with $0 \leq r \leq m-1$, then define $b_{0}=a^{-p^{m-r}}$. The following theorem determines all constacyclic $\mathbb{F}_{q} \mathbb{F}_{q}[u]$-additive codes in the case that $\alpha$ and $\beta$ are powers of $p$.

Theorem 6.12. Let $C \subseteq\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}} \times R_{\beta, \lambda_{2}}$ be a $\left(\lambda_{1}, \lambda_{2}\right)$-constacyclic code. Assume that $\alpha=p^{s_{1}}, \beta=$ $p^{s_{2}}, \lambda_{1}=\gamma$ and $\lambda_{2}=\delta+\theta u$. Then $C=\left\langle\left(\left(\gamma_{0} x+\right.\right.\right.$ $\left.\left.1)^{i}, 0\right),\left(h,\left(\delta_{0} x-1\right)^{j}\right)\right\rangle$ for some $i \in\left\{0,1, \cdots, p^{s_{1}}\right\}$ and $j \in\left\{0,1, \cdots, 2 p^{s_{2}}\right\}$.

Proof. By [9, Theorem 3.4], $C_{1}=\left\langle\left(\gamma_{0} x+1\right)^{i}\right\rangle$, for some $i \in\left\{0,1, \cdots, p^{s_{1}}\right\}$. Also, by Theorem 6.2, $C_{2}=$ $\left\langle\left(\delta_{0} x-1\right)^{j}\right\rangle$, for some $j \in\left\{0,1, \cdots, 2 p^{s_{2}}\right\}$. Now, by Theorem 6.7, we have the result.

Theorem 6.13. With the assumptions of the Theorem 6.12, let $\theta=0$ and $C \subseteq\left(\mathbb{F}_{q}\right)_{\alpha, \lambda_{1}} \times R_{\beta, \lambda_{2}}$ be a $(\gamma, \delta)$ constacyclic code. Then,

$$
C=\left\langle(g, 0),\left(h_{1}, f_{1}\right), \ldots,\left(h_{r}, f_{r}\right)\right\rangle_{R[x]},
$$

such that
(1) $C_{1}=\langle g\rangle=\left\langle\left(\gamma_{0} x+1\right)^{i}\right\rangle$ for some $i \in$ $\left\{0,1, \cdots, p^{s_{1}}\right\}$,
(2) $C_{2}=\left\langle f_{1}, \ldots, f_{r}\right\rangle_{R[x]}=\phi(I)$ where $\phi$ : $R_{p^{s}, 1} \longrightarrow R_{p^{s}, \delta}$ is given by $f(x) \longmapsto f\left(\delta_{0} x\right)$ and $I$ is an ideal of $R_{p^{s_{2}, 1}}$ defined in Theorem 6.3.

Proof. It follows from Theorems 6.3, 6.4 and 6.7.

## 7. Conclusion

In this paper, we studied the structure of $\mathbb{F}_{q} \mathbb{F}_{q}[u]$ additive codes. We obtained the generator matrix of these codes and described their dual codes. We defined Lee weight and homogenous weight over $\mathbb{F}_{q} \mathbb{F}_{q}[u]$ additive codes and studied one-weight codes with respect to these two weight functions. Finally, by the Gray image of these codes, we obtained $\left[q^{2}+q, 2, q^{2}\right]$ and $[2(q+1), 2,2 q]$ one-weight optimal codes over $\mathbb{F}_{q}$.

## REFERENCES

[1] Abualrub T, Siap I and Aydin N. $\mathbb{Z}_{2} \mathbb{Z}_{4}$-additive cyclic codes. IEEE Trans. Inform. Theory 2011;60(3):1508-1514.
[2] Aydogdu I, Abualrub $T$ and Siap I. On $\mathbb{Z}_{2} \mathbb{Z}_{2}[u]$-additive codes. Int. J. Inf. comput. math 2015;92(9):1806-1814.
[3] Bilal M, Borges J, Dougherty S. T and Fernández-Córdoba C. Maximum distance separable codes over $\mathbb{Z}_{4}$ and $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$. Des. Codes Cryptogr 2011;31-40.
[4] Borges J and Fernández-Córdoba C. There is exactly one $\mathbb{Z}_{2} \mathbb{Z}_{4}$ cyclic 1-perfect code. Des. Codes Cryptogr 2016.
[5] Borges J, Fernández-Córdoba C, Pujol J, Rifa J and Villanueva M. $\mathbb{Z}_{2} \mathbb{Z}_{4}$-linear codes: generator matrices and duality. Des. Codes Cryptogr 2010;54:167-179.
[6] Carlet C. $\mathbb{Z}_{2^{k}}$-linear Codes. IEEE Trans. Inform. Theory 1998;44:1543-1547.
[7] Chen B, Dinh H. Q, Liu H and Wang L. Constacyclic codes of length $2 p^{s}$ over $\mathbb{F}_{p^{m}}+u \mathbb{F}_{p^{m}}$. Finite fields Appl 2016;37:108130.
[8] Chen B, Fan Y, Lin L and Liu H. Constacyclic codes over finite fields. Finite fields Appl 2012;18:1217-1231.
[9] Dinh H. Q. Constacyclic codes of length $p^{s}$ over $\mathbb{F}_{p^{m}}+u \mathbb{F}_{p^{m}}$. J. Algebra 2010;324:940-950.
[10] Dinh H. Q, Dhompongsa S and Sriboonchitta S. On constacyclic codes of length $4 p^{s}$ over $\mathbb{F}_{p^{m}}+u \mathbb{F}_{p^{m}}$. Discrete Math 2016;http://dx.doi.org/10.1016/j.disc.2016.11.014.
[11] Dinh H. Q, Nguyen B. T, Sriboonchitta S and Vo T. On $(\alpha+u \beta)-$ constacyclic codes of length $4 p^{s}$ over $\mathbb{F}_{p^{m}}+u \mathbb{F}_{p^{m}}$. J. Algebra Appl 2019; http://dx.doi.org/10.1142/S0219498819500233.
[12] Dougherty S. T, Liu H and Yu 1. One weight $\mathbb{Z}_{2} \mathbb{Z}_{4}$-additive codes. Appl. Algebra Eng. Commun. Comput 2016;27:123-138.
[13] Guenda k and Gulliver T. A. MDS and self-dual codes over rings. Finite fields Appl 2012;18:1061-1075.
[14] Hammons A.R, Kumar K, Calderbank A.R, Sloane N.J.A and Sole P. The $\mathbb{Z}_{4}$ - linearity of Kerdock Preparata, Goethals and related codes. IEEE Trans. Inform. Theory 1994;40:301-319.
[15] Huffman W. C and Pless V. Fundamentals of Error-Correcting Codes. Cambridge University Press, Cambridge 2003.
[16] Jitman J and Udomkavanich P. The Gray image of codes over finite chain rings. International Journal of Contemporary Mathematical Sciences 2010;5(10):449-458.
[17] Lam T.Y. Lectures on Modules and Rings. Springer, New York 1998.
[18] Ling S and Blackford J.T. $\mathbb{Z}_{p^{k+1}}$-linear codes. IEEE Trans. Inform. Theory 2002;48:2592-2605.
[19] Lu Z , Zhu S , Wang L and Kai X . One-Lee weight and two-Lee weight $\mathbb{Z}_{2} \mathbb{Z}_{2}[u]$-additive codes. 2018;http://arxiv.org/abs/1609.09588v1.
[20] McDonald B. R. Finite Rings with Identity. Marcel Dekker, Inc., New York 1974.
[21] Qian L and Cao X. Bounds and optimal $q$-ary codes derived from the $\mathbb{Z}_{q} R$-cyclic codes. IEEE Trans. Inform. Theory 2019;http://dx.doi.org/10.1109/TIT.2019.2927034.
[22] Samei K and Mahmoudi S. Singlton bounds for $R$-additive codes. Adv. Math. Commun 2018;12:107-114.
[23] Sharma A and Rani S. On constacyclic codes over finite fields. Cryptogr. Commun 2015;http://dx.doi.org/10.1007/s12095-015-0163-4.
[24] Singleton R.C. Maximum distance q-nary codes. IEEE Trans. Inf. Theory 1964;10(2):116-118.
[25] Srinivasulu B and Bhaintwal $\mathrm{M} . \mathbb{Z}_{2}\left(\mathbb{Z}_{2}+u \mathbb{Z}_{2}\right)$-additive cyclic codes and their duals. Discrete Math. Alg. and Appl 2016;8(2):119.
[26] Wood J. Duality for modules over finite rings and applications to coding theory. Amer. J. Math 1999;121(3):555-575.

