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Classification results of the logo candidate regions for 8- 4. Conclusion

class classification problem are shown in Table 4. In this paper, we present a novel framework for logo
detection and recognition from document images using

Table (4): Classification results of the shown logos in Fig. (10) texture-based document image segmentation and segm-—

Class Numberof 1 0. cept  False False ented candidate region classification. In this framework,
logos accept reject the document image is segmented by a two-stage segme—

; g 181 134 Z ntation algorithm and then the segmented regions are

3 15 12 6 3 classified by a final KNN classifier and two MLP classi—

4 15 6 42 9 fiers in a hierarchical structure. A perfect set of texture and

> 15 7 8 8 shape features are used to classify segmented regions and

g g }‘1‘ g }‘ logo candidate regions. The logo candidates are recognized
Reject 2011 1932 36 79 into pre-defined classes by a KNN classifier. The obtained

Total 2116 2001 115 115 results in the logo detection and recognition stages of the

proposed framework show more than efficiency and
effectiveness the previously presented works.
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3.3.1. Feature Selection

List of the extracted features and their short form are
obtained in Table 1. Image representations were generated
in 6 different feature spaces (Table 2) using the following
features: Tamura (including of contrast, coarseness and
directionality) (T), co-occurrence (including of correlation,
energy and homogeneity) (C), Fourier descriptor-complex
representation (F), directional histogram (D) and
tessellation-based spectral (S) features.

The final classifier (KNN) is evaluated with test data and
various values of K. Classification results for 3-class
classification problem (i.e., text, logo and pure picture
classes) and different feature spaces with K=17 in KNN
classifier are shown in Table 2.

All feature spaces in Table 2 consist of texture features (T
and C), because these features have valuable distingui—
shable information for region classification. Therefore,
weights of these features are more than other features.
The optimum feature spaces include of texture features
and shape features. S, D and F features obtain higher
classification accuracy, respectively. So, the weight of S
is considered higher than weight of D and the weight of D
is considered higher than weight of F feature. Results
indicate that the (T,C,S,D,F) feature space provides
higher classification accuracy than the other options
investigated. Accuracy rate 98.43% is obtained with this
feature space and (1.5,1.5,1.2,1.1,1) for its weight.

3.3.2. Classification Results

Segmented regions by two-stage segmentation algorithm
are classified via multiple classifiers in a hierarchical
structure. Fig. (8) shows classification results of
segmented regions that are segmented by two-stage
segmentation algorithm in previous section. Segmented
regions that are classified as a text or logo region have
bounded with solid blue or dash red lines, respectively.

3.4. Logo Recognition

After applying the hierarchical classification on the
document image, the segmented regions are labeled with
text, pure picture or logo classes. Then in logo recognition
stage, the logo candidate regions are classified into pre-
defined classes of logos by a KNN classifier. The used
feature space in the logo recognition stage consists of
Tamura, co-occurrence matrix, Fourier descriptor,
tessellation-based spectral, directional histogram, ART,
Zernike features. These features are applied in KNN
classifier for the logo candidate region classification into
m classes of pre-defined classes of logos and one class for
rejection class. Based on complexity of the logo pattern, a
set of the extracted features in Table 3 is formed until the
best classification carried out. For example, to classify the
shown logos in Fig. (9), feature vector as (C,F,S,D,A,Z)
has formed by forward selection algorithm for a 7-class
classification problem. The proposed algorithm obtains
accuracy rate of 94.57% with feature space (C,F,S,D,A,Z)
for 8-class classification problem (7 logo classes and one
reject class). i.e., false accept of this classification
problem is 5.43%. Fig. (10) shows sample images that
have classified incorrectly in 7 classes. In other words, in
Fig. (10), samples of false accept logos have shown.
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Table (3): The extracted features.
Feature  Short

Features length form
Tamura (Contrast, Coarseness and

A - 3 T

Directionality)

Co-occurrence (Correlation, Energy and

. 12 C

Homogeneity)
Fourier descriptor- complex representation 62 F
Tessellation-based spectral 16 S
Directional histogram 36 D
ART 35 A
Zernike 5 Y4

Fig. 8: Classification results document image by hierarchical
classifier (bound in box of text and logo regions are determined
with solid blue and dash red lines, respectively.).
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Fig. 9: Image sample of logo database in 7 classes.
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Fig. 10: Image sample of false accept logos in each class.
(a) Image sample of original logo, (b) image sample of false
accept logos
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3. Experimental Results

3.1. Document Image and logo Database

The used document image database is a collection of 977
images comprising three classes, document image
(images only with text regions), pure picture (images
without text regions) and combined images (images with
text and picture regions). This database is used to
evaluate the two-stage segmentation algorithm. The used
logo database is a collection of 1980 images comprising
international and Persian logos. To evaluate the proposed
logo detection and recognition algorithm, these logos
have inserted to document images manually. Image
sample of the document image database and logo
database are shown in Fig. (5) and Fig. (6), respectively.
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Fig. 6: Image sample of logo database
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3.2. Two-stage Segmentation

To evaluate two-stage segmentation algorithm, sample
images are segmented by the wavelet and threshold-based
segmentation algorithm. Fig. (7) shows image containing
with text and picture regions. In these example, text
regions are extracted from image in first stage of
segmentation algorithm (Fig. (7.(b))) and picture region is
segmented by threshold-based segmentation algorithm
(Fig. (7.(c))). White regions in the images are segments
and black regions are background of image.
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Fig. 7: Applying two-stage segmentation on a scanned
newspaper. (a). Scanned image, (b). Segmented regions with
wavelet-based segmentation algorithm and (c). Segmented
region with threshold-based segmentation algorithm on the rest
of image from (b).

Table (1): The extracted features.
Feature  Short

Features

length form
Tamura (Contrast, Coarseness and

L . 3 T

Directionality)

Co-occurrence (Correlation, Energy and

. 12 C

Homogeneity)
Fourier descriptor- complex representation 62 F
Tessellation-based spectral 16 N
Directional histogram 36 D

Table (2): Classification results for KNN classifier with
K=17 and 3-class (text, pure picture and logo classes).

Features(and their weights in Feature Accuracy%
feature vector) length y
T,C,F (1.5,1.5,1) 77 82.97
T,C,S (1.5,1.5,1) 31 89.35
T,C,D (1.5,1.5,1) 51 84.66
T,C,S,F (1.5,1.5,1.2,1) 93 92.15
T,C,S.D (1.5,1.5,1.2,1) 67 96.64
T,C,S,D,F (1.5,1.5,1.2,1.1,1) 129 98.43

3.3. Hierarchical classification

Segmented regions that are segmented by the two-stage
segmentation algorithm, should be classified and labeled
with text and picture (pure picture or logo) regions. There
are two points in classification problems, first, the
selection of optimum feature vector and second, the set of
classifier parameters, for example, the number of neurons
in middle layer of MLP classifier or the value of k in
KNN classifier. To select the best set of extracted
features is used from forward selection algorithm and to
set the classifier parameters is used by trial and error way.
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object is re-sampled to M samples by a uniform sampling

function before performing the Fourier transform. The
Fourier descriptor of the complex coordinate is:
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where F, and F, are DC and the first non-zero frequency

components used for normalizing the transform
coefficients, respectively. In this paper, M =256 is set.
Therefore, a feature vector of the complex coordinate
function has 254 elements.

2.2.2. Feature Selection

Our goal in feature selection is to find a minimum set of
features that is obtained best discrimination between
classes. We would like to find the features that most
accurately discriminate among the classes and will yield
the highest classification accuracy. Since the optimum set
of features is unknown, usually two traditional forward
selection and backward elimination algorithms are used
[25]. Forward selection algorithm starts with an empty set
of features and adds one feature at a time until the final
feature set is reached. Backward elimination algorithm
starts with a feature set containing all features and
removes features. In this paper, forward selection
algorithm is used and best set of features is selected.

2.3. Logo Recognition

After applying the two-stage segmentation algorithm and
the hierarchical classification on the document image, the
segmented regions are labeled with text, pure picture or
logo classes. Then logo regions are classified into pre-
defined classes of logos. Because, some non-logo regions
may be labeled with logo regions by the final classifier in
the previous stage, a class as reject class is added to logo
classes in logo recognition component.

So, in the logo recognition stage, we encounter with a
(m+1)-class classification problem that m is the number
of logo classes. To solve this classification problem as
other problems of classification, there are two problems,
feature extraction of logo regions and classification of
logos by extracted features. In this stage, therewith
extracted features from regions in the previous stages,
some new features are extracted from regions that
improve classification accuracy of logo classes. These
features are consisted of angular radial transform (ART)
[26] and Zernike moments [15]. KNN classifier is used to
classify segmented regions to a class of pre-defined logo
classes or reject class.

To train this classifier with training samples, a new
strategy in the training procedure is applied. To improve
classification accuracy and also insensitive scale and
rotation classification of logos, 14 new samples (rotated
samples with rotation angles of *10°% *7° *5° and
+2% and resized samples with scale coefficients of 0.6,
0.7, 0.8, 0.9, 1.1 and 1.2) from each logo are generated
and their feature vector extracted for training of KNN in
the feature space. In test procedure, these 15 samples (14
new generated samples and original sample) are
considered as 15 logo samples that should be classified
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into (m+1)-class by KNN classifier whereas for each
input sample of 15 logo samples k nearest samples in the
training dataset are identified and ultimately, maximum
votes in (15xk) samples are selected as label of input
logo. With this scheme, not only logo classification by
KNN classifier becomes robust to resized and rotated
unknown samples but also classification accuracy is
improved.

2.3.1. Zernike moments
Zernike moments are defined inside the unit circle and
the radial polynomial vector R(p) is defined as [15]:

n—Iml
N S (n—s)! n-2s
R..(p)= ;(_D S'(n+| ml_s)'(n— Iml _S)'p
(=9 !
R(p)={R_,(p)In=0,12,.,0,ImI<n,

and n—| mlis even}

(10)

(1)
Then the two-dimensional Zernike moment of an
image, I(p,0) , in polar coordinate is defined as:

n+l . (12)
A=—— V(p,0)] 1(p,0),stp<1

- Zze)[ (0,0)I'(p, ), 5.0p

P
Here, V(p,6) is a Zernike basis polynomial defined as:
V(p.8) =R(p)exp(-jm6) (13)
The magnitude of Zernike moment (ZMM) is defined as,
z=|A| (14)
So, the z denotes the vector of z . That is,
z={z,,In=0,1.2,..,0/m|<n,and n—Imliseven} . (15)
In our application, n=8 is set. So Zernike moments
feature has 5 elements.

2.3.2. Angular Radial Transform (ART)
ART is the 2-D complex transform defined on a unit disk
that consists of the complete orthonormal sinusoidal basis

functions in polar coordinates. The transformation is
defined as [26]

F,. =(V,.(p.0).f(p.0)) =

2n el
["[ Vi 0.0.10.00pdp 0
0 0

Here, F,, is an ART coefficient of order n and m, f(p,0)

(16)

is an image function in polar coordinates, and V_ (p,0)
is the ART basis function that are separable along the
angular and radial directions, i.e.,

Vi (.8) = A (OR () a7
The angular and radial basis functions are defined as
follows:

A, (0)= 1 exp(jme) (18)
2n
1 n=0
R = (19)
(P {2 cos(mnp) n#0

To describe a shape, all pixels constituting the shape are
transformed with ART, and the transformed coefficients
are formed into the ART descriptor. Twelve angular and
three radial functions are used. By discarding the DC
coefficient, 35 AC components form the descriptor
vector.
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only the number of samples in the neighborhood of
unknown sample (k) should be set. Only texture features
are used to train the first and second classifiers, but both
texture and shape features are used to train the final

Wavelet
Transform

Remove
Noise

AT, HL

Dilate and
Accurnulate

WA Sl = ot oybed —pges Jlos = (50 Conio )0 Siadisn Sl

classifier. Because, the first and second classifiers
identify the segmented regions based on texture
information but the final classifier classify the segmented
regions based on texture and shape information.

Execute
Tessellation

Fig. 4: Block diagram of the tessellation-based spectral feature extraction

2.2.1. Feature Extraction

In the hierarchical classifier, texture features such as
Tamura features (including coarseness, contrast and
directionality) [22], co-occurrence matrix features
(including correlation, energy and homogeneity in 0°,
45°, 90° and 135° directions) [23], and shape features
such as Fourier descriptor coefficient with representation
complex coordinate function [18] and modified
tessellation-based spectral and directional histogram
features [19]. These features extract valuable information
of both texture and shape contents of the segmented
regions. Tessellation-based spectral feature has more than
shape information whereas directional histogram feature
has more than texture information. In the following, the
tessellation-based spectral, co-occurrence matrix and
Fourier descriptor coefficient features are described in
detail.

2.2.1.1. The Tessellation-based Spectral Feature
Valuable information of edge and orientation (shape
feature); also coarseness (texture feature) of objects in
logo regions are captured to apply frequency analysis on
the wavelet transform sub-bands. The block diagram of
the tessellation-based spectral feature extraction is shown
in Fig. (4). This feature is extracted in the following steps
[19]:
1) To apply Meyer wavelet transform in one level on the
medical image.
2) To remove noisy coefficients by applying a threshold.
3) To execute dilation morphological operators on the LH
and HL sub-bands for amplifying edges in two horizontal
and vertical directions, respectively.
4) To eliminate edges with the number of pixels less than
a threshold.
5) To accumulate two LH and HL sub-bands into an
accumulated image.
6) To execute the Fourier transform on the accumulated
image.
7) To define a new tessellation scheme on the frequency
spectrum based on an appropriate definition of frequency
concept in the medical X-ray image classification.
In step 7, the tessellation scheme is defined as below:

(1
S;;={(u,v)IR; <r<R 1<us<N]I<v<M}

where

6j<6<6

i+l? jHL

V)

r=yJu-u)? +(v=-v,)? )

R.e(R,.R,..R } 3)
1 V—Vc

6=tan~ (——) 4)
u-u,

ej e{-n/2,—n/4,0,n/4,m/2} (5)

NxM is the image size,(u,v,) 1is the center of
frequency spectrum. R; (i=12,.,n) is determined as
follows:

Area,  =2Area,
where Area, ; is the number of pixels in the sector S, ;. In
our application, R ;=5 andR,= (min (N, M))/3 is set. The
Frequency spectrum of the real image is symmetric
relation to the center of spectrum. So a half of spectrum
information is redundancy and discarded. In this paper,

the standard deviation within the sectors defines the
feature vector. The standard deviation is defined as:

f, =\/ > (4 v)-m;) @

Area;

for allm,n andl=k+1 (6)

Where m,; is the mean of the pixel valuesS,;. The

extracted feature vector for an image is a (n—1) by 4 (the

number of arcs in the tessellation scheme) matrix. In this
paper,n=5 is set. So, the feature vector of the
tessellation-based spectral feature has 16 elements.

2.2.1.2. Fourier Descriptors

Fourier descriptors describe the shape of an object with
the Fourier transform of its boundary. Consider the
contour of a 2D object as a closed sequence of successive
boundary pixels (x_,y,), where 0<s<N-land N is the

total number of pixels on the boundary. Then three types
of contour representations, i.e., centroid distance,
curvature, and complex coordinate function, can be
defined [24]. In this paper, Fourier descriptor with
complex coordinate function representation is used. The
complex coordinate is obtained by simply representing
the coordinates of the boundary pixels as complex
numbers:

z(s) = (X, =X )+ (¥, = ¥o) (®)
To ensure that the resulting shape features of all objects
in a database have the same length, the boundary of each
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segmentation algorithm has two major advantages.
Firstly, the text segments inside and adhesive to the
picture segments are properly extracted in the first stage
of the segmentation algorithm, secondly, the combined
text-picture segments are segmented from the rest of the
document image with more than accurate in the second
stage of segmentation algorithm. Fig. (3) shows middle
results of applying the wavelet-based segmentation
algorithm on the sample image.

Gray Level Document Image

!

| Wavelet Transform |

| De-noising on Sub-bands |

!

Dilation Morphological
Operation

|

Reconstruction of
the Image

!

Eliminate the
small regions

|

Labeling of
Regions

'

Segments
Fig. 2: Block diagram of the wavelet-based segmentation
algorithm [18]
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Fig. 3: Middle results of applying the wavelet-based
segmentation algorithm on the sample image. (a). Sample
image, (b). Horizontal (left image) and vertical (right image)
sub-bands in level 2 of wavelet transform, (¢). De-noised sub-
bands (left and right images are horizontal and vertical sub-
bands, respectively) of (b), (d). Dilated sub-bands (left and right
images are horizontal and vertical sub-bands, respectively) of
(c), (e). Accumulated image of horizontal and vertical sub-
bands, (f). Filtered image of (e)
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2.1.1. Threshold-based segmentation algorithm

The detected segments by the wavelet-based segmentation
algorithm are removed from the document image and the
rest of the image is segmented by the threshold-based
segmentation algorithm. In the second segmentation
algorithm, non-segmented regions from applying the first
algorithm are divided to foreground and background
sections by applying a threshold that is determined from
gray-level histogram based on Otsu's method [20]. Then
foreground sections are labeled and extracted from image
as text or picture segments.

2.2. The Hierarchical Classification

There are two major reasons for combining multiple
classifiers to solve a given classification problem [21].
Firstly, there are a number of different classifiers, each
developed in a different context and for an entirely
different representation/description of the same problem.
Secondly, different classifiers trained on the same data
may not only differ in their global performances, but they
also may show strong local differences. Each classifier
may have its own region in the feature space where it
performs the best [21].

In our application, the text and picture classes have
diverse samples and considerable overlap consequently
they do not classify by a single classifier and limited
features correctly. The hierarchical classifier is an
appropriate approach to overcome this problem. In the
hierarchical ~architecture, individual classifiers are
combined into a structure, which is similar to that of a
decision tree classifier. The tree nodes, however, may
now be associated with complex classifiers demanding a
large number of features [21]. The proposed hierarchical
classifier is designed with three classifiers (Fig. (1)). The
first and second classifiers are a multi-layer Perceptron
(MLP) neural network and the final classifier is a k-
nearest neighbor (KNN) classifier that all train with
different features and samples, separately. MLP is a
network with three layers (input, hidden and output
layers) that trains with error back-propagation algorithm.
The number of units in the input and output layers are
equal to the number of feature vector elements and the
number of classes, respectively. The number of units in
the hidden layer has major effect on the classification
performance that is determined by trial and error method.
The First and second classifiers classify segmented regions
into text and picture classes that segment by the wavelet
and threshold-based algorithm, respectively. In the first
classifier, false accept for text class is close to zero.
Therefore, the text regions in this stage are removed from
the document image and other regions are remained until
classified. The more text regions in the document image
are determined in the first classifier and seldom text region
are remained in the document image. So, the second
classifier is properly classified the remained regions into
text and picture classes. Because, text regions can be as a
logo or trademark,so, we reclassify the all text and picture
regions into text, pure picture and logo classes by a KNN
classifier. Logo regions are separated of the pure picture
and text regions by the final classifier. In KNN classifier,
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examples to get a list of database trademarks ordered by
similarity ranks. In [4], a region-based multiple classifier
color image retrieval system was presented. In this
approach, a region-growing technique for segmentation
of the input image into logo candidate regions and three
complementary region-based classifiers (color, shape and
relational classifiers) were applied to logo recognition. In
each classifier, a virtue probability representing the
probability that an image is similar to the query image is
defined. A set of virtue probabilities was calculated to
define similarity measure in each classifier. In [17], a
shape-based similarity retrieval system is developed based
on database classification which exploits the contour and
interior region of a shape efficiently. In this paper, angular
radial transform (ART) region feature is employed to
compare the query with the candidate sets according to
the priority order.

In this paper, we present a novel framework for logo
detection and recognition from document images using
texture-based document image segmentation and
segmented candidate region classification. In this
framework, the document image is segmented by a two-
stage segmentation algorithm that is performed as a
cascade process on the document image [18]. The
segmented regions via the first stage of segmentation
algorithm (wavelet-based algorithm) are classified by a
multi layer Perceptron (MLP) classifier. Classified regions
as text region are removed from the document image until
the second stage of segmentation algorithm (threshold-
based algorithm) is performed to the rest of image. The
segmented regions via threshold-based segmentation
algorithm are classified into two classes, text and picture
by a MLP classifier. Two-stage segmentation strategy
provides better results due to proper segmentation of text
region by the wavelet-based algorithm and complexity
reduction of the image pattern in the threshold-based
algorithm. Because logos can be formed from both text
and shape elements, so the classified segments by two
MLP classifiers are reclassified into text, pure picture and
logo classes by a k-nearest neighbor (KNN) classifier as a
final classifier. Ultimately, detected logos are classified
into pre-defined classes by a KNN classifier with a new
training scheme as logo recognition component. Texture
and shape features are significantly used in the first two
classifiers and final classifier, respectively. In logo
recognition component, a set of shape and texture
features that are previously presented in literature along
with two features that are proposed in [19], are used.

This paper is organized as follows: Section 2 presents
details of the proposed framework for logo recognition
from the document image. In this section, two-stage
segmentation algorithm, the hierarchical classification
and feature extraction stages are described in detail.
Experimental results are shown in Section 4. Section 5
provides a conclusion to the work.

2. The Proposed Framework for Logo Recognition
from Document Images

Block diagram of the proposed framework for logo
recognition is shown in Fig. (1). This framework consists
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of three major components, i.e. the two-stage segmen—
tation, the hierarchical classification and the logo
recognition. The two-stage segmentation is applied on the
document image until it is segmented into small and large
region [18]. The hierarchical classifier is then classified
the detected segments of the document image into three
classes, text, pure picture (personal photo, sign and table
are labeled with pure picture) and logo. Ultimately, the
extracted logo segments are labeled based on predefined
classes. Each component of the proposed framework will
be described in the following.

Document Image

!

Wavelet-based
Segmentation ™

Segments l

. | First Classifier (MLP)

Text segments >

Refinement Process

Two-stage Segmentation

Fest of the Image

< Threshold-based
Segmentation
—/

!

Second Classifier (MLFP) |
Text or Picturel

\'>| Final Classifier (KNN) |

Tl T

Logo Pure Picture

Hierarchical Classification

Recognition
Logo Label

Fig. 1: Block diagram of the proposed framework for logo
recognition

2.1. The two-stage segmentation algorithm

In this paper, the proposed segmentation algorithm in
[18] is used to carry out with different strategies in two
stages, the wavelet-based and threshold-based segmenta—
tion algorithms. Block diagram of this algorithm is shown
in Fig. (2). In the first stage, the text segments are mostly
extracted from the document image by wavelet-based
algorithm and the rest of image (including of the pure
picture and logo regions, lines of tables and the rest of text
segments) is segmented by the threshold-based segment—
ation algorithm in the second stage. The extraction process
of text regions (segments) from the document image that
has detected by the first classifier is performed in the
refinement component. The segmented picture regions
via the wavelet-based segmentation algorithm are not
removed from the document image until it is segmented
again and reclassified by the threshold-based algorithm
and the second classifier, respectively.

The regions which are classified by the first classifier as a

picture segment have not been segmented perfectly. So,

these regions remain in the document image for applying
the next segmentation algorithm. The proposed two-stage
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Logo detection and recognition module is a vital requirement in official automation systems for document image
archiving and retrieval applications. In this paper, we present a novel framework for logo detection and recognition
based on sequential segmentation and classification strategy of document image. In this framework, using a two-stage
segmentation algorithm (consisting of wavelet-based and threshold-based segmentation algorithms) and hierarchical
classification by two multilayer Perceptron (MLP) classifiers and a k-nearest neighbor (KNN) classifier, a document
image divides to text, pure picture and logo candidate regions. Ultimsately, in final decision, class of logo candidate
region is determined based on pre-defined classes. In the hierarchical classification and logo recognition stages, the best
feature space is selected by forward selection algorithm from a perfect set of texture and shape features. The proposed
structure is evaluated on a variety and vast database consisting of the document and non-document images with Persian
and international logos. The obtained results show efficiency of the proposed framework in the real and operational

conditions.

Index Terms: Logo detection and recognition, document image, two-stage segmentation, hierarchical classification.

1. Introduction

With tremendous increase in multimedia databases, the
demands for storing multimedia information (such as
text, image, audio, and video) have increased. Along with
the need for search and retrieval richer tools is
unavoidable. In this domain, document image analysis
and understanding have received a great deal of interests
in the last few years for many diverse applications such
as, digital library, Internet publishing and searching, on-
line shopping and official automation systems. Along
with logo detection and recognition is an important
requirement in the document image analysis and shape
matching domain as it enables us to identify the source of
documents based on the organization where a document
originates. For example, in official automation systems
application, content of scanned official letters (such as a
document image) should be recognized and classified by
their logos. So, logos can act as a valuable means in
identifying sources of documents [1].

The major previously research related to logo in
document images have focused in logo recognition [2-8]
and rare investigation have consisted of both logo
detection and recognition [9-14]. In [11], a modified line
segment Hausdorff distance has been proposed that
incorporates structural and spatial information to compute
dissimilarity between two sets of line segments rather
than two sets of points. In this paper, logo is first
generated to line segments and represented with feature
vector. In [9], a logo detection system is presented based
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on segmentation the document image into smaller images
using a top-down X-Y cut algorithm. In this paper, a total
of sixteen features of the connected components in each
segment are extracted and used by a rule-based
classification scheme. In [12], an approach to detecting
and extracting logos in document images using a multi-
scale boosting strategy is presented. An initial two-class
Fisher classifier at a coarse image scale on each connected
component is used. Each detected logo candidate region
is then classified at finer image scales by a cascade of
simple classifiers [12]. In [10] a simple logo detection
method has presented based on the assumption that the
spatial density of foreground pixels in a logo region is
greater than that in non-logo regions. A document image
is first binarized into foreground and background pixels.
Then, the spatial density within each fixed size window is
computed and the region with the highest density is
hypothesized as a logo region. In [15], a method for such
a system based on the image content, using a shape
feature was presented. Zernike moments of an image are
used for a feature set. In this method, to recognize the
detected logo, a similarly measure based on shape feature
(Zernike moments) was defined. In [16], an automatic
content-based logo retrieval method was proposed. The
proposed method automatically selects appropriate
features (such as area, deviation, symmetry, centralization,
complexity and 2-level contour representation strings)
based on feature selection principles to discriminate logo.
In this method, the user can submit a query through logo



