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Abstract 

Computing is recognized as an efficient approach due to its high 

performance in processing and serving network users. However, this 

technology still faces challenges such as high processing latency. The 

integration of cloud computing and software-defined networks (SDN) 

can help address these limitations. In this paper, a novel method based 

on the Whale Optimization Algorithm (WOA) is proposed for optimal 

selection of the load distribution coefficient in task execution time 

allocation, which leads to reduced network latency. The Whale 

Optimization Algorithm has been employed in numerous studies for 

optimizing resource allocation and load balancing in cloud computing 

environments. For instance, a multi-objective scheduling strategy 

based on WOA has been proposed for task scheduling in cloud 

computing, aiming to minimize task completion time by optimally 

utilizing virtual machine resources and maintaining load balance 

among them. This results in reduced operational costs of the system. 

Additionally, the WOA algorithm has been used for optimal task 

allocation to virtual machines, reducing the number of virtual machine 

migrations and, consequently, minimizing migration costs and energy 

consumption. Furthermore, this algorithm has been utilized as an 

effective tool for comparing results in the areas of load balancing, 

resource scheduling, and improving energy efficiency in cloud 

systems . 

Keywords: Dynamic Load Balancing, Intelligent Routing, Latency Reduction, Software-Defined Networks, 

Traffic Engineering, Whale Optimization Algorithm. 

Highlights 

• A novel traffic management approach in SDN using the Whale Optimization Algorithm (WOA). 

• Improved load balancing, reduced latency, VM migrations, and energy consumption. 

• QoS improvement and performance comparison via modeling. 
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1. Introduction 

Software-Defined Networking (SDN) has revolutionized the way networks are designed, managed, and operated. 

By decoupling the control plane from the data plane, SDN introduces a centralized control mechanism that enables 

intelligent and dynamic network management. Unlike traditional networking architectures, where control and data 

functions are integrated within network devices, SDN centralizes the control function, allowing for improved 

traffic management, optimized resource allocation, and enhanced security. This architectural shift provides 

increased flexibility, reduces operational costs, and fosters network programmability, making SDN a preferred 

choice for modern networking environments. As digital transformation accelerates, the demand for high-

performance networking solutions continues to rise. Emerging technologies such as cloud computing, the Internet 

of Things (IoT), 5G, and edge computing necessitate networks that can dynamically adapt to fluctuating traffic 

patterns and workload demands. Traditional networking models, which rely on static configurations and 

predefined routing policies, often struggle to meet the agility and scalability requirements of modern applications 

[1-3]. SDN addresses these limitations by providing a programmable framework where administrators can 

implement adaptive traffic engineering and real-time policy enforcement. This programmability allows for the 

development of intelligent networking solutions that can optimize traffic flow, enhance security, and improve 

Quality of Service (QoS). Despite its numerous advantages, SDN introduces several challenges, particularly in 

the realm of load balancing and traffic management. As network traffic becomes increasingly dynamic and 

unpredictable, conventional load-balancing mechanisms prove inadequate in maintaining optimal resource 

distribution. Efficient load balancing is crucial for preventing congestion, minimizing latency, and ensuring 

uninterrupted service delivery. In SDN environments, load balancing involves dynamically distributing network 

traffic across multiple paths, switches, and servers to optimize performance and reliability. However, achieving 

efficient load balancing in SDN poses several technical challenges, including scalability, computational overhead, 

QoS assurance, and security resilience [4-6]. 

Traditional load-balancing mechanisms in conventional networks rely on static routing tables and predefined 

algorithms, which lack the flexibility to respond to real-time network changes. SDN, with its centralized control 

and global network visibility, offers a promising solution for implementing intelligent and adaptive load-balancing 

strategies. By leveraging software-based policies, SDN can dynamically adjust traffic distribution based on 

network conditions, application demands, and user requirements. However, the effectiveness of SDN-based load 

balancing depends on the efficiency of the algorithms used to distribute traffic across network resources. Various 

optimization techniques have been explored to enhance load balancing in SDN. These approaches include 

heuristic algorithms, artificial intelligence (AI)-driven methods, and bio-inspired optimization models. One of the 

most promising bio-inspired algorithms for SDN load balancing is the Whale Optimization Algorithm (WOA). 

Inspired by the hunting behavior of humpback whales, WOA is a metaheuristic optimization technique that has 

demonstrated superior performance in resource allocation and task scheduling [7,8]. By integrating WOA into 

SDN-based traffic management, network administrators can achieve more efficient and adaptive load distribution, 

minimizing congestion and improving overall network performance. WOA operates by mimicking the cooperative 

hunting behavior of whales, which involves encircling prey, bubble-net feeding, and spiral movements. These 

strategies are translated into mathematical models that optimize search and exploration in complex problem 

spaces. In the context of SDN, WOA can be utilized to dynamically allocate network resources, optimize traffic 

flow, and enhance service quality. Unlike conventional optimization techniques, WOA provides a balance 

between exploration and exploitation, enabling efficient convergence towards optimal solutions. This adaptability 

makes WOA a suitable candidate for addressing the challenges of load balancing in SDN environments [9-11]. 

The integration of WOA into SDN-based load balancing introduces several benefits. First, it enhances traffic 

distribution by intelligently selecting the most efficient paths for data transmission. This reduces congestion, 

minimizes packet loss, and improves network reliability. Second, WOA-based load balancing optimizes resource 

utilization by dynamically adjusting load allocation based on real-time network conditions. This ensures that no 

single network component is overwhelmed while others remain underutilized. Third, WOA improves energy 

efficiency by reducing unnecessary network operations, leading to lower power consumption and operational 

costs. These advantages position WOA as a competitive approach for optimizing SDN performance. However, 

despite its advantages, the implementation of WOA in SDN environments presents several challenges. One of the 

key challenges is computational complexity. As WOA involves iterative calculations and multiple search agents, 

its implementation in large-scale SDN networks requires efficient processing capabilities. Another challenge is 

convergence speed. While WOA provides a balanced search mechanism, fine-tuning its parameters to achieve 

optimal convergence remains a critical consideration. Additionally, integrating WOA with SDN controllers 

requires seamless interoperability between the algorithm and SDN protocols, such as OpenFlow. Addressing these 

challenges is crucial for ensuring the practical applicability of WOA-based load balancing in SDN environments. 

To evaluate the effectiveness of WOA-based load balancing, extensive simulations and performance analyses are 

required. These evaluations typically involve comparing WOA with other optimization algorithms, such as 

Genetic Algorithms (GA), Particle Swarm Optimization (PSO), and Deep Reinforcement Learning (DRL). Key 

performance metrics include latency reduction, throughput improvement, load distribution efficiency, and 
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computational overhead. By conducting comprehensive evaluations, researchers can determine the feasibility and 

scalability of WOA in real-world SDN deployments [12-14]. 

Another important aspect of SDN-based load balancing is security. As SDN centralizes network control, it 

becomes a potential target for cyber threats, including Distributed Denial of Service (DDoS) attacks. Effective 

load-balancing mechanisms must incorporate security measures to detect and mitigate malicious traffic patterns. 

WOA can be extended to include anomaly detection features, enabling proactive threat mitigation in SDN 

environments. By integrating security-aware optimization techniques, WOA can enhance both performance and 

network resilience against cyber threats. Furthermore, the adoption of SDN and intelligent load balancing has 

significant implications for emerging technologies such as 5G and edge computing. In 5G networks, SDN 

facilitates network slicing, where virtualized network segments are dynamically configured to meet diverse 

application requirements. Efficient load balancing in 5G-SDN architectures ensures seamless service delivery and 

optimal resource allocation. Similarly, in edge computing environments, SDN enables intelligent traffic routing 

between edge nodes and cloud data centers. WOA-based load balancing can enhance the efficiency of these 

distributed networks, improving response times and reducing latency for end users. In conclusion, SDN presents 

a transformative approach to modern networking by enabling centralized, programmable, and flexible network 

management. However, effective traffic management and load balancing remain critical challenges in SDN 

environments. Traditional load-balancing techniques lack the adaptability required to handle dynamic network 

conditions. Optimization-based approaches, particularly bio-inspired algorithms such as WOA, offer promising 

solutions to enhance SDN performance. WOA’s ability to intelligently allocate resources, optimize traffic 

distribution, and improve network efficiency makes it a viable candidate for SDN-based load balancing. 

Nevertheless, addressing challenges such as computational complexity, convergence speed, and security 

integration is essential for its successful deployment. Through extensive research and practical implementations, 

WOA-based load balancing can significantly contribute to the evolution of intelligent networking solutions, 

paving the way for more resilient and efficient digital infrastructures [15,16]. 

 

2. Innovation and contributions 

In this paper, the innovations and contributions can be summarized as follows: 

First, the paper introduces a novel approach by integrating the Whale Optimization Algorithm (WOA) with 

Software-Defined Networking (SDN) to address the challenges of traffic management and load balancing in 

dynamic network environments. This integration allows for intelligent and adaptive resource allocation, 

representing a significant advancement over traditional static methods. Second, the proposed method dynamically 

adjusts the load distribution coefficient using WOA, ensuring optimal resource utilization and minimizing network 

latency. Unlike conventional load balancing techniques, which often struggle with fluctuating network demands, 

this approach provides real-time adaptability, enhancing overall system efficiency. Third, the paper demonstrates 

that the proposed method significantly reduces network latency and energy consumption. By optimizing task 

allocation and minimizing the number of virtual machine migrations, the approach leads to more sustainable and 

efficient network operations. This reduction in energy consumption is crucial for modern networks, particularly 

in large-scale cloud and data center environments. Fourth, the use of WOA for resource scheduling in cloud 

environments results in better utilization of virtual machine resources. This ensures effective load balancing and 

reduces operational costs for cloud service providers. By intelligently distributing workloads, the method 

enhances infrastructure efficiency while maintaining high-performance standards. Fifth, the introduction of a 

dynamic threshold mechanism in the WOA algorithm further enhances its performance. By adaptively adjusting 

the search process based on the quality of solutions found in previous iterations, the method improves the 

algorithm’s ability to find optimal solutions faster and more efficiently. This innovation contributes to the 

robustness of the optimization process. Sixth, the paper provides a comprehensive comparative analysis of the 

proposed method against other existing techniques, such as CSSA and BASE. The results highlight the superior 

performance of the proposed approach in terms of latency reduction, packet delivery rate, and energy efficiency. 

This analysis validates the effectiveness and practical benefits of the new method. Seventh, scalability and 

flexibility are key strengths of the proposed approach. The method is designed to handle networks of varying sizes 

and complexities, from small to large-scale SDN environments. Its ability to adapt to different scenarios makes it 

a versatile and practical solution for diverse networking applications. 

Among the innovations presented in this paper, the proposed method incorporates adaptive load balancing, which 

allows it to respond to changing network conditions in real time. This ensures efficient load distribution, 

minimizes delays, and optimizes overall network performance. Additionally, the approach promotes energy-

efficient operations by reducing the number of virtual machine migrations and optimizing resource allocation. 

This contributes to lower energy consumption, making the system more environmentally sustainable while 

maintaining high efficiency. The integration of WOA with SDN also leads to enhanced network performance, 

including reduced latency and improved packet delivery rates. Finally, the introduction of a dynamic threshold 

mechanism in WOA allows for more precise and efficient optimization, further enhancing the overall 
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effectiveness of the algorithm. These innovations collectively contribute to a more efficient, scalable, and 

intelligent solution for traffic management and load balancing in SDN environments. 

 

3. Materials and Methods 

In this study, a novel approach for managing traffic in Software-Defined Networks (SDN) is proposed, utilizing 

the Whale Optimization Algorithm (WOA). The methodology is built upon several key components, including 

the development of a dynamic load balancing model, the integration of WOA into the SDN architecture, and the 

evaluation of the proposed method through simulation. The system under study is an SDN-based network 

environment that consists of various clients, a load balancer, an SDN controller, and several servers. The SDN 

architecture is structured into three layers: the application layer, the control layer, and the data layer. The SDN 

controller, which manages the control layer, is tasked with making intelligent decisions related to traffic routing 

and load distribution. The data layer includes network devices, such as switches, which forward traffic based on 

instructions from the control layer. The proposed dynamic load balancing model aims to optimize the load 

distribution coefficient to reduce network latency and enhance resource utilization. This model dynamically 

allocates tasks to virtual machines (VMs) and servers according to real-time network conditions, ensuring that the 

load is distributed evenly across the system. The optimization process enables better performance and minimizes 

network congestion. To enhance decision-making in the SDN control layer, the Whale Optimization Algorithm is 

integrated into the SDN architecture. WOA is employed to optimize task scheduling, resource allocation, and load 

balancing. The algorithm simulates the hunting behavior of whales, utilizing techniques such as the bubble-net 

feeding mechanism and spiral movement to find the best solutions for load balancing. The proposed method is 

evaluated using the NS-3 network simulator, a widely recognized tool for simulating and analyzing network 

performance. The simulation environment consists of networks with different sizes, ranging from 20 to 60 nodes, 

and various traffic loads between 1 and 3 Gbps. These scenarios are designed to assess the scalability and 

effectiveness of the proposed method under different conditions. 

Performance evaluation is conducted based on key metrics such as latency, packet delivery rate, energy 

consumption, and processing overhead. The results obtained from the proposed method are compared with those 

from existing methods, including CSSA and BASE, to demonstrate the superiority of the new approach in terms 

of performance and efficiency. A dynamic threshold mechanism is introduced in the study to enhance the 

performance of the WOA algorithm. This mechanism adjusts the search process according to the quality of 

solutions found in previous iterations. By doing so, it ensures faster convergence and better optimization of the 

algorithm, leading to improved performance in load balancing and task allocation. Tasks from end-users are 

divided into subtasks and distributed across fog nodes and cloud servers in a manner that optimizes task execution. 

The proposed method ensures that tasks are completed efficiently with minimal delay by allocating them to the 

most suitable nodes, whether on fog devices or cloud servers. This distribution strategy contributes to achieving 

low-latency and high-throughput performance. 

To support the research, several tools and software are utilized. The NS-3 simulator is employed for simulating 

the SDN environment and evaluating the performance of the proposed method. Mininet is used to create virtual 

network topologies, enabling the testing of the proposed load balancing algorithm in a controlled virtualized 

environment. The Whale Optimization Algorithm is implemented in the SDN context to optimize load balancing 

and resource allocation across the network. The study follows a structured approach, beginning with the problem 

formulation and the development of the dynamic load balancing model. The WOA algorithm is integrated into 

the SDN architecture, with its parameters adjusted to achieve optimal performance. The proposed method is tested 

under various network conditions, including different traffic loads and network sizes, to assess its scalability and 

efficiency. The results are then analyzed, and the proposed method is compared with existing techniques to 

validate its effectiveness. Through this comprehensive approach, the study ensures that the proposed method is 

robust, scalable, and effective in managing traffic and load balancing in SDN environments. The use of the Whale 

Optimization Algorithm combined with dynamic load balancing demonstrates the potential for significant 

improvements in SDN traffic management. 

 

4. Results and Discussion 

In this section, the results of the simulation of the proposed method are analyzed and discussed. The performance 

of the Whale Optimization Algorithm (WOA)-based approach for traffic management in Software-Defined 

Networks (SDN) is evaluated and compared with existing methods such as CSSA and BASE under various 

network conditions. The key performance metrics analyzed include latency, packet delivery rate, energy 

consumption, and processing overhead. The proposed method significantly reduces network latency compared to 

the CSSA and BASE methods. For instance, under a 1 Gbps load scenario with 20 nodes, the average latency of 

the proposed method was 87.735 milliseconds, whereas CSSA and BASE recorded 96.168 milliseconds and 

108.447 milliseconds, respectively. Similar improvements in latency were observed in larger networks (40 and 60 

nodes) and under higher traffic loads (2 and 3 Gbps), which demonstrates the scalability and effectiveness of the 

proposed method in reducing latency across different network sizes and traffic conditions. The proposed method 
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also achieves a higher packet delivery rate compared to the other methods. In a network with 20 nodes, the 

proposed method reached a 94.5% packet delivery rate, while CSSA and BASE achieved 92.3% and 90.8%, 

respectively. As the network size increased to 40 and 60 nodes, the proposed method maintained a higher packet 

delivery rate, indicating its robustness in handling larger and more complex networks, which is critical for 

ensuring efficient data transmission in SDN environments. 

Energy efficiency is another key metric where the proposed method outperforms the other techniques. In a network 

with 20 nodes, the energy consumption of the proposed method was 121 watt-hours, while CSSA and BASE 

consumed 142 watt-hours and 149 watt-hours, respectively. This reduction in energy consumption can be 

attributed to the optimized task allocation and the reduced number of virtual machine migrations, which are crucial 

features of the proposed method and contribute to a more energy-efficient SDN operation. In terms of processing 

overhead, the proposed method exhibits lower processing overhead compared to CSSA and BASE. For instance, 

in a network with 20 nodes, the processing overhead of the proposed method was 50 milliseconds, while CSSA 

and BASE recorded 100 milliseconds and 150 milliseconds, respectively. This reduction in processing overhead 

is significant, as it leads to faster decision-making and more efficient resource utilization, which is essential for 

maintaining the performance of real-time network operations in SDN environments. The scalability of the 

proposed method is one of its most notable advantages. It performs well in networks of varying sizes (20, 40, and 

60 nodes) and under different traffic loads (1, 2, and 3 Gbps). The method’s scalability makes it applicable to 

SDN environments of any size, offering versatile use across applications. 

In the comparative analysis, the proposed method consistently outperforms CSSA and BASE in terms of latency 

reduction across all tested scenarios. This is especially evident in networks with higher traffic loads and more 

complex topologies. Additionally, the proposed method achieves a higher packet delivery rate, particularly in 

larger networks and under heavy traffic conditions, further demonstrating its effectiveness in SDN environments. 

The proposed method is also more energy-efficient than the other methods, consuming less power in all evaluated 

scenarios. This energy efficiency is a critical advantage, particularly in large-scale SDN deployments where 

energy consumption is a major concern. Furthermore, the lower processing overhead of the proposed method 

ensures faster and more efficient network operations, which is crucial for optimizing the overall performance of 

SDN systems. The dynamic threshold mechanism introduced in the WOA algorithm further enhances its 

performance by adaptively adjusting the search process based on the quality of solutions found in previous 

iterations. This mechanism ensures faster convergence and better optimization, contributing to the overall 

efficiency of the proposed method and making it more effective in managing traffic and load balancing in SDN 

environments. The results indicate that the proposed WOA-based approach is highly effective in managing traffic 

and load balancing in SDN environments. The dynamic load balancing mechanism, combined with the adaptive 

nature of the WOA algorithm, allows the method to respond effectively to changing network conditions, ensuring 

optimal resource utilization and minimal latency. The scalability and energy efficiency of the proposed method 

further support its potential for future SDN implementations. In conclusion, the proposed method offers a robust, 

scalable, and energy-efficient solution for traffic management and load balancing in SDN environments. Its 

superior performance in terms of latency reduction, packet delivery rate, and energy efficiency makes it a 

promising approach for future SDN implementations and highlights its potential to improve the overall 

performance of SDN systems. 

Figures and tables are provided to offer a comprehensive overview of the performance of the proposed method. 

Table 1 shows the latency evaluation of the proposed method compared to CSSA and BASE under a 1 Gbps load 

scenario with 20 nodes. Table 2 provides a similar evaluation under a 2 Gbps load scenario with 40 nodes. Table 

3 evaluates the latency under a 3 Gbps load scenario with 60 nodes. Figure 1 compares the average packet delivery 

rate of the proposed method with CSSA and BASE across networks with 20, 40, and 60 nodes. These figures and 

tables clearly demonstrate the advantages of the proposed approach over existing techniques. 

 

Table 1: Latency evaluation of the proposed method and its comparison with two other methods under a 1 GB 

load scenario with 20 nodes 
Connectivity METHOD CSSA [17] BASE [18] 

1 10.2 11.28 12.8 

2 109 123 119 

3 144.38 165 165 

4 87.94 10.9 67 

5 11.3 87 154 

6 98.3 83 98 

7 112.3 43.2 98.39 

8 168 196.2 45.38 

9 123 165.9 148.9 

10 12.93 76.2 176 

Average 87.735 96.168 108.447 
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Table 2: Latency evaluation of the proposed method and its comparison with two other methods under a 2 GB 

load scenario with 40 nodes 

Connectivity METHOD CSSA [17] BASE [18] 

1 23.4 127 54.39 

2 89 177 87 

3 90.3 98.4 98.3 

4 187 184 184 

5 25.9 193.2 172.3 

6 115 93 168 

7 167 11.28 209.4 

8 189 178.3 243.4 

9 198 165.49 198.4 

10 99.9 101.23 254 

Average 118.45 129.26 166.9 

 

Table 3: Latency evaluation of the proposed method and its comparison with two other methods under a 3 GB 

load scenario with 60 nodes 

 

Connectivity METHOD CSSA [17] BASE [18] 

1 56.3 87.3 69.4 

2 45.9 111 65.49 

3 176.3 209 321 

4 201.26 265 289.4 

5 276.39 227.3 301 

6 135.49 109 298.4 

7 198 183.2 159 

8 238 65.3 110 

9 254 309 187.9 

10 187.9 311.4 148.3 

Average 176.954 187.75 194.989 

 

 

 
 

Figure 1: Comparison of the average packet delivery rate of the proposed method with two other methods with 

respect to changing the number of nodes in the SDN network. 

 

5. Conclusion  

This study introduced a novel approach for traffic management in Software-Defined Networks (SDN) using the 

Whale Optimization Algorithm (WOA). The primary goal was to address challenges related to load balancing, 

latency reduction, and energy efficiency by leveraging WOA’s adaptive nature to optimize resource allocation 

and task scheduling. The proposed method demonstrated significant improvements across key performance 

metrics, including effective load balancing, reduced network congestion, and enhanced resource utilization. 

Notably, it achieved lower latency compared to traditional methods such as CSSA and BASE, particularly in 

larger networks with higher traffic loads. Additionally, the approach improved energy efficiency by optimizing 

task allocation and minimizing unnecessary virtual machine migrations, making it a more sustainable solution. 
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The method also maintained a higher packet delivery rate, ensuring reliable communication even in complex 

network scenarios. A key innovation of the proposed method is the dynamic threshold mechanism in the WOA 

algorithm, which enhances optimization by adaptively adjusting search parameters based on previous results. This 

leads to faster convergence and improved decision-making, further strengthening the method’s efficiency. 

Moreover, its scalability across different network sizes and complexities highlights its potential for both small-

scale and large-scale SDN environments. Future research could integrate machine learning techniques to enhance 

adaptability and predictive capabilities, while real-world deployment and large-scale testing would further 

validate its effectiveness. In conclusion, the WOA-based approach offers a scalable, robust, and energy-efficient 

solution for SDN traffic management, paving the way for more intelligent, adaptive, and sustainable network 

infrastructures. 
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