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Abstract: In machining processes, the self-excited vibration between the cutting tool 
and the workpiece is an important issue that can result in undesirable effects, for 
example, poor quality of the final surface, low dimensional accuracy, breakage of the 
tool, and excessive noise. To anticipate this problem, statistical features of the 
vibration signal, such as mean, variance, and standard deviation, have been extracted 
from online measurements. The synthesis criterion (SC), which is based on the 
standard deviation (STD) and the one-step autocorrelation function (OSAF), has been 
employed to detect quickly the threshold of chatter vibration. In this article, flexible 
workpieces with varying cutting depths have been selected to detect online chatter 
vibrations during milling operations. In order to collect an analog vibration signal, an 
STM32 card has been selected with a sampling rate up to 20 kSPS. A high-bandwidth, 
lightweight film piezoelectric sensor is attached to the workpiece. Unlike other 
sensors, such as load cells or acceleration sensors, the film piezoelectric sensors do 
not alter the dynamics of the system. In this research, cost-effective hardware is also 
developed to capture vibration signals reliably and efficiently.  The experimental 
results confirm that the developed SC algorithm can efficiently predict the onset of 
chatter vibration as it was able to detect the onset of chatter vibrations within 0.18 sec. 
Thus, the SC algorithm can considerably enhance the milling operations of flexible 
parts. 
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1 INTRODUCTION 

Milling is a highly complex process, involving the 

periodic cutting effects of the tool’s cutting teeth on the 

workpiece. Regenerative waves are one of the most 

notable causes of self-excited or chatter vibration in 

milling, which can significantly impact the quality of the 

machined surface. Achieving a high material removal 

rate (MRR) and an acceptable surface quality are 

primary objectives of milling operations. However, as 

MRR increases, chatter vibrations tend to occur, 

necessitating the use of lower MRR and lower cutting 

depths to minimize undesirable interactions between 

tools and workpieces, as noted by Tlusty [1-2].  

Dynamic vibrations play a crucial role in the cutting 

process due to the fluctuation of the dynamic cutting 

force and the flexibility of the tool and workpiece. Also, 

a stability lobe diagram has been developed to assist in 

the selection of stable cutting parameters [3-4]. In recent 

years, numerous research studies have been conducted 

with the aim of acquiring signals of chatter during the 

milling process. A range of sensors and signals have 

been employed for chatter detection, including cutting 

forces [5-6], vibration signals [7-9], servo current [10], 

sound [11-15], and acoustic emission [9]. 

Due to the complex non-linear characteristics of chatter 

during the machining process, several methods have 

been proposed for online chatter recognition in three 

distinct domains: frequency, time, and time-frequency. 

In this regard, a novel approach for online chatter 

detection based on the development of artificial neural 

networks was suggested by [11], [16-20]. Specifically, 

different schemes of the Self-organizing map (SOM) 

neural network, recursive neural network (RNN), and 

convolutional neural network (CNN) were utilized for 

representing the occurrence of chatter through signal 

feature processing and deep learning. While intelligent 

control systems proved to be effective for monitoring 

and recognizing chatter, the robustness, accuracy, and 

response rate of the neural network were heavily 

dependent on continuous self-learning, training, and 

testing processes [21]. 

In [22], a novel coherence function about the 

acceleration of the tool in the x direction and an audio 

signal chatter detection method was proposed for turning 

operations, which was evaluated for its ability to detect 

chatter in the early stages of machining in the frequency 

domain. The experimental findings indicate that this 

method was sensitive to the onset of chatter. However, 

this method was not entirely independent of the 

machining parameters, and therefore, the optimal 

threshold for chatter detection may need to be updated 

by adjusting the mentioned parameters. Besides, an on-

line dependent chatter detection method in milling was 

investigated [23], and a discrete comb filtering method 

was suggested to isolate the chatter frequency. 

A novel synthetic criterion (SC) for early chatter 

recognition proposed by [11], integrates standard 

deviation (STD) and one-step autocorrelation function 

(OSAF) for the online recognition of chatter vibrations. 

Furthermore, this paper presents a revised fast algorithm 

for OSAF that significantly improves the computational 

efficiency compared to the original SC algorithm, 

thereby saving valuable time for online suppression of 

chatter vibrations. The experimental setup involved the 

acquisition of vibration signals through two 

accelerometers mounted on the spindle house, thus 

enabling the validation and verification of the proposed 

SC method. 

The work presented in this paper proposes a synthetic 

criterion (SC) for online chatter recognition. When the 

SC integrates standard deviation (STD) and One-Step 

Autocorrelation Function (OSAF), it results in an 

enhanced sensitivity and accuracy of chatter recognition 

compared to the traditional method [11]. The application 

of the SC method is a significant improvement in the 

detection of chatter vibrations during machining 

operations. The vibrations are captured by light 

weighted piezoelectric sensors that are mounted on 

workpieces of varying sizes. Unlike other sensors, they 

are distinguished by their ability to capture the vibration 

signals without altering the dynamics of the vibrating 

system. Additionally, these sensors are characterized by 

a high bandwidth and cost-effectiveness, making them a 

suitable choice for data collection purposes.  

2 MODELING 

Chatter vibrations are commonly observed when a 

machining process transitions from a stable stage to an 

unstable one. These signal vibrations involve three 

distinct stages: the stable stage, the transition stage, and 

the unstable stage [11]. While vibrations are negligible 

during the stable stage, they become more pronounced 

in the chatter stage. Therefore, the transition stage is 

particularly important for identifying chatter. Two 

changes occur in the transition stage: an increase in 

amplitude in the time domain and a shift in the dominant 

frequency band in the frequency domain, which lead to 

chatter vibrations.  

This paper employs a synthesis criterion (SC) to identify 

chatter vibrations, which is based on the integration of 

the standard deviation (STD) and the one-step auto 

correlation function (OSAF), which will be described. 

1.1. Standard Deviation (STD) 

One of the characteristics of a signal is STD which 

provides insight into the trend of increasing signal 

amplitude in the frequency domain. This feature is 

defined by the following Equation: 
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σ = √
∑ (𝑥𝑖−�̅�)2𝑁

𝑖=1

𝑁−1
                                                                (1) 

 

Where, 𝑥𝑖 is the sampled data, �̅� is defined as the average 

data and 𝑁 is the number of samples. 

1.2. One-Step Auto Correlation Function (OSAF) 

For processing random signals, OSAF is a beneficial 

method. It also defines the interdependence of a signal 

at one particular moment on the same signal at a 

different moment, within the time domain. If the 

sampling interval for chatter vibration is selected 

correctly, the OSAF can detect changes in the dominant 

frequency. A simple harmonic signal is defined by: 

 

𝑥𝑖(𝑡) = 𝐴𝑖 𝑠𝑖𝑛(2𝜋𝑓𝑖𝑡 + 𝜃𝑖)                                                      (2) 

 

Where, 𝜃𝑖 is considered to be a random variable. The 

expression of the OSAF according to the autocorrelation 

function is represented as follows: 

 

𝜌1𝑖 = 𝑐𝑜𝑠 2𝜋𝑓𝑖∆                                                         (3) 

 

The sampling interval (∆) is determined based on the 

Nyquist frequency 𝑓𝑛 = 1/(2∆). Additionally, 𝑓𝑖 

increases as 𝜌1𝑖 decreases. Harmonic vibration signals 

can be represented by the following: 

 

𝑥(𝑡) = ∑ 𝑥𝑖(𝑡)
𝑛
𝑖=1 = ∑ 𝐴𝑖 𝑠𝑖𝑛(2𝜋𝑓𝑖𝑡 + 𝜃𝑖)

𝑛
𝑖=1                (4) 

 
The original algorithm of OSAF for this condition is as 

follows: 

 

𝜌1 =
∑ 𝐴𝑖

2 𝑐𝑜𝑠(2𝜋𝑓𝑖∆)𝑛
𝑖=1

∑ 𝐴𝑖
2𝑛

𝑖=1

=
∑ 𝐴𝑖

2𝜌1𝑖
𝑛
𝑖=1

∑ 𝐴𝑖
2𝑛

𝑖=1

                                         (5) 

 

In this Equation, 𝐴𝑖
2 is replaced by 𝑆(𝑓𝑖) ,the power 

spectrum, in ith frequency (𝑓𝑖). So, the following 

Equation will be obtained: 

 

𝜌1 =
∑ 𝑆(𝑓𝑖) 𝑐𝑜𝑠(2𝜋𝑓𝑖∆)𝑛

𝑖=1

∑ 𝑆(𝑓𝑖)
𝑛
𝑖=1

                                                       (6) 

 

According to the aforementioned Equation, the original 

algorithm of OSAF has a monotonic relationship 

between 𝜌1 and the dominant frequency band [11]. 

1.3. The Fast Algorithm of OSAF  
To calculate OSAF in “Eq. (6)”, the power spectrum 

function 𝑆(𝑓𝑖) should be calculated using the discrete 

fourier transform (DFT) method. Therefore, to improve 

the computational efficiently, a fast algorithm for OSAF 

was introduced in [11], which can detect vibration 

signals online. Fast OSAF calculates the required time 

series directly as follows: 

 

𝜌1 =
𝑁𝐶−𝐴2

𝑁𝐵−𝐴2                                                                         (7) 

 
A, B, and C parameters are: 

 

𝐴 = ∑ 𝑥𝑖
𝑁
𝑖=1 , 𝐵 = ∑ 𝑥𝑖

2𝑁
𝑖=1 , 𝐶 = ∑ 𝑥𝑖

𝑁
𝑖=1 𝑥𝑖−1                   (8) 

 

In this research, N refers to experimental samples that 

have been acquired at each sliding window. 

Furthermore, the computational efficiency of OSAF was 

improved by implementing “Eq. (7)”, which 

outperforms “Eq. (6)”. 

1.4. Synthesis Criterion (SC) 
The STD is a value that indicates the magnitude of 

variations in a signal in the time domain. On the other 

hand, the OSAF is a feature that captures the changes in 

the dominant frequency band of the vibration signal. By 

combining these two functions, the SC is generated [11], 

obtained as follows: 

 

𝑆𝐶 =
𝜎

�̅�
 (1 + 2𝐸)                                               (9) 

 

Where, 𝜎 is the mean of STD of all sections calculated 

in the stable stage, 𝜎/𝜎 is the ratio of instantaneous STD 

and the mean of the total standard deviation. E is a sign 

function: 

 

𝐸 = 𝑠𝑔𝑛(𝜌1 − �̅�1 − 1.96 𝜎𝜌1)                                             (10) 

 

In this Equation, (�̅�1) is also considered as the mean of 

OSAF calculation in the stable stage, 𝜎𝜌1 is the STD 

of 𝜌1 and the scaling factor 1.96. This scaling factor 

represents the quantile of 97.5% confidence interval, a 

number commonly used for statistical calculation, from 

a normal distribution. If: 

 

𝜌1 < �̅�1 + 1.96 𝜎𝜌1 → 𝐸 = −1   

and 

 𝜌1 > �̅�1 + 1.96 𝜎𝜌1 → 𝐸 = +1, 

then 

SC can be described as follows: 

 

𝑆𝐶 = {

1.5𝜎/𝜎    , 𝐸 = −1,
2𝜎/𝜎    , 𝐸 = 0,
3𝜎/𝜎   , 𝐸 = 1.

                                                    (11) 

1.5. Online Chatter Recognition by SC 
Establishing the threshold value of SC is a crucial step 

in online chatter recognition. The initial threshold value 

may be determined due to two essential conditions [11]: 

 

σ > 1.875𝜎                                                                                    (12) 
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𝜌1 > �̅�1 + 1.96 𝜎𝜌1                                                                    (13) 

 

By applying both conditions simultaneously chatter 

vibrations occur and the threshold is equal to the 

following expression: 

 

𝑆𝐶𝑙𝑖𝑚 = 1.875 × 3 = 5.625                                                (14) 

 

The online chatter recognition by SC is: 

 

𝑆𝐶 ≥ 𝑆𝐶𝑙𝑖𝑚                                                                                     (15) 

 

When the SC value reaches a predetermined threshold, 

an alarm is triggered using the above-mentioned “Eqs. 

(14) and (15)”.  

In order to achieve early chatter recognition and online 

control using the SC, the following procedure is 

typically followed: First, vibration signals are sampled 

in the stable stage of milling, and their parameters such 

as the A, B, and C are computed. The length of the 

sliding data section (N) and the calculation timers are 

then set by the user. In this paper, the length of data in 

sliding windows (N) is selected by trial and error to 300 

samples. Then, 𝜎, �̅�1and  𝜎𝜌1 in each window are 

calculated. When the SC value reaches its threshold, 

chatter vibrations will be reported. Finally, by adjusting 

the milling parameters, chatter vibrations could be 

avoided.  

3 THE TESTBED 

To validate the SC algorithm in identifying chatter 

vibration, milling tests with different cutting conditions 

were conducted. For this process, a 4-teeth high speed 

steel end mill with a diameter of 10 mm and a length of 

70 mm was employed. The experimental setup involved 

the utilization of two distinct flat strip workpieces with 

a width of 20, thickness of 10, and lengths of 50 mm and 

70 mm, respectively, made of aluminum alloy 7075T6. 

As shown in “Fig. 1”. 

To acquire the signals, an STM32F103C8T6 data 

acquisition card was used with a sampling rate of 20 

kHz. To receive signals in a more suitable range, the 

piezoelectric sensor with two resistors of 1 and 2 mega-

ohms in the form of a series circuit was connected. The 

sensor signal is input to pin (A0) of the stm32 card. The 

following is a schematic of the circuit of this sensor 

(“Fig. 2”): 

The acquired vibration signals were analyzed by 

MATLAB software. In all experiments, 10 mm of 

workpiece was clamped in vise. The testbed is depicted 

in “Fig. 3”. 

 

 
Fig. 1 Workpieces with lengths of 50 and 70 mm. 

 

 
Fig. 2 Schematic of the circuit. 

 

 
Fig. 3 (a): The Experimental setup, and (b): Model of the 

process. 
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4 EXPERIMENTAL TESTS 

In this experiment, vibration signals under different 

cutting depths and constant spindle speeds and feeds 

were compared to investigate chatter during milling. 

These vibration signals are captured by using a 

piezoelectric sensor mounted on the workpiece along Y 

direction. 

The workpieces should be fixed, so 10 mm of each piece 

were clamped in the milling lockdown vise. The SC for 

workpieces with a free length of 40 mm with a depth of 

1, 4, and 6 mm and a workpiece of 60 mm with 0.5,1,4 

and 6 mm, was investigated. For each section, 300 

samples were selected as a computational part. To detect 

chatter vibrations, it is necessary to calculate the 𝜎, 

�̅�1and 𝜎𝜌1 parameters of the vibration signals in the 

stable stage. 

For the workpiece of 40 mm and at axial cutting depths 

of 1, 4, and 6 mm, the vibration signal was obtained. The 

following Figures illustrate the investigation of the 

chatter signal by the SC method (“Fig. 4”). 

 

 
Fig. 4 Signal and the SC curve for the workpiece 40 mm 

and DOC: (a): 1, (b): 4 and (c): 6 mm. 

 
During milling tests, the maximum SC values were 

found to be 2.5, 3.2, and 4.2 for cutting depths of 1 mm, 

4 mm, and 6 mm, respectively. Notably, all three SC 

values were found to be less than the threshold value, 

indicating stable signals based on the SC method. 

However, increasing the free length of the workpiece 

resulted in higher levels of chatter vibration. To identify 

the most stable signal using the SC method for a 60 mm 

workpiece, two cutting depths of 0.5 mm and 1 mm were 

utilized, with the corresponding SC values presented in 

“Fig. 5”. 

During the conducted milling tests, it was observed that 

the vibration signal remained stable at cutting depths of 

0.5 mm and 1 mm.  

 

 
Fig. 5 The comparison of stability by SC method between 

DOC: (a): 0.5 and (b): 1 mm for the workpiece 40 mm. 

 
Figure 6 presents the vibration signals for cutting depths 

of 0.5 mm, 4 mm, and 6 mm, as depicted using the STD 

and the OSAF diagrams in the time domain. 

Specifically, “Fig. 6 (a)” demonstrates a signal with a 

cutting depth of 0.5 that remains in a steady state, with 

minor fluctuations observed throughout the milling 

process, with different peak-to-peak ranging between 

140 and 900 integer values. 

During this process, the vibration signal exhibited 

significant fluctuations at cutting depths of 4 mm and 6 

mm, as evidenced by the STD diagram. Specifically, at 

a cutting depth of 4 mm, the peak-to-peak fluctuations 

in “Fig. 6 (d)” remained less than 1008 integer values 

before 0.17 seconds. However, after this point, the 

difference increased to approximately 2920 integer 

values. Similarly, at a cutting depth of 6 mm in “Fig. 6 

(g)”, the maximum difference was 2213 integer values 

before 0.1 seconds, with this difference significantly 

increasing to 3050 integer values. In the STD diagram, 

the fluctuations observed at a cutting depth of 0.5 mm in 

“Fig. 6 (b)” remained within a narrow range, with a 

peak-to-peak value of approximately 56.2 around a 

mean value of 200. However, “Figs. 6 (e) and (h)”, 

which demonstrate STD at cutting depths of 4 mm and 6 

mm, the mean value increased sharply after 0.25 seconds 

and 0.15 seconds, respectively, reaching values of 764 

and 954, respectively. Similarly, in the OSAF diagram, 

the amplitude widened at cutting depths of 4 mm and 6 

mm, as shown in Figs 6 (f) and (i). They evidenced peaks 

in 0.14, and 0.06 seconds which reached 0.904 and 0.986 

respectively. The signal, in turn, fluctuated around 0.4 
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and 0.65, respectively, at the end of the domain. 

Conversely, at the cutting depth of 0.5 mm, the OSAF 

diagram exhibited limited fluctuations around 0.94, 

within a range of approximately 0.0806, as depicted in 

“Fig. 6 (c)”. 

 

 
Fig. 6 The vibration time domain curve, STD, and OSAF curves. (Left) DOC 0.5 mm, (Middle) DOC 4 mm, (Right) DOC 6 

mm. 

 
 

So, this method is utilized for chatter detection at cutting 

depths of 4 mm and 6 mm. As depicted in “Figs 7 and 

8”, in these two depths of cut, chatter vibrations were 

observed. Specifically, a sharp increase in the SC was 

noted at the beginning of the 4 mm cutting depth, in “Fig. 

7 (b)” with a maximum value of approximately 6.67 

reached more than the SC threshold, being reached by 

1.3 seconds.  

The SC curve subsequently fluctuated around its 

threshold value for the remainder of the recorded time. 

Similarly, the SC curve for a cutting depth of 6 mm, as 

shown in “Fig. 8 (b)”, exhibited an initial increase within 

the first 0.15 seconds, with the value exceeding the 

threshold range of 𝑆𝐶𝑙𝑖𝑚 of 7.5 to 8.8. 

 
Fig. 7 The signal and the SC curve for the workpiece 60 

mm and DOC: (a): 0.5 and (b): 4 mm. 
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Fig. 8 Signal and the SC curve for the workpiece 60 mm 

and DOC: (a): 0.5 and (b): 6 mm. 

 

Figure 9 showcases the Discrete Fourier Transforms 

(DFTs) of the vibration signals obtained from the free 

length workpiece measuring 40 mm in length and 

subjected to cutting depths of 1, 4, and 6 mm, along with 

the workpiece measuring 60 mm in length and subjected 

to cutting depths of 0.5, 1, 4, and 6 mm in “Fig. 10”. 

 

 
Fig. 9 DFT for the workpiece 40 mm. (a): DOC 1 mm, 

(b): DOC 4 mm, and (c): DOC 6 mm. 

 

 
Fig. 10 DFT for the workpiece 60 mm. (a): DOC 0.5 mm, 

(b): DOC 1 mm, (c): DOC 4 mm, and (d): DOC 6 mm. 

 
According to the findings presented in “Fig. 9”, the free-

length workpiece measuring 40 mm exhibits a dominant 

frequency of approximately 4200 Hz. Notably, this 

frequency had a significant increase in amplitude, rising 

from 9.8 at a cutting depth of 1 mm to 25.82 at a cutting 

depth of 6 mm. Similarly, the dominant frequency 

observed at a cutting depth of 6 mm in “Fig. 10”, is 

approximately 2780 Hz, with the amplitude of the 

corresponding DFTs exhibiting an upward trend, 

increasing from 1.7 to 208 as the cutting depths vary 

from 0.5 to 6 respectively. These results indicate a 

decline in the dominant frequency of the signal with 

increasing free length of the workpiece, while the energy 

of the signal is shown to be directly proportional to the 

amount of axial depth of cut.  

Figure 11 shows the milling surface of the workpiece 

with a free length of 60 mm and cutting depths of 0.5,1,4, 

and 6 mm. The machined surfaces depicted in “Figs. 11 

(a) and (b)” exhibit a smooth texture with no visible 

chatter marks, thereby indicating a stable machining 

process with cutting depths of 0.5 and 1 mm. In contrast, 

the machined surfaces illustrated in “Figs. 11 (c) and 

(d)” demonstrate evidence of chatter vibration, evident 

from the visible chatter marks present at cutting depths 

of 4 and 6 mm, respectively. These experimental 

findings are consistent with the observations obtained 

from our developed online SC method. 
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Fig. 11 Machined surface for the workpiece 60 mm. (a): 

DOC 0.5 mm, (b): DOC 1 mm, (c): DOC 4 mm, and (d): 

DOC 6 mm. 

5 CONCLUSIONS 

The primary objective of this study was to employ the 

SC method for the online detection of chatter vibrations 

during the milling process. This method involved the 

combination of the STD and the OSAF techniques. To 

validate the efficacy of the SC method, milling tests 

were designed and conducted, aimed at detecting chatter 

vibrations promptly. The SC method was proposed due 

to its robustness and high detection speed, making it a 

potent tool for the online recognition of chatter during 

the milling process. The use of the SC was essential for 

detecting chatter vibrations in the stable signal at 

different workpiece lengths. As the length of the 

workpiece increased, the cutting depth required for the 

stable signal to detect chatter decreased. Also, for 

analyzing the vibration signals, accelerometers were 

employed; however, in this paper, piezoelectric sensors 

were utilized. Owing to the lightweight of the sensor, 

there is no interference to the dynamic of the system at 

all. Additionally, the high bandwidth of these flexible 

sensors along with cost-effectiveness, make them an 

ideal choice for capturing vibration signals reliably and 

efficiently. The experimental results confirm the 

efficiency of the proposed algorithms in predicting the 

onset of chatter vibration using the developed hardware. 
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1 INTRODUCTION 

In comparison with rigid links parallel robots, cable 

robots, have various profits such as low cost, low inertia, 

and friction, high payload-to-weight ratio, and large 

workspace toward serial robots[1-2]. Numerous Cable-

Driven Parallel Robots (CDPRs) that have the benefit of 

this characteristic were constructed. The NIST 

RoboCrane, the SkyCam movable camera system, the 

flight simulator, and the virtual reality simulator are 

some of the CDPR applications [3-4]. However, the 

cables are flexible, and they can only bear the tension. 

Thus, n-DOF CDPR should have minimum n+1 cables 

to preserve the cable tension and manipulate the robot 

[5]. Similarly, for CDPRs that have n-DOF and n cables, 

instead of one more cable, another actuator can be used. 

As a remarkable example, a prismatic actuator was 

utilized to retain tension in all cables [6]. Also, a 

pneumatic muscle could play as the spinal cord rule in 

the design of biological cable robots to imitate the 

human neck [7]. In this work, the central spine is used to 

keep all cables in tension.  

Optimal trajectory planning for the CDPR based on the 

definite cost functions provides a wide range of solutions 

[1], [8-11].  One of the best approaches to solving the 

problem of trajectory planning is optimal control theory. 

Two classes of direct and indirect approaches were 

considered for the optimal control problem (OCP) [12]. 

The indirect technique uses Pontryagin’s Minimum 

Principle. As an example, the time-energy optimal 

control problem for a CDPR with bounds on joint 

torques was solved by Bamdad [13].  

Besides the indirect method’s advantages, it has a major 

defect due to falling in a local minimum. The boundary 

value problem is solved challenging since the results are 

sensitive to the unknown initial conditions [12]. Thus, in 

this paper, the direct approach is selected.  

The direct method converts the trajectory planning to a 

parameter optimization problem. It uses discretizing the 

control and state variables. The key point about the 

direct method is that initial guesses have a low effect on 

the results. The integration process in the direct 

technique is essentially implicit. Compared to the 

indirect method, there is no need for analytical analysis 

and defining quasi-state variables. The key benefit of 

direct collocation is its directness. Also, the point and 

path constraints can be easily applied to the problem. 

Because of the discrete nature of the problem, there is no 

need for the shooting process, and high sensitivity to 

initial guess is removed. Thus, direct collocation is an 

influential nonlinear optimization technique that could 

be considered for systems with unstable dynamics and 

high nonlinearity. New research has established the 

potential of this approach [14-15]. In this article, an 

attempt is made to select a reliable direct method with 

minimum runtime to solve the trajectory optimization 

problem. On this basis, three direct methods of GPOPS-

II, B-spline curves, and Hermit-Simpson collocation are 

compared with each other. 

One of the direct approaches that convert the OCP to a 

discrete constrained minimization problem is the 

pseudo-spectral method. GPOPS-II uses the variable-

order Gaussian quadrature methods as a standard 

software package [16]. In this technique, the 

state/control variables are approximated by interpolating 

polynomials, where the nodes are the roots of orthogonal 

polynomials. An example of GPOPS-II is minimum jerk 

trajectory tracking for redundant robots [17]. Also, 

Campbell and Kunkel attend to solve the unstructured 

tracking problem for a robot arm that has a flexible joint 

[18]. 

Also, trajectory planning has recently been mostly 

constructed by several interpolation functions such as 

polynomial, spline, and Bessel. Due to the main 

advantage of using spline curves on trajectory planning 

over polynomial and Bessel curves, several types of 

research based on B-spline curves could be found in 

prior literature. As an example, for a CDPR, a new pick-

and-place solution by using the B-splines curves is 

presented in [19]. Also, acceleration and jerk 

optimization during trajectory have been found for 

parallel robots by B-spline curves in [20]. 

Mainly on the CDPR trajectory planning, because of the 

physical characteristics of cables, the special properties 

of cables must be considered. A minimum cable force 

limit is required to maintain all the cables in tension. 

Also, the maximum tension that cables can bear safely 

must be declared. In this regard, a model predictive 

controller is presented by Santos et al. which handles the 

tension distribution of the cables [21]. Also in [22], by 

optimal force allocation control, differentiable 

continuous tensions are guaranteed in over-constrained 

CDPR. In this work, the tension management of the 

cables is considered. Thus, the main contribution of this 

paper is:  

1- A Hermite-Simpson fast-direct collocation method 

adapting to the dynamic model of a CDPR is introduced 

and employed to obtain the optimal trajectory in an off-

line mode. For this purpose, also Gaussian quadrature by 

GPOPS-II and B-spline interpolation function which are 

well-known algorithms are selected to compare the 

numerical results and show the superiority of the 

Hermit-Simpson method.  

2- Two practical cost functions are introduced regarding 

the management of cable tensions. The first scenario is 

the minimum tension trajectory planning and the second 

is the minimum tension rate. The problem constraints 

consist of tension limits so that the cables are always 

under control.  

3- A hybrid CDPR consisting of a spine that exerts the 

normal force on the end-effector is offered.  The normal 

force maintains all the cables tightened. 
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The remainder of this work is arranged as follows: 

Sections 2, 3, and 4 explain three well-known 

approaches of direct collocation scheme, Hermite-

Simpson direct collocation, GPOPS-II, and using B-

spline curves. Section 5 presents the CDPR, and the 

kinematics and dynamics are formulated. Section 6 

signifies the problem statement. The dynamic Equation 

and the objective functions are considered. Minimum 

tension and minimum tension rate are selected as cost 

functions. The discretized dynamic Equation of motion 

is stated as the equality constraints and, the boundary 

conditions are expressed. Additionally, the cable forces 

must be maintained tensile during CDPR motion. In 

section 7, the dynamic model is verified by the ADAMS 

model. Section 8 discusses the simulation results of 

trajectory planning by three techniques, and ultimately, 

in section 9, the paper's conclusion is presented.  

2 HERMITE-SIMPSON DIRECT COLLOCATION 

The goal of CDPR trajectory planning is to generate the 

optimum controls according to the given objective 

function along with the physical limits such as 

maintaining positive cable tension. Thus, in a direct 

method, the CDPR state and controls are discretized. 

Commonly, the dynamic modeling of the CDPR is 

( ) ( (t), (t))t =x f x u& , where x ∈ Rn and u ∈ Rm 

designate the vector of states and controls. The problem 

is to find u(t), ∀t ∈ [0, T], such that a given objective 

function J is minimized: 
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Φ is the objective  function, and h and g are formulated 

as the list of constraints [12]. This continuous system is 

converted to a discretized system with a finite number of 

variables by direct collocation. All approaches in direct 

methods divide the phase duration (time) into N -1 

intervals, 0=t1<t2<…<tN=T where the points are denoted 

as a node. We use xk = x(tk). Let us indicate the control 

by uk = u(tk). Thus, a discrete-time dynamic is x (k+1) 

=f (x (k), u (k), k). We can collocate dynamic modeling 

via different approaches such as trapezoidal, Hermite-

Simpson, etc. However, because of the adequate 

numerical accuracy, the Hermite-Simpson is applied for 

discretizing. 
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Where, h = (tN – t1) / (N -1) is the time between two 

nodes. Now, the optimal control problem converts to the 

optimization of an NLP problem. The optimization 

problem is defined in such a way that the state and 

control values, xk and uk are selected at each node in such 

a way that the dynamic Equations, boundary conditions, 

and all constraints are satisfied. In addition, the control 

values should be minimized according to the objective 

function simultaneously. The analytic Sequential 

quadratic programming, SQP solver is selected to solve 

this problem because it is faster and more precise rather 

than other algorithms, especially the evolutionary 

algorithm. In the optimization problem, selecting a 

reasonable initial guess can accelerate convergence and 

minimize the solution time. First, the optimization 

variables must be limited based on the physical nature of 

the joint variables and actuator forces. If it is considered 

yk=(xk,uk), it is supposed a lower bond lb and upper 

bound ub for each state and control variable yk as 

lb<yk<ub. In this paper, the linear initial guess between 

the boundary values of each state and control variable is 

considered in “Eq. (3)”.  
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k N
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Which yk
0 is the initial guess. Also, y1 and yN are initial 

and final values.  

3 GPOPS-II 

GPOPS-II is a MATLAB package offered for solving 

OCPs for nonlinear dynamics. GPOPS-II utilizes a direct 

collocation technique by the pseudospectral functions 

[16]. The continuous-time OCP is approximated using a 

new class of variable-order Legendre-Gauss-Radau 

quadrature orthogonal collocation polynomials resulting 

in an NLP. As stated, GPOPS-II approximates both 

states and controls that translate the OCP into an NLP 

for each (K=1, 2, …, N-1) interval. The critical points of 

a solution by GPOPS-II are [23]: 
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• The algebraic constraints can be used. 

• GPOPS-II can use automatic mesh refinement. 

• To develop the required gradients, hessian and 

Jacobian, automatic differentiation is accessible.  

4 B-SPLINE CURVES 

B-spline curves are an interconnected set of Bezier 

curves in the following general form [12]: 

 

, 1

1

( ) ( )
n

i k i N

i

x t B t C t t t
=

=    (4) 

 

The Equations of B-spline curves consist of two parts, 

basic functions Bi,k, and control points Ci. To calculate 

Bi,k, one must first determine the number of Bezier 

curves and their degrees. Then, the time should be 

divided by the number of curves. Each point is called a 

node thus the time node vector is formed t= [t1, t2, …, 

tN]. A value of time may be repetitive numerous times in 

a node vector, named the number of repetitions. The 

difference between the order of the curve, ki, and the 

number of repetitions mi determines the degree of 

smoothness si.  

 

i i is k m= −  (5) 

 

si designates the level of continuity in the node, which is 

equal to the si -1 order of derivation. By these 

assumptions, the basic functions can be calculated using 

the following relations: 

 

1

,1

, , 1 1, 1

1 1

1 if
( )

0 otherwise

( ) ( ) ( )

i i

i

i i k
i k i k i k

i k i i k i

t t t
B t

t t t t
B t B t B t

t t t t

+

+
− + −

+ + + +

 
= 


− −
= +

− −

 (6) 

 

The control points organize the curve and produce a 

continuous concept. B-spline curves behave quite 

locally. By changing one of the control points, only the 

shape of the curve in the vicinity of the control point 

changes and the rest of the B-spline curve remains 

unchanged.  

5 CDPR MODELING  

A prismatic central linkage is used in this CDPR to 

supply structural stability. This central spine with wire 

actuation is utilized to obtain various important benefits 

while the advantages of a CDPR are needed. In “Fig. 1”, 

the CDPR CAD model is illustrated. This platform has 

3-DOF: pitch, roll, and heave. In this mechanism, the 

cylinder is fixed at point O to the base and attached to 

the EE at point Pm by a 2-DOF Cardan joint. Universal 

joint limits the platform’s rotation about the Z-axis as a 

single rotational DOF. Two other movements, moving 

forward/backward and moving left/right are also 

prevented.  

 

 

 

 

 

 
Fig. 2 CDPR CAD model. 

 

A prismatic actuator is used to eliminate the 

gravitational effects for any CDPR configuration. Thus, 

it makes the potential energy constant. The use of a 

prismatic joint has some advantages. The prismatic 

actuator supports the end-effector’s weight while 

improving the tensionability condition. Positive tension 

must be guaranteed during CDPR motion. The cylinder 

moves the moving platform up and down, and the cables 

are designed to direct the EE. Since the pneumatic 

cylinder tolerates the EE weight, to guide the EE, using 

powerful motors is not necessary.  

For kinematic analysis, the reference frame [A: XYZ] is 

fixed at point O to the base, and the moving frame [B: 

xyz] is attached to the EE at point Pm, the EE center of 

mass. The EE coordinate x is expressed in [z, α, β] T. z 

denotes the height of the Pm, α denotes the EE pitch 

angle around the X-axis, and β denotes the EE roll angle 

around the Y-axis. In inverse kinematics, these 

coordinates are considered. The q = [l1, l2, l3, d] T is the 

joint coordinate. li is the cable length, and d is the 

cylinder position. Since the pneumatic cylinder is fixed 

to the base, z = d+d0, in which the fixed length of the 

pneumatic cylinder d0 is considered 0.5m. The angle 

between the right-hand side of the X-axis and OSi is θi 

(i=1,2,3). The schematic diagram of the mechanism is 

introduced in “Fig. 2”. To obtain the cable length, we 

form the following Equations: 

 

i i i i i i i i il+ = ⎯⎯→OS S P OP = S P = OP -OS  (7) 

 
OSi is a constant vector. Also, OPi = z + PmPi, in which 

z is known. For PmPi, we have PmPi =Rm
oPi. Rm

o 

Central spine 

End-effector 

Stepper 

motor 
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=RPR=Ry(β)Rx(α) is the rotation matrix of the EE. Also, 

Pi is the primary position of the vector PmPi relative to 

the frame [B]. Consequently, the inverse kinematic 

Equation is: 

 

0 , ( ) ( )i i iz d d l  = + y x= z + R R P - OS  (8) 

 

 

 
Fig. 2 CDPR kinematic and FBD diagram. 

 
By velocity loop closure, the Jacobian is calculated. I, J, 

K is the unit vector of a frame [A], and i, j, k is the unit 

vector of [B]. The relationship between the joint 

velocities and EE velocity is explained in the following 

Equation: 

 

x=q J x& &  (9) 

In which Jx is the Jacobian, q&  is the velocity vector of 

the joints, and x& is the EE velocity. First, we notice the 

next Equation, which is established in every closure loop 

of the parallel platform. 

  

m m i i i iOP + P P = OS +S P  (10) 
 

In the next step, we differentiate from each term of Eq. 

(10). First, by considering prismatic joint, dOPm/dt= z K&  

with pitch–roll rotation, we have: 

,m i
m i

d

dt
 

 
  =  = +
 
 fix

P P
Ω P P Ω I J&&  (11) 

 

Also, OSi is a constant vector. As a result, dOSi/dt=0. 

Also, li direction through a unit vector si is calculated as 

follows: 

 

i i
i i i i i

i

l
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S P

s S P = s  (12) 

 

The angular velocity vector of the cables, Ωli is 

perpendicular to si, and cables do not rotate around 

themselves, as a result: 
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Therefore, the final Equation for velocity loop closure is 

rewritten as: 

 

( )
im i i i l i iz l l + +  = + K I J P P s Ω s&&&&  (11) 

 

For calculating Jx, the cross product of the vector si 

satisfies the following Equation. 

 

. (( ) ). . ( ).
ii m i i i i i l i i iz l l + +  = + K s I J P P s s s Ω s s&&&&  (12) 

 
Considering PmPi = Ei, “Eq. (12)” simplifies to:  

 

. ( ). ( ).i i i i i iz l +  +  =K s I E s J E s &&&&  (13) 

 
Rewriting “Eq. (13)” results in: 

 

[ . ( ). ( ). ][ ]T
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From “Eq. (5)”, z d= && , using “Eq. (14)” for i = 1, 2, 3, 

Jx is derived as: 
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 (15) 

 

The manipulator dynamic Equation of motion can be 

obtained from the Newton-Euler formulation. In this 

case, the cable mass and friction are neglected. Let Wenv 

= [Fz, Tx, Ty] T be the wrench applied on the EE center by 

the environment and τ=[T1, T2, T3, Fz] T is the actuator 

force where Ti is the tensions and Fzc is the cylinder 

force. The EE position/orientation relative to the world 
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coordinate systems is denoted by three variables in x=[z, 

α, β] T. After CDPR Jacobian Jx calculated from “Eq. 

(11)”, nonlinear differential Equations of motion for the 

CDPR is rewritten as: 

 

( ) T

x+ + =D x x C(x,x) G(x) J τ&& &  (16) 

 
In which D(x) signifies the CDPR mass matrix, C(x,x)&
signifies the Coriolis and centrifugal matrix, and G(x) 

signifies the gravity effect, all will be presented in 

Appendix A. The CDPR Jacobian Jx is calculated from 

“Eq. (15)”. As a result, the state space can be developed 

as below: 
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                                                                                  (17) 

6 PROBLEM STATEMENT 

Due to trajectory planning, the direct collocation method 

should be adapted with CDPR modeling. First, from the 

dynamics, the states are the joint position and velocity, 

and the controls are the actuator. Thus, the optimization 

variables are: 

 

[ , , , , , , , , , ]
k k k kk k k k k k k 1 2 3 zz z F F F F   =y &&&  (18) 

 

In which k = 1, 2, …, N. The NLP variables that should 

be optimized based on the cost function are y= (y1, y2, 

…, yN)T. The trajectory planning problem is to detect y 

in all nodes considering boundary conditions and 

constraints. This problem is prescribed with cable force 

and force rate in the objective functions. The inequality 

constraints include positive force in the cables. “Table 

1” explains the objective function. From “Eq. (17)” and 

using “Eq. (3)”, the dynamic constraint is established as 

the equality constraint: Minimize J 

 
Table 1 Cost functions definition 

Cost functions Continuous form 
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   (19) 

 
The boundary conditions are the second list of 

constraints. 

 

1 1

1 1

1 1

0.5m, 0 m/s , 1m, 0 m/s

0 rad, 0 rad/s, 0.35rad, 0 rad/s

0 rad, 0 rad/s, 0.2 rad, 0 rad/s

N N

N N
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z z z z

   

   

= = = =

= = = =

= = = =

& &

& &

& &

 (20) 

 
For cable constraints, it must be considered positive 

tension otherwise, the CDPR performance will be 

troubled.  

 

( 1,2,3)

(k 1,2,..., )ki allow

i
F F

N

=
 

=

 (21) 

 
At time tk, Fik= Fi(tk) represents the tension (i=1,2,3). 

Fallow is the minimum cable force and is 10N. The CDPR 

parameters are denoted in “Table 2”. SQP by the 

suggested procedure in “Fig. 3” solves this trajectory 

planning problem. 

 
Table 2 The cable robot parameters 

Parameters Value Unit 

Angle 

=0 1θ 

=120 2θ 

=240 3θ 

degree 

Base radius =0.8 br m 

EE radius =0.2 er m 

EE mass m=100 Kg 

EE moment of inertia I=1 2Kg.m 

Initial time =0 1t s 

Final time =2 Nt s 
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Algorithm Direct collocation trajectory planning of a 

CDPR 

Input:  

1: Get the parameters: θi, rb, re, m, I, t1, tN. 

2: Define lower bond lb and upper bond ub. 

3: Define the boundary values by Eq. (20). 

4: Define the linear initial guess matrix 0

ky  (“Eq. (3)”). 

5: Consider the NLP variables y= 0

ky . 

Constraint function.  

6: For k=1 to N -1 do 

7: Consider dynamics constraints (“Eq. (19)”). 

8: End for 

9: Set the boundary conditions (“Eq. (20)”) and positive 

tensions (“Eq. (21)”). 

Objective function.  

10: For k=1 to N -1 do 

11: Define the objective function (“Table 1”). 

12: End for 

Direct collocation method: 

13: While the optimality condition is satisfied do 

14: Call the Objective function and Constraint function.             

15: Compute new trajectory y by NLP iterative search 

algorithm. 

16: End while 

Output: 

17: Report optimal trajectory ys = y. 

Fig. 3 The proposed algorithm. 

7 DYNAMIC MODEL VERIFICATION 

To verify the dynamic modeling, a model is 

implemented through ADAMS software. As shown in 

“Fig. 4”, this model includes complete details of the 

CDPR. To verify, nonlinear actuator controls are 

considered.  

1

2
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2

2 2sin( ), unit :N
2

2sin( ), unit :N
2

980.6 10sin( ), unit :N
2

z

t
T

t
T

t
T

t
F










=


 = −


 =


 = +


 (22) 

 

 
Fig. 4 ADAMS model. 

The simulation results of both methods are quite similar. 

The model simplification causes small inaccuracies 

between the MATLAB and ADAMS models. It is 

considered the ideal universal joint in MATLAB. Thus, 

the EE gravitational force has no torque around the 

center of the U-joint, but in ADAMS there is. Also, in 

the MATLAB model, it is considered that the moving 

platform has no thickness. Some minor errors may be 

caused by the numerical errors of the ordinary 

differential Equation solver in ADAMS, which are 

reasonable in a sense. Therefore, the accuracy of the 

dynamic model is verified (“Fig. 5”). 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 5 Results of the MATLAB and ADAMS simulation: 

(a): EE center of mass z position, (b): roll angle, and (c): pitch 

angle. 
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8 TRAJECTORY PLANNING WITH HERMITE-

SIMPSON, GPOPS-II, AND B-SPLINE CURVES 

METHODS  

For simulation, the computer specification is Windows 

7 Pro, Intel (R) Core (TM) i5 CPU M-480 @ 2.67GHz 

and 4GB RAM. MATLAB has been used for simulation. 

We can compare GPOPS-II, Hermite-Simpson, and B-

spline methods corresponding to the minimization of the 

cost function. Solving the trajectory planning problem 

by minimizing tension and tension rate is summarized in 

“Table 3”. The runtime is divided into ten nodes.  

Also, three stopping criteria for SQP solver are defined. 

Generally, the stopping criteria are thresholds that, if 

crossed, stop the iterations. TolX is the minimum size of 

a step. If the solver takes a step tinier than TolX, the 

iterations finish. TolFun is a minimum change in the cost 

function value during a step. The process will be 

completed when |J (xk) – J (xk+1)| < TolFun. At last, 

MaxIter is the number of solver iterations. If the number 

of iterations exceeds the MaxIter, the simulation is 

ended. The stopping criteria for the three methods are 

considered the same, TolX = TolFun = 10-3, and MaxIter 

= 30000. First, solving the trajectory planning problem 

through minimizing tension is considered. The results 

for direct collocation, GPOPS-II, and B-spline are 

illustrated in “Fig. 6”. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 
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(g) 

Fig. 6 Results through minimizing cable’s tension.  

 
Table 3 Results for the minimum-tension cost function 

Methods Runtime (s) Cost function value 

Hermite-

Simpson 
0.86 399 

GPOPS-II 10.31 385 

B-spline 7.73 427 

 

The results show that Hermit-Simpson's method is 

superior to other methods in terms of problem-solving 

time. Also, in the GPOPS-II method, there are drastic 

changes in increasing or decreasing the force of the 

pneumatic cylinder, which is not desirable at all. 

Therefore, as two reliable methods, the results related to 

the Hermit-Simpson method and B-splines function are 

proposed. From the viewpoint of the cost function, the 

results of the Hermit-Simpson method are superior to the 

B-spline technique. It can also be seen that the changes 

related to the cable forces in terms of time are less in the 

case of the B-spline method, and smoother forces have 

been obtained. Second, the problem is considered by 

minimizing the tension rate of the cables. The results are 

shown in “Fig. 7”. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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(e) 

 
(f) 

 
(g) 

Fig. 7 Results through minimizing cable’s tension rate.  

 

The results show that the B-Spline method is the most 

time-consuming in terms of runtime. In the GPOPS-II 

method, there are severe changes in the tension of the 

cables and the pneumatic cylinder force, which proves 

that this method is not desirable for meeting the control 

demands. It is clear from the value of the objective 

function in “Table 4” that this method could not 

minimize the value of the cost function. From the 

viewpoint of minimizing the objective function, the 

results of the Hermite-Simpson method are significantly 

superior to the B-spline method. 

 
Table 4 Results for the minimum-tension-rate cost function. 

Methods runtime (s) Cost function value 

Hermite-

Simpson 
1.16 0.95 

GPOPS-II 1.08 272640 

B-spline 7.11 10.61 

 

Finally, the cable tensions obtained from two objective 

functions, minimum-tension and minimum-tension-rate 

by Hermit-Simpson direct collocation are compared in 

“Fig. 8”.  

 

 
(a) 

 

 
(b)  
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(c) 

Fig. 8 Comparing results through minimizing cable’s 

tension and cable’s tension-rate.  

 
From “Table 5” and “Fig. 8”, it can be seen that if the 

designer wants the changes in cable forces to be 

minimal, the function of minimum-tension-rate can be 

used. However, using this function increases the amount 

of cable forces. Otherwise, the forces obtained from the 

simulation with the objective function of minimum-

tension give acceptable results. 

 
Table 5 Results of the Hermit-Simpson direct collocation for 

the minimum-tension (J1) and minimum-tension-rate (J2) 

objective function 

Cost function selection 1J 2J 

1J 

2J 

399 105 

2123 0.95 

9 CONCLUSIONS 

The development of optimal trajectory planning 

algorithms is a main issue in efficiently performing 

cable-driven parallel robot tasks. Direct collocation 

schemes are considered in this paper to solve the 

trajectory planning problem for CDPRs. First, the 

optimization problem and direct schemes were 

introduced. Then the CDPR kinematics and dynamics 

are obtained. Next, the problem statement of the 

trajectory planning is expressed in detail. The trajectory 

planning's key emphasis was on the cable tensions in the 

cable robot with the prismatic actuator considering the 

boundary conditions and positive cable tension 

constraints. Before the trajectory planning, the 

MATLAB model is verified by an ADAMS model. The 

two models have a good agreement in the results of 

motion parameters to the nonlinear input forces and thus, 

the CDPR dynamics is correct (“Fig. 5”). Direct 

collocation approaches in trajectory planning including 

Hermite-Simpson, GPOPS-II, and B-spline method are 

compared in “Tables 3 and 4”. The results from the 

minimum-tension objective function from “Table 3 and 

Fig. 6” in this simulation show that using the Hermite-

Simpson and B-spline methods has good performance in 

minimizing the cost function rather than GPOPS-II. But 

the Hermite-Simpson is the most accurate and fast 

among the methods. The results obtained from the 

minimum-tension-rate objective function from “Table 4 

and Fig. 7” show that GPOPS-II is not desirable in 

satisfying the control demands and could not minimize 

the value of the objective function. Also, the Hermite-

Simpson has a better performance and less runtime 

rather than B-spline. Thus, this shows that the Hermite-

Simpson direct collocation technique is an appropriate 

method for this trajectory planning problem. 

Furthermore, this technique can be simply formulated 

and proposed for other case studies. Also, by comparing 

the cable tensions in “Table 5 and Fig. 8”, the role of cost 

functions in cable tension management is determined. In 

the case where minimum-tension-rate is used, the 

changes in tensions will be less, but the value of cable 

tensions and consequently the energy consumed is more. 

As in research [14] and [15], the use of the direct 

collocation method has brought reliable results. In 

various research, indirect methods [8],  polynomial and 

harmonic functions [24], and other basic functions have 

been used for trajectory planning. This issue may be 

directly related to the unfamiliarity of the direct 

collocation method. Also, due to the existence of ready 

toolboxes such as GPOPS-II and default MATLAB 

software commands, researchers have usually used these 

toolboxes and commands or previously known methods. 

Apparently, there are some limitations in this research. 

In dynamic modeling, the ideal universal joint is 

considered. Also, friction between the CDPR elements, 

cable mass, and the moving platform thickness are 

neglected. But despite this, the presented model has a 

good match with the Adams model. On the other hand, 

the mathematical complexities of modeling have been 

avoided. Also, due to the time limit, three direct methods 

were compared in solving the trajectory optimization 

problem, and in future research, other methods can be 

used in solving the trajectory planning problem. 

10 APPENDIX OR NOMENCLATURE 

Ei is the vector from the EE center to the attachment 

point of the cables after pitch-roll rotation. Hence: 

 

) )i ifix movPRE = R E  

 

In which RPR is the pitch-roll rotation matrix. )i mov
E is 

calculated as: 
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Hence, )i fix
E is obtained as follows: 
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Also, the elements of “Eq. (16)” are presented as 

follows: 

0 0

0 0 , 0, [ 0 0]

0 0

T

m

I mg

I

 
 
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1 INTRODUCTION 

Due to the very high temperature of the exhaust gases 

from the stack of two sets of heaters in the catalytic 

reformer unit of Isfahan Refinery, including eight 

cylindrical heaters, the present research was carried out 

with the aim of optimizing the heaters to recover energy 

from flue gases and reduce the temperature of the 

exhaust gases. In the current situation, these gases enter 

the atmosphere with a temperature of about 1000 °C, so 

it is possible to optimize the existing heaters by using 

valid standards and related software. In this research, 

taking into account the operational conditions of the 

heaters and in order to increase energy efficiency and 

reduce environmental pollutants, various options have 

been investigated, and a convection section is selected 

and added to retrofit and optimize the existing heaters. 

By using these studies, the gases from combustion can 

be used to preheat boiler water (from 117°C to 240°C). 

With the aim of heat recovery, this issue will increase 

the efficiency of heaters, save energy, and reduce 

environmental pollutants. 

2 PROCESS DESCRIPTION 

The basic design of the research has been such that the 

combustion gases from four heaters 251 to 254 enter the 

common duct and exit the common stack with a 

temperature of about 1000 degrees Celsius, which 

wastes a lot of energy. The current research aims to use 

the energy of these gases in order to heat the high-

pressure feed water of boilers from the temperature of 

117°C to 240°C and reduce the temperature of the 

exhaust gas from the stack to below 200°C, (“Fig. 1”). 

 

 
Fig. 1 Process design schematic [1]. 

 

The heaters of the catalytic conversion unit produce the 

feed of light fuel production units such as gasoline, and 

for this reason, they are important, and their failure will 

affect the production of light fuel in the country. In this 

regard, it is very important to observe the pressure of the 

outlet duct of the heaters to maintain the functioning of 

the heaters and also to maintain the flame conditions of 

the burners. In order to maintain the efficiency of 

heaters, the pressure of 10-25 mm of water in the exhaust 

gas duct of the heaters should be observed. In this regard, 

the design of the new convective part should be done 

considering these conditions. 

3 REMOVAL OF THE DAMPER FROM THE 

COMMON DUCT 

The use of a guillotine or damper on the common duct 

and Inlet guide vane at the inlet of the suction fans to 

adjust the required suction of the heaters is commonly 

used in the design of such systems, which is Acceptance 

of the common design standards, but considering 

malfunction of burners, the unfavorable experiences and 

the bad effect on the performance of the heaters in the 

use of existing dampers for high temperatures, the 

removal of the damper from the common duct has been 

investigated and suitable solutions are presented to 

ensure that the heaters run properly safe. 

The operating conditions of the existing heaters are 

simulated in “Fig. 2” by considering the natural suction 

of air in the burners. As can be seen, the natural suction 

of the stack and the Stack effect are created as a result of 

the temperature gradient and the volumetric mass 

difference and are applied through the stack length. 

 

 
Fig. 2 Existing heaters natural draft. 
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4 OPTIMUM DESIGN FOR CONVECTION 

SECTION 

Process data for the thermal calculation of a new 

convection section usually includes various parameters 

and inputs that are necessary to design an effective and 

efficient heat transfer system. Operating conditions 

include the desired temperature range, hot and cold fluid 

flow rates, and specific application or process 

requirements. Some of the key process data elements 

involved in the thermal calculation for a new convection 

section are as follows, (“Table 1”). 

 
Table 1 Process design data 

UOM Value Description 

Kg/s (kg/hr) 34.4 (124000) Flue Gas Flow Rate 

°C 900 Flue Gas Temperature 
3Kg/m 0.35 Flue Gas Density 

mmH2O -10~-25 
Flue Gas Pressure in 

Common Duct 

Mole% 

71.4 N2 

Flue Gas Composition 

16.7 H2O 

2.49 O2 

0.89 Ar 

8.52 CO2 

°C 117 
BFW Inlet 

Temperature 

°C 240 
BFW Outlet 

Temperature 

barg 60 BFW Inlet Pressure 

- 2 x 50% Number of Fans  

 

Considering the 45-year operation of the heaters, as well 

as the dependence of gasoline production on their 

performance and the lack of sufficient space, the design 

of the convection section has faced various problems. In 

this context, according to the available limited space, the 

design of the economizer should be done in such a way 

that the maximum heat exchange between the 

combustion gases and the feed water of the boilers takes 

place at the same time, and also the pressure drop should 

be such that the suction required by the burners is 

provided and there should be a negative effect on the 

functioning of the heaters. After reviewing the basic data 

documents and specifications of the heaters and taking 

into account the installation time of the equipment and 

the problems of running out of service for the heaters, in 

this research, various plans have been examined and 

studied. The establishment of the convection section on 

top of the existing common duct and the placement of 

fans on top of it and the use of a separate short stack on 

top of the fan to discharge the combustion gases into the 

atmosphere are considered the best design considering 

all the technical and operational aspects, (“Fig. 3”). 

 

 
Fig. 3 Predominant schematic plan. 

 

In this design, the gases from combustion are directed 

into the economizer before being connected to the stack. 

Then, in order to compensate for the pressure drop in the 

convection section, these gases enter two fans with 50% 

of the total capacity and are directed to the atmosphere 

through a separate stack. 

Continuity, momentum, and energy Equations can be 

expressed in the form of conservative Equations for the 

general variable ϕ in the form of the following Equations 

[2].  

 

𝑑𝑖𝑣(𝜌𝜙�⃗�) = 𝑑𝑖𝑣(𝛤𝛻𝜙) + 𝑆𝜙                                       (1) 

 

These Equations can be as Equation (2) for each control 

volume or cell with a two-dimensional triangular cell in 

the computational domain [2].  

 

∫ 𝑛. (𝜌𝜙�⃗�) 𝑑𝐴
 

𝑆
= ∫ 𝑛. (𝛤𝛻𝜙) 𝑑𝐴

 

𝑆
+ ∫ 𝑆𝜙𝑑𝑉

 

𝐶𝑉
              (2) 

 

In the simulation of flows that undergo separation and 

eddy formation, it is important to ensure an accurate 

simulation of the fluid field, to ensure the appropriate 

mesh size near the walls, respectively the layers around 

the walls. The height of the first grid cell of the wall is 

calculated using the following relations [3-4]. 

 

𝑅𝑒𝑥 = 
𝜌 𝑉 𝑙

𝜇
                                                                                    (3) 

 

𝐶𝑓 = 
0.026

𝑅𝑒𝑥

1
7

                                                                                      (4) 
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1
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𝐻1𝑠𝑡 = 
𝑦∗ 𝜇

𝑢∗ 𝜌
                                                                       (7) 

 

To calculate the height of the first wall from the grid, 

operating conditions at 70% load are considered and by 

placing the values, the height of the first cell will be 

equal to 0.5 mm for y*=5. In order to better detect the 

formation of eddies due to sudden expansion from the 

side of the channel, we use the K-Omega SST turbulence 

model in the Fluent software, which can properly cover 

y* less than 5 [5]. 

 
Fig. 4 Fan suction fluid speed at 37 mm of water. 

 

After the investigations, it was determined that the 

following three situations would occur in this plan: 

1- The suction pressure of the fan at the point of 

branching should be lower than the natural suction 

pressure of the existing stack due to the stack 

phenomenon: in this case, a significant percentage of the 

gas flow from combustion is directed to the atmosphere 

without passing through the convection section and 

exchanging heat with the water entering the boilers, 

which will lead to not achieving the goals of the plan. 

2- The suction pressure of the fan at the branching point 

should be equal to the natural suction pressure of the 

existing stack due to the stack phenomenon: in this case, 

about 50% of the gas flow from combustion is directed 

to the atmosphere without passing through the 

convection section and exchanging heat with the feed 

water of the boilers. Therefore, 50% of the combustion 

gases will reach a temperature of 200°C after passing 

through the economizer, and the remaining 50% that will 

enter the stack directly will not have a noticeable 

temperature change. 

3- The suction pressure of the fan at the branching point 

should be higher than the natural suction pressure of the 

existing stack due to the stack phenomenon: in this case, 

the fan suction can be adjusted in such a way that a 

significant percentage of the flow of combustion gases 

passes through the convection and exchange section. 

The heat is directed to the atmosphere with the feed 

water of the boilers, which will lead to the achievement 

of the goals of the project. The important point in this 

plan is to find the optimal performance range of the fan 

so that the minimum flow through the main stack is 

achieved simultaneously with the stability of the flames. 
In “Figs. 4 and 5”, the results of fluid pressure and 

velocity analysis in the fan suction mode equal to 37 mm 

of water are presented. 

 
Fig. 5 Fan suction fluid pressure at 37 mm of water. 

 

The speed and fluid pressure conditions in the suction of 

the fan equal to 32 mm of water are as follows, (“Fig. 

6”). As can be seen, reducing the fan suction by 5 mm of 

water will lead to a reduction in the flow through the 

convection by 7 kg/s, which will only reduce the 

efficiency of the convection system and will not change 

the operation conditions of the heaters. In other words, 

weak suction by the fan causes some of the combustion 

gas to escape from the main stack, and strong suction 

leads air to enter the convection, and the risk in heater 

operation is minimal. In this regard, the CFD studies 

conducted show that about 8% of the exhaust gas 

escapes from the stack path (2.7 kg/s), which can be 

reduced to less than 5% with manual control. 

Considering the obstacles and limitations of the existing 

space and geometry, this design will have the least 
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changes on the existing infrastructure and will have the 

most use for diversity in the use of the convective part. 

 

 
Fig. 6 Fluid pressure and velocity conditions in the fan 

suction at 32 mm of water. 

 

 
Fig. 7 The distribution of carbon monoxide gas 436 ppm, 

equivalent to 500 mg/Nm3 [6]. 

5 DISPERSION STUDY 

In this research, due to the importance of the spread of 

polluting and environmentally damaging gases, the 

studies and modeling of the distribution of gases coming 

out of the new stack have been studied. As it is clear 

from these results, none of the toxic compounds of the 

outgoing gas stack reach the operating range of the 

access platforms and according to the height of the stack, 

it is diluted in the space above the stack. 

In this work, the limit of emission of air pollutants in 

refinery and petrochemical industries has been 

considered according to the Clean Air Law. The first-

class standard is applied to new units (maximum 15 

years) and units whose establishment is under the rules 

and regulations for the establishment of production, 

industrial, and mineral units, the subject of notification 

No. 26869/100/97 dated 7/9/1397 of the Environmental 

Protection Organization to be biocontradictory. In this 

research, the studies have been done based on the first-

class unit, and the height of the stack above the height of 

the equipment installation has been considered to be 3 

meters. Figures 7 and 8 show the distribution of carbon 

monoxide and sulfur dioxide gases in the conditions of 

this research. 
 

 
Fig. 8 Dispersion of sulfur dioxide gas 288 ppm 

equivalent to 752 mg/Nm3 [6]. 

 

Table 2 Convection section technical data 

TUBE SPECIFICATION 

Design pressure barg 72 

Design temperature  °C 324 

No. of tubes - 360 

No. of rows of tubes  ( 

banks 1,2&3) 
- 4/3/8 

No. of flow passes - 4 

Effective tube length mm 4000 

Tube OD mm 114.3 

Average tube wall 

thickness 
mm 8.56 

Tube material 

specification 
- 

ASTM A106 Gr 

B 

Fin height mm 15/21 

Fin thickness mm 1.5 

6 MECHANICAL DESIGN SPECIFICATION 

Designing a convective section for heaters to save 

energy requires careful consideration of various factors 

to maximize heat transfer efficiency and minimize heat 

loss. The technical data used in the construction of the 

convection section, including thermal conductivity, 

corrosion resistance, and specific heat, are necessary to 
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evaluate the heat transfer characteristics. Information on 

pressure drop limitations, which can affect fluid flow 

and system efficiency, is considered during the 

calculation [7], (Table 2). 

7 CONCLUSION 

In this research, the design of the convection cross-

section has been done with the help of thermal 

calculations and computational dynamic modeling. The 

project continues with the construction and installation 

of practical equipment in the operational unit, and its 

results are examined and confirmed in practice with the 

performance test. By equipping the common duct of the 

heaters to the convection section, important 

achievements including the following in the field of 

improving the heater performance, reduction of fuel 

consumption and optimal energy consumption, and 

reduction of environmental pollution will be achieved: 

• Increasing thermal efficiency by at least ten 

percent for each set of heaters 

• Reduction of gas fuel consumption by 90 

thousand tons per year for heaters about 15 percent of 

fuel gas reduction for heaters 

• Savings of 8.4 million dollars from the cost of 

supplying fuel gas 

• Reducing smoke emissions to the environment 

by 3.3 million tons for one year for all heaters 

• Reducing carbon dioxide emissions to the 

environment by 500,000 tons for one year for all heaters. 

• Payout time to return the investment of the 

project for five months 
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Abstract: Sports equipment is widely available in the international market. The 
market's focus is on the design of sports equipment to prevent injury, and all equipment 
must be designed to enable performance without causing injury. The purpose of this 
study is to design and manufacture a new volleyball and comparison of kinetic 
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type. We used four full-size Federation International Volleyball (FIVB), official 
volleyballs (V200W MIKASA made in Japan, FOX volleyball, model Spain, made in 
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competition. Nonetheless, more clinical studies are needed to evaluate the kinetic and 
kinematic parameters of using new volleyball. 
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1 INTRODUCTION 

Volleyball is a sport that is regarded as one of the most 

popular in the world [1]. The International Volleyball 

Federation estimates that 500 million people play 

volleyball worldwide [2]. To interact with a ball, players 

must move their body's position and orientation [3]. The 

result of this interaction depends on the mechanical 

components of the ball and its kinematic parameters 

during contact.  Collisions of low-to-high velocity are 

common during serve reception or after an attack [4]. 

Volleyballs are used in training and competition in 

various brands and models. A player's contact force with 

a particular ball could be affected by differences in the 

coefficient of restitution (COR) between balls. As a 

result, comprehending the mechanical behavior of 

various balls during collisions can be advantageous for 

coaches and athletes [4]. Balls' mechanical properties 

may have an impact on injuries [4]. When a ball collides 

with an object, it exerts force on and radiates energy to 

various tissues such as skin, muscles, tendons, 

ligaments, and bones [4]. It is possible that the amount 

of force transferred could result in tissue damage, 

including injuries like bruises and contusions of 

muscles, finger ligament sprains, or tendon tears [5]. 

Head mass and ball size are factors that impact linear and 

angular head acceleration and contact time, respectively, 

according to Queen et al.'s 2003 study, while ball 

inflation pressure has little effect on the impact 

characteristics. These findings suggest that children 

should only use the balls of their age. The likelihood of 

injury among players with smaller heads is a significant 

indicator, but not as important as it appears in younger 

people [6]. The forces involved in volleyball collisions 

must be considered to investigate the causes of injury 

and determine the design of the ball to ensure safety. On 

the other hand, in many team sports, participants use a 

piece of sporting equipment to interact with a ball [7]. In 

such sports, the ball is an important piece of equipment 

in the game and generates feedback to players. For this 

reason, the bounce of the ball has a remarkable effect on 

the way the game is played [8]. Several factors influence 

the bounce of the ball: internal factors such as surface 

texture, internal structure, and pressure; and external 

factors such as temperature and aerodynamic drag [9]. 

Previous studies have investigated the effects of varying 

surface designs on the aerodynamic changes 

surrounding balls (e.g. volleyballs and soccer balls) 

flying in the air [10-14]. For example, Hong et al. 2020. 

Examined the Aerodynamic force of the new volleyball 

for use in the 2020 Tokyo Olympics. The results indicate 

that during a float serve, the flight path may vary 

depending on the type of volleyball and its orientation 

[15]. However, few reports have explored the effects of 

materials on the kinetic components in volleyball 

studies. Biomechanical parameters, such as the vertical 

ground reaction force (vGRF) and its passive and active 

peaks, are crucial for analyzing and preventing 

musculoskeletal injuries [16]. According to reports, 

increased impact vGRF during sport activity can cause 

changes in the kinetic and kinematic chain [17-18], 

which could result in increased stress on other limb 

structures [19-20]. Volleyballs can exhibit significant 

morphological changes upon contact, and the resulting 

energy loss cannot be measured directly [21]. Knudson 

and Bahamonde 2001 examined biomechanical data 

collected during object contact, particularly data that 

included the maximal velocity. However, estimations 

based on these data may be incorrect because of 

inappropriate calculations [22]. In addition, nonlinear 

responses, relative velocity, and energy loss of the ball 

present significant challenges [23]. Therefore, instead of 

estimating forces, this study employed force plates to 

measure directly the relevant forces. Priceet al. 2008, 

reported that the viscoelastic material properties of the 

outer panels significantly affected ball impact 

characteristics, with outer panel materials exhibiting 

higher levels of viscous damping resulting in higher 

losses of kinetic energy [24]. The MVA200 (Mikasa 

Corp., Japan) is now the official volleyball of 

competitions. Many manufacturers invested in research 

to develop a similar ball. The Conti Company 

(Continental Chemical Industries Co., Ltd., Taiwan), 

one of the well-known manufacturers, provided the 

prototype balls for this study. In this study, the Type A 

ball was a prototype designed to imitate official balls, 

and the Type B ball was a modified version of the type 

A ball for specific training. Currently, information 

regarding the dynamics of volleyballs of varying 

materials and weights is rare, necessitating specific 

research [21].  So, this study aimed to design and 

manufacture a new volleyball and compare it with other 

volleyballs in terms of biomechanical variables. We 

hypothesized that the kinetics parameter in the new 

volleyball would be smaller than in other volleyballs. 

2 PROCEDURE FOR PAPER SUBMISSION 

2.1. The Manufacturing Process of a New Volleyball 

2.1.1. Cutting the Panels 

The first step in making a volleyball was to cut the panels 

that would be used to make the volleyball. The panels 

are made of synthetic leather, which is a durable and 

water-resistant material. The panels were cut into shapes 

that were then sewn together to form the volleyball. 

2.1.2. Adding the Bladder 

After the panels had been cut, the next step was to add 

the bladder. The bladder is the inner part of the 

volleyball that holds the air. It is made of latex and was 

inserted into the volleyball through a small hole. Once 

the bladder was in place, the hole was sealed to prevent 
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air from escaping. To maintain the strength and proper 

spherical shape of the new ball bladder, it was first 

gauged and kept inside the shelf for 24 hours to ensure 

that it did not have a puncture. The bladder was made 

with a special textile instead of rubber to create the 

second layer of the new volleyball. The attachment of 

the textile at the joints to the outer surface of the bladder 

segments guarantees adequate attachment of the fabric, 

while an adhesive layer is not necessary. Although wear 

of the woven fabric occurs, this wear provides an 

appearance to the ball which was comparable to e.g.  

This appearance is perceived as attractive in particular 

competes. Accordingly, the choice of a denim outer 

layer shows that the use of the sports ball enhances the 

value of the ball1. Finally, the newly designed ball textile 

bladder was made with pu panel synthetic leather [21] 2. 

2.1.3. Adding the Graphics 

Once the new volleyball had been assembled and the 

bladder was in place, the next step was to add the 

graphics. 

2.2. Inclusion and Exclusion Criteria  

The present research's inclusion criteria included 

samples of size V5 volleyballs (the competition's official 

size) weighing between 265-270 grams with an internal 

air pressure of 4psi, a diameter of 60±66 bounce from a 

one-meter height resisting against the test of 2000 blows 

at the speed of 50km/h inside the impact tester for 12 

hours with no deformity (“Fig. 1”).  

 

 
Fig. 1 Sports ball impact testing machine. 

 

Finally, we used four full-size Federation International 

Volleyball (FIVB), official volleyballs (V200W 

MIKASA made in Japan, FOX volleyball, model Spain, 

made in the United States, BETA, and new volleyballs 

 
1 https://data.epo.org/publication-

server/rest/v1.2/patents/EP1709998NWB1/document.pdf 

made in Iran) to determine the biomechanical 

components, for example, stiffness and ground reaction 

force (GRF) on that ball. 

2.3. Quality Control 

In the next step was quality control. New volleyball and 

other samples were inspected to ensure that they meet 

the required standards for size, weight, and shape. If any 

defects are found, the volleyballs sample was discarded 

and a new sample was in its place. In the next step to 

make sure there were no punctures, all the samples 

inside the device were placed on shelves for 24 hours.  

2.3.1. Circumference Recording 

After the impact test was finished, an advanced caliper 

was used to measure the circumference of the sample 

volleyballs that were healthy. The measurement method 

consisted of measuring various points of the volleyballs 

removed from the impact tester in 12 efforts (“Fig. 2”). 

The circumference of the sample volleyballs that were 

not standard-sized according to FIVB were excluded 

from this stud. 

 

 
Fig. 2 A caliper to measure the circumference of samples. 

 

2.3.2. Bounce Recording 

The bounce of the volleyballs was examined using an 

advanced bounce machine, model Juiyi, manufactured in 

China (“Fig. 3”). The approach for measuring the balls’ 

bouncing top became that all samples were thrown from 

a top of one meter in 5 efforts with a mean jump of 

60±66 cm, consistent with the FIVB. Photoelectric 

sensor measurement was done, and this machine used 

the PLC as the electric-controlled system. With such 

advanced technology, it features strong availability, 

convenient utility, wide adaptability, high reliability, 

strong anti-disturbance, simple program design, etc. 

2  EUROPEAN PATENT SPECIFICATION, EP 3 528 906 B1 
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Drop height and rebound height were displayed on the 

touch screen, accuracy was 1mm (“Fig. 3”).  

 

 
Fig. 3 Bounce test tool. 

 

2.3.3. Weight and Pressure Recording 

The weight of the samples was determined by a digital 

scale manufactured in Tehran, Kala Iran (model EB 

9003). Also, a digital pressure gauge from MIKASA was 

utilized to measure the pressure of the balls. (“Fig. 4”). 

 

 
Fig. 4 A used Pressure gauge. 

 

2.3.4. Ground Reaction Force Recording  

Three-dimensional GRFs were recorded using a force 

plate (Bertec Corporation, Columbus, 4060–07 Model, 

OH, United States) sampled at 1000 Hz. Kinetic data 

were recorded during the dropping of a sample of 

volleyballs on the force plate from a height of one meter 

(defined as the interval from ground contact (vertical 

GRF > 10 N) to ground Separated (vertical GRF < 10 

N). Kinetic data were filtered using a third-order low-

pass Butterworth filter with a cutoff frequency of 50 Hz. 

Figure 5 illustrates the grand averages from the vGRF. 

The vertical force recorded during the dropping of a 

sample of volleyballs provided the volleyball contact 

time, active peak (defined as the highest peak after the 

impact peak), and the impact peak (defined as the first 

peak in the vertical force). The time to peak was 

computed from ground contact to the time of impact 

peak. The vertical impulse was calculated by extracting 

the area under the vertical force curve. If no impact peak 

was present, the highest tangential angle within the first 

100 ms during the collision of a sample of volleyballs 

with a force plate was used to determine the impact peak 

[25].  

 

 
Fig. 5 Recording the GRFS using a device designed to 

reduce the measurement error. 

 

Impulse was calculated for all axes based on the 

trapezoid integration method [26] as follows: 

 

Impulse = ∆𝑡((
𝐹1 + 𝐹𝑛

2
) + ∑ 𝐹𝑖

𝑛−1

𝑖=2

) 

 

In this equation, delta t is the time period for which the 

impulse was calculated, F1 and Fn are reaction forces at 

the first and the last frame. 

2.3.5. Stiffness Recording 

To determine the Shore hardness, scale C of specimens 

and articles made of medium hardness rubber according 

to ASTM D-2240 standard were used. It is used in types 

of materials such as medium-hardness rubber and 

plastics, gypsum, plaster, and others [27]. Therefore, in 

the next step, the stiffness of the samples was measured 

using a Shore C (model VLX C4 made in China), (“Fig. 

6”). For ZERO calibration of the Shore C stiffness tester, 

we kept the stiffness tester vertically so that the indenter 

was in the air and the indication in the display should 

have '0’. Otherwise, we pressed the 'ZERO' key to make 

the instrument display '0'. All the samples were cut into 

10 cm, and the stiffness of the samples was recorded by 
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applying continuous force and without shock by 

repeating the effort 5 times using the Shore C device. 

 

 
Fig. 6 Shore C stiffness tester. 

 

2.4. Statistical Analysis   

The standard distribution of the data was confirmed by 

the Shapiro-Wilk test. A one-way analysis of variance 

(one-way ANOVA) was used to conduct statistical 

analyses, along with LSD post hoc tests used for 

intergroup and between-group comparisons. Statistical 

Package for Social Sciences (SPSS) version 26 was 

utilized in all analyses with a significant level of P< 0.05. 

3 DISCUSSIONS  

The study was conducted to design and manufacture a 

new volleyball and compare its biomechanical 

properties to other types of volleyballs. One of the 

essential variables derived from the force-time curve is 

Impulse [28], biomechanically, the impulse variable 

covers a large portion of the surface below the force-

time curve, therefore, it is expected to have a significant 

effect on all variables derived from the force-time curve 

[28]. To optimize athletic performance and prevent 

injury, biomechanics researchers must consider the 

importance of each of these variables on impulse, but as 

far as we know, volleyballs have not been researched in 

the literature. According to our findings, new and 

MIKASA volleyball have a lower impulse than BETA 

and FOX volleyball. Furthermore, the LSD Post Hoc test 

demonstrates that the new and the MIKASA volleyball 

had no significant difference in impulse. As a result, the 

impulse to create a new volleyball with MIKASA and 

FOX was similar. The impact force on modern soccer 

balls was examined by Kuizumi et al. 2014, which was 

used to measure the impulsive force during impact. The 

maximum impulsive force in the Cafusa sample was the 

lowest, while Jabulani's impulsive force was the highest 

among all balls tested at each speed  .The flexibility of 

the surface material and structural characteristics of each 

ball may be related to these results [29].  Furthermore, 

according to our findings, new and MIKASA volleyballs 

have a lower stiffness and vGRF compared to 35BETA 

and FOX volleyballs. To enhance ball design for safety, 

it appears that understanding these mechanisms is 

essential. It was reported that ball types that have a 

higher peak impact force do not always lose a significant 

amount of kinetic energy [30]. Internal pressure and 

stiffness are among the factors that affect the amount of 

kinetic energy lost and peak force exerted during impact 

[30]. For example, the increase in stiffness can lead to 

an increase in impact force, but it can also reduce 

deformation, resulting in a lower loss of kinetic energy. 

Examining each variable's role in impact injuries could 

be valuable if we explore the different combinations of 

kinetic energy lost and peak impact force for various 

volleyballs [31]. Additionally, several injuries related to 

sports activity have been linked to vGRF parameters 

[31-32]. According to James et al. 2004, dropping 

cricket balls on the seam had lower impact forces than 

dropping them perpendicular to the seam [33]. The 

analysis of different volleyball collision mechanics was 

investigated by Chiu et al. 2018 at a range of incident 

velocities. These data indicate that each volleyball type 

has a distinct behavior during collisions; as a result, the 

material and speed of the ball have a direct effect on the 

interaction. The kinetic energy lost was unrelated to 

peak impact force; of the two ball types with the highest 

peak impact force, one had the highest and the other the 

lowest kinetic energy lost. To examine the role of each 

of these variables in collision injuries, it may be useful 

to examine the various combinations of kinetic energy 

lost and peak impact force [34]. In this regard, the 

findings of the present study demonstrate a significant 

difference between BETA and FOX volleyballs. 

However, there was no significant difference between 

new with MIKASA volleyball, therefore stiffness and 

vGRF of new with MIKASA volleyball were similar. 

Many other research projects on volleyballs is related to 

fluid dynamics and aerodynamic properties of the ball 

for example Shan Ho et al. 2015 studied to investigate 

mechanical factors associated with the development of 

volleyball training. The results indicated that different 

volleyballs of the same size, weight, and internal air 

pressure have dissimilar mechanical features and 

implied that slight adjustments to ball structure can 

cause substantial changes in the specific characteristics. 

In addition, the weight increased the momentum lost, 

which could cause the ball to bounce unexpectedly [35].  

Some limitations need to be discussed in this study. 

First, we included volleyballs as a sample, which is why 

the outcomes of this study are specific to the population 

under investigation. As a result, they cannot be 

transferred to other sports balls. There is a need for more 

research in this area. Second, kinematic data was not 
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recorded in this study and this biomechanical 

component's response to different volleyball conditions 

is unknown to us. Future research should focus on this. 

Finally, our study has not prospectively recorded injury 

rates. Future studies should realize this. 
 

Table 1 Mean and standard deviation of the weight (kg), 

deformation (cm), and bonce (cm) for all groups 

Paramet

er 
BETA FOX 

NEW 

BALL 

MIKA

SA 
P-values 

Weight 
268.00±

.0.00 

268.66±

.0.57 

268.66

±0.57 

268.66

±0.57 
0.330 

Defor

mation 
65.91±.

0.792 

65.73±0

.753 

66.90± 

0.796 

64.78±

0.750 
0.850 

Bounce 
66.45±0

.790 
65.04±0

.789 
66.20±
0.798 

65.98±
0.796 

0.559 

*Stand for significant difference p<0.05 

4 FIGURES, TABLES, AND OTHER IMAGES 

There was no significant difference between the four 

volleyball types in weight, deformation, and bonce. 

However, demographic characteristics of all types were 

similar (P>0.05, “Table 1”).  

There was a significant difference in all groups between 

stiffness, vertical ground reaction force (vGRF), and 

impulse (P<0.001), also the LSD Post Hoc test showed 

that stiffness, vGRF, and impulse in new volleyball and 

MIKASA volleyball were less than BETA and FOX 

volleyballs. Findings did not demonstrate any significant 

difference in time to peak (TTP) among all groups 

(P>0.05, “Table 2”).  

 
Table 2 Mean and standard deviation of the stiffness and ground reaction force for all groups 

Parameter BETA FOX NEW BALL MIKASA P-values 

Stiffness 61.80±.1.78 61.40±.1.67 54.20±.0.83 53.80±.0.83 0.000* 

vGRF 620.35±.17.77 573.80±.10.78 525.57±.41.82 520.25±.5.98 0.000* 

Impulse 10.05±.1.53 8.07±.0.63 7.53±.1. 28 7.72±0.97 0.012* 

TTp 6.00±0.00 6.20±0.44 6.40 ±.0.54 6.20±0.44 0.532 

*Stand for significant difference P<0.05 
*vGRF; Vertical ground reaction force, TTp; Time to peck, kg; Kilogram, cm; Centimeter, NEWBALL; New volleyball 

 

There was a significant difference between the stiffness 

and vGRF of the new volleyball with BETA and FOX 

volleyballs (P<0.001), However, there was no 

significant difference between the new volleyball with 

MIKASA, therefore stiffness and the vGRF of the new 

volleyball with MIKASA were similar. There was a 

significant difference between the impulse of the new 

volleyball with BETA volleyball, Also, the LSD Post 

Hoc test showed that the impulse of a new volleyball 

with FOX and MIKASA was not significantly different. 

Therefore, the impulse of the new ball with MIKASA 

and FOX volleyball was similar (P>0.05, “Table 3”). 

 
Table 3 Statistically significant differences between all groups for biomechanical variable 

P-values Group Row Variables 

<0.001* BETA 

NEW Ball 

Stiffness 

<0.001* FOX 

0.648 MIKSA 

0.648 FOX  
BETA 

<0.001* MIKSA 

<0.001* MIKSA FOX 

<0.001* BETA 

NEW Ball 

vGRF 

0.005 FOX 

0.725 MIKSA 

0.007 FOX  
BETA 

<0.001* MIKSA 

0.002 MIKSA FOX 

0.003 BETA 

NEW Ball 

Impulse 

 

0.471 FOX 

0.808 MIKSA 

0.016 FOX  
BETA 

0.006 MIKSA 

0.630 MIKSA FOX 
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*Stand for significant difference p<0.05 

 

5 CONCLUSIONS 

The results indicate that the biomechanical components 

of the new volleyball with MIKASA were similar. 

Therefore, the new volleyball design appears to be 

suitable for an official competition. Nonetheless, more 

clinical studies are needed to evaluate the kinetic and 

kinematic parameters of using new volleyball. 
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1 INTRODUCTION 

Mobile robot applications have been spread almost in 

everyday human life, and robots must be able to move 

efficiently and safely in various environments. Path 

planning is the fundamental task necessitated by any 

mobile robot and it is the most important part of any 

navigation process, it must address challenges such as 

perception, cognition, human-robot interaction, and 

obstacle avoidance. There exists a large number of path-

planning methods that have been developed in recent 

decades to ensure the generation of collision-free 

trajectories. However, each method has its own set of 

advantages and disadvantages, thereby, this field of 

research is still one of the most extensively studied and 

investigated scientific domains.  

Path planning methodologies are divided into two 

primary categories: classical and intelligent [1]. The 

major drawbacks of the classical approaches are the 

computational expenses, and the inability to deal with 

unknown environments [2]. Most of the new studies 

focus on intelligent methods such as artificial neural 

networks [3], reinforcement learning [4], genetic 

algorithms [5], fuzzy logic [6], cuckoo search [7], and 

various other techniques which are mainly based on 

artificial intelligence [8], and the ability of the robot to 

learn enabling it to acquire knowledge and make 

decisions in new scenarios.  

There is a tendency among researchers to solve the 

mobile robot navigation problem using reinforcement 

learning (RL) methods since they are simple, diverse, 

and more suitable for unknown systems that have a great 

amount of uncertainty. The main problem with RL 

methods is that they require a lot of training processes to 

reach a successful training agent. The classical method 

is to try different values of these parameters manually 

but it is a very time-consuming operation. 

Design and Analysis of Experiment (DoE) is a statistical 

method widely used for product design and development 

as well as optimization [9-10]. These methods find their 

way into almost all fields of engineering. For instance, 

in mechanical engineering, DoE methods are applied to 

study the suspension system of a car to improve the ride 

comfort of a vehicle at various speed domains [11], 

whereas Hussain et al. employ DoE methods to find the 

best combination of the parameters of the device that is 

used to measure the cylindricity of the engine cylinder 

core [12]. Another field for applying DoE methods is 

civil engineering and road construction in [13]. Also, 

DoE methods are applied vastly in material sciences and 

the study of the corrosion process on a steel alloy in a 

harsh salty environment [14]. Moreover, due to the 

simplicity and time cost-saving of DoE approaches, they 

are applied in medical researchers in radiotherapy [15]. 

Unlimited list can be mentioned here, in transport [16], 

product reliability improvement [17], electronics, and 

computer products industry [18], Energy production 

[19] and many other fields. 

Other approaches are used in conjunction with DoE 

methods to execute efficient research. Vieira et al [20] 

employ the design and analysis of experiments approach 

in combination with an artificial neural network (ANN) 

to improve the operation of a steam generator used for a 

power generation plant. A model to estimate the 

efficiency of the steam generator using ANN is built 

then the DoE method is applied to study the effect of 

seven parameters on the steam generator performance. 

While another study applied the DoE with ANN to 

evaluate and optimize a chemical material that is used to 

produce fuels and other chemical products [21]. So, it 

can be said that DoE is a powerful and reliable tool to 

study the effect of multiple parameters on a certain 

process. DoE gives the best inference possible of the 

executed experiments and it notably decreases the total 

number of the necessary experiments. 

In this paper, DoE is used to determine the parameters 

of a new reward function of a reinforcement learning 

agent defined especially to solve the path planning of an 

autonomous mobile robot in different unknown 

environments. The main goal of using DoE is to reduce 

the total number of the training operations of the RL 

agent which takes a very long time to be done.  

The remainder of the paper is organized as follows: In 

the following section, a theoretical background is stated 

to clarify the definition of the new proposed reward 

function then a factorial design is suggested to decrease 

the total number of training operations and all the data 

collected is summarized in the designed table of 

experiment. After that analysis of the data to determine 

the parameters with the highest effect on the training 

process is done. To evaluate the training agent with the 

obtained values, experimental tests are carried out to 

solve path planning in different environments. Finally, a 

summary of what has been achieved in this paper is 

presented in the conclusion section. 

2 THEORITICAL BACKGROUND 

Reinforcement learning (RL) approaches depend on the 

interaction between the agent and the environment to 

achieve the learning of the agent. No previous model is 

required for RL methods, because they depend on trial 

and error to learn the agent. To solve any problem with 

RL, three phases must be carried out. Setup phase, 

training phase and test phase. In the setup phase, the 

problem should be defined and formulated which means 

to choose a suitable and meaningful definition of the RL 

problem components; the state space, the action space, 

and the reward signal.  

The most distinguishing feature of RL is that taking 

good actions after training depends on maximizing a 
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reward function which is the most important component 

of the RL method. In order to define the reward function, 

previous studies and research divide the state space into 

four or five kinds of states: safe, unsafe, winning, and 

failure state [22-25]. Then they define the reward signal 

as a real number for each transition from one kind of 

state to another kind of state. Other researchers used a 

reward function that assigns a value of (+1) to the goal 

state, a value of (-1) for the collision state, and a value 

of (0) to all other states [26]. Other studies [27] even 

consider a much simpler definition of the reward to be (-

1) if the distance between the robot and the obstacles 

becomes less than a certain limit, and a value of (0) 

otherwise. All the previous definitions simplify the real 

environment by considering an infinite number of real 

situations as one state, but this representation is 

unrealistic and inaccurate; however, those methods can 

find solutions only in simple cases and they are not 

applicable in complicated real environments. 

To tackle this problem, we propose a totally new 

definition of the reward function taking into 

consideration the following points:   

• The agent should receive a high positive reward 

for successfully reaching the target position 

because this behavior is highly desired. 

• The agent should be highly penalized if it collides 

with an obstacle.  

• The agent should get a small positive or a small 

negative reward due to the transition from one 

state to a “better” or “worse” state.  

So, we suggest a total reward function 𝑟 which is a 

weighted sum of five partial rewards 𝑟1, 𝑟2, 𝑟3, 𝑟4, 𝑟5. 

These partial rewards are related respectively to: the 

distance between the robot and the goal point, the 

changes in distance between the robot and the goal, the 

distances between the robot and the different obstacles, 

the changes in distances between the robot and the 

obstacles, and finally how long the robot takes to reach 

the goal. 

 

𝑟 = 𝑎1. 𝑟1 + 𝑎2. 𝑟2 + 𝑎3. 𝑟3 + 𝑎4. 𝑟4 + 𝑎5. 𝑟5 

 
(1) 

Where; 𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5 are the weights of partial 

rewards and the value of these parameters will be 

determined during the training process of the RL agent 

which is represented by a deep neural network. These 

weights express the relative importance of the different 

parts of the total reward, and determining the best values 

of these parameters is the core of our study.  

As for 𝑟1, it is related to the distance between the robot 

and the target. This amount must take an increasingly 

high value as the robot gets close to the target. So, 𝑟1 is 

suggested to be in the next form: 

 

𝑟1 =
1

(𝑑𝑡(𝑟, 𝑇))2
 

 

(2) 

 

Where: 𝑑𝑡(𝑟, 𝑇) is the distance between the robot and 

the goal point at step 𝑡. “Eq. (2)” shows that if the 

distance between the robot and the target 𝑑𝑡(𝑟, 𝑇) 

becomes smaller, the reward 𝑟1 will be bigger. 

As for 𝑟2, it takes the highest value possible of the 

reward, which is (+100) when the robot reaches its 

target. Otherwise, the value of 𝑟2 will depend on the 

distance change between the robot and the target. If the 

robot is coming closer to the target, then it will receive a 

positive reward proportional to the rate of how much this 

closeness happens. Symmetrically, if the robot is going 

farther from the target, then it will receive a negative 

reward proportional to the rate of how much this change 

happens. 

 

𝑟2 = {

+100       𝑖𝑓 𝑡ℎ𝑒 𝑟𝑜𝑏𝑜𝑡 𝑟𝑒𝑎𝑐ℎ𝑒𝑠 𝑡ℎ𝑒 𝑔𝑜𝑎𝑙

𝑑𝑡−1(𝑟, 𝑇) − 𝑑𝑡(𝑟, 𝑇)

𝑚𝑎𝑥 (𝑑𝑡−1(𝑟, 𝑇), 𝑑𝑡(𝑟, 𝑇))
       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

(3) 

 

Where: 𝑑𝑡−1(𝑟, 𝑇) is the distance between the robot and 

the goal at step 𝑡 − 1. 

Regarding 𝑟3, it is related to the distance between the 

robot and the different obstacles. Of course, if the 

distance between the robot and the obstacles becomes 

smaller, the negative reward must be bigger in this case. 

Taking that into consideration, we suggest the following 

definition of 𝑟3: 
 

𝑟3𝑖 =
−1

(𝑑𝑡(𝑟, 𝑜𝑖))
2
        𝑖 = 1,2, … , 𝑛 

(4) 

  
𝑟3 = 𝑟31 + 𝑟32 + ⋯+ 𝑟3𝑛 (5) 

 

Where; 𝑑𝑡(𝑟, 𝑜𝑖) is the distance between the robot 

position and the obstacle position detected in direction 𝑖 
at step 𝑡. 𝑛 is the number of the directions that the robot 

senses the existence of obstacles in that direction which 

falls in the range of the sensor. 

As for 𝑟4, It depends on the distance changes between 

the robot and other obstacles that are moving and sensed 

by the robot in different directions. We suggest the 

following definition of 𝑟4: 

 

𝑟4𝑖 =
𝑑𝑡(𝑟, 𝑜𝑖) − 𝑑𝑡−1(𝑟, 𝑜𝑖)

𝑑𝑡(𝑟, 𝑜𝑖)
        𝑖 = 1,2, … , 𝑛 (6) 

  
𝑟4 = 𝑟41 + 𝑟42 + ⋯ + 𝑟4𝑛 (7) 

 

Where; 𝑑𝑡−1(𝑟, 𝑜𝑖) is the distance between the robot 

position and the obstacle position detected in direction 𝑖 
at step 𝑡 − 1.     
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As for the last part of the reward 𝑟5, it is just a constant 

reward that reflects the effect of the number of steps 

needed to reach the goal, or in other words the less time 

spent to reach the goal the better performance the robot 

makes. So, a negative reward(punishment) is added at 

each extra time step. So, as stated above the main goal 

of this study is to find the best values of the parameters 

𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5 defined in “Eq. (1)”. 

3 PREPARING AND GATHERING DATA 

In this section, the second phase of the RL approach 

which is training the RL agent and gathering the data 

needed to determine the best values of the reward 

function is explained.  

In the RL approach, the training is done through the 

interaction between the agent and the environment. The 

agent that we propose to learn is a deep Q-neural 

network (DQN). To do that, a MATLAB platform was 

built to represent the simulation environment in which 

the RL algorithm will be implemented. This platform is 

provided with all the information that may be needed in 

the simulation process like the environment where the 

navigation is taking place, the start point, the goal point, 

and all the information related to the obstacles like their 

numbers, shapes, and positions, movement, and their 

speed (“Fig. 1”).  

 

 
Fig. 3 The geometrical environment proposed for the 

training. S: start position, G: goal position, obss1, obss2, 

obss3: static obstacles. obs1, obs2,…, ob7: dynamic 

obstacles. 

 

Also, this platform contains the definition of the state 

space, action space, and reward function. Finally, the 

platform enables the animation of the robot's motion, 

obstacles motion, and the development of the training 

process. So, one of the main goals of this platform is to 

generate the data needed for the training process and to 

test the trained robot. Figure 1 shows the proposed 

simulation environment for training which contains 

three static obstacles and seven moving ones. 

The classical method to determine good values of the 

training parameters is to try a random group of values 

until we accidentally reach acceptable results. RL has 

too many parameters to adjust during the training 

process like: the learning rate for the neural network, 

number of layers, number of neurons in each hidden 

layer, mini-batch size, regularization parameter, dropout 

parameter, replay memory size, discount rate γ, number 

of maximum episodes, number of maximum steps per 

episode, and many other parameters and with our 

suggested definition of the reward, other parameters 

have been added so this will necessities a large number 

of training processes so we suggest to design an 

experiment from the beginning in order to save time. 

Knowing that every single complete training process 

takes between 12 to 30 continuous hours; the 2𝑘 factorial 

design came to mind. The goal of this design is to 

determine the most effective parameters of the reward 

function defined in “Eq. (1)”. But first, a rough training 

operation is conducted to determine a rough domain for 

each value of the parameters 𝑎𝑖  at which the training 

process has been converged. The next domain values are 

found: 

 

𝑎1 ∈ [0.01,0.5], 𝑎2 ∈ [1,20], 𝑎3 ∈ [0.01,0.5], 𝑎4 ∈
[1,2], 𝑎5 ∈ [0.1,2]. 
 

In the definition of our reward function, there are 5 

parameters to determine and each parameter has 2 values 

then, the total number of experiments needed is  25 =
32. Therefore, a table that includes all possible 

combinations of the reward parameters is prepared 

(Table 1). After each training process, a test process is 

executed. The test environment is different from the 

training environment. Figure 2 shows the test 

environment used to evaluate the trained agent. 

 

 
Fig. 2 The test environment proposed for evaluating the 

success rate after each training process. 

 

This environment contains three static obstacles and six 

moving ones. Dimensions and positions of obstacles in 

the test environment are different from those in the 
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training environment. The trained agent is tested and the 

test is repeated three independent times. Each time, the 

robot has to conduct the test one thousand times, and in 

the end, the percentage of the robot’s success in reaching 

the target, which is called the “Success rate” is 

calculated. The results are shown in “Table 1”. The last 

three columns contain the values of the success rate for 

each experiment conducted. 
 

 

Table 1 The success rate obtained for all the combinations of the reward parameters 

 

trial 𝑎1 𝑎2 𝑎3 𝑎4 𝑎5 
Success 

rate1 % 

Success rate2 

% 

Success 

rate3 % 

1 0.01 1 0.01 1 0.1 45.1 44 43.8 

2 0.5 1 0.01 1 0.1 43.8 45 44.4 

3 0.01 20 0.01 1 0.1 45 44.9 45 

4 0.5 20 0.01 1 0.1 44.8 43.5 45.4 

5 0.01 1 0.5 1 0.1 55.7 56.9 55.8 

6 0.5 1 0.5 1 0.1 57.1 57.2 56.5 

7 0.01 20 0.5 1 0.1 56.4 57.5 56.3 

8 0.5 20 0.5 1 0.1 56.9 57 55.7 

9 0.01 1 0.01 2 0.1 28.3 28.4 27.6 

10 0.5 1 0.01 2 0.1 28.2 29 28.3 

11 0.01 20 0.01 2 0.1 29.3 29.4 29.6 

12 0.5 20 0.01 2 0.1 29.3 29.9 29.2 

13 0.01 1 0.5 2 0.1 39.8 40.4 39.2 

14 0.5 1 0.5 2 0.1 39.4 40.3 40.1 

15 0.01 20 0.5 2 0.1 40.2 40.5 40.9 

16 0.5 20 0.5 2 0.1 40.6 40.8 40.6 

17 0.01 1 0.01 1 2 82.5 82.8 82.6 

18 0.5 1 0.01 1 2 82.4 82.5 82.8 

19 0.01 20 0.01 1 2 82.8 82 82.7 

20 0.5 20 0.01 1 2 82.2 83 83.1 

21 0.01 1 0.5 1 2 94.4 95.2 94.6 

22 0.5 1 0.5 1 2 94 93.8 95.2 

23 0.01 20 0.5 1 2 94.8 94.9 95.2 

24 0.5 20 0.5 1 2 94 95.1 95.3 

25 0.01 1 0.01 2 2 65.3 66.2 66 

26 0.5 1 0.01 2 2 66 66.1 65.5 

27 0.01 20 0.01 2 2 65.4 64.9 65.3 

28 0.5 20 0.01 2 2 66 66 65.2 

29 0.01 1 0.5 2 2 78.1 78.7 77.8 

30 0.5 1 0.5 2 2 78.3 78.5 77.6 

31 0.01 20 0.5 2 2 78.2 78.4 78.3 

32 0.5 20 0.5 2 2 78.1 78.5 77.9 
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4 DETERMINATIONS OF REWARD PARAMETERS 

BY DESIGN OF EXPERIMENT 

After the data was prepared, analysis was done with 

Minitab application and the following results were 

obtained. First, the normal distribution of effects (“Fig. 

1”) shows the effective factors on the success rate. The 

factors that are far from the line that represents the 

normal distribution are the most effective factors. 

Generally, the farther the factor from the line, the bigger 

the effect that it has. So, the most effective coefficients 

on the success rate are as follows, starting with the most 

effective ones: 

1. Coefficient related to the distance change to obstacles, 

𝑎4. 

2. Coefficient related to the distance to obstacles, 𝑎3.  

3. Coefficient related to the distance to the target, 𝑎1.  

Validation of the previous results is done through the 

observation of the residuals graphs (“Fig. 3”) from 

which we can depict the following: 

Figures 4a and b show the normal probability plot and 

the histogram of the residuals. It shows clearly that the 

residuals follow a Gaussian distribution. In “Fig. 4c and 

d”, no particular pattern is followed by the residuals and 

it can be stated that these values show randomness, 

which assures the validation of the obtained results. 

The effect of the five coefficients on the success rate is 

depicted independently in “Fig. 5 and Fig. 6”. It shows 

that the coefficients related to the distance change of the 

target 𝑎2 and the number of steps 𝑎5 have negligible 

effect on the success rate. Whereas the remaining 

coefficients 𝑎1, 𝑎3, 𝑎4 have a remarkable effect on the 

success rate as depicted previously in “Fig. 3”.  

 

 
Fig. 3 Normal plot of the effects of all the reward 

coefficients and their interactions. 

 
Since 𝑎2, 𝑎5 are not very effective, their values have 

been taken in the middle of their ranges. Figures 5 and 6 

show an increasing success rate with increasing values 

of the parameters 𝑎1, 𝑎4 and with decreasing values of 

𝑎3  , so, 𝑎1, 𝑎4 have been taken to their highest limits 

whereas 𝑎3 has been considered in its lower limit. The 

following values of all the parameters, that achieve a 

high success rate which is 98.2%  are considered: 

 
𝑎1 = 0.5    , 𝑎2 = 10    , 𝑎3 = 0.01   , 𝑎4 = 2    , 𝑎5 = 1 

 

 
Fig. 4  The residuals graphs of the data. 

 

 
Fig. 5 The effects of 𝑎1, 𝑎2, 𝑎3  on the success rate. 

 

 
Fig. 6 The effects of 𝑎4, 𝑎5  on the success rate. 
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5 PATH PLANNING RESULTS 

This section contains the tests of the trained agent with 

the resulting values of reward parameters. This test is 

done in totally new environments. Simulation tests and 

also real tests on real robots are done. 

The environment consists of a group of obstacles like 

barriers forming a kind of maze between the start and the 

goal points, and then a few adjustments are made to get 

different scenarios based on the robot’s behavior in order 

to assure the robustness of the proposed method. A 

successful trial is considered when the robot can avoid 

obstacles without collision and reach the goal point 

within a limited time. 

5.1 Test Environment (E1) 

The basic scenario (E1_1) in this environment consists 

of 10 obstacles in addition to the four external walls as 

shown in “Fig. 7a”. The start point and the goal point are 

the same as the training environment: S(50, 50), G(450, 

250). Applying the proposed path planning method, the 

robot takes the trajectory shown in “Fig. 7a” to reach the 

goal successfully without colliding with any obstacles. 

Some changes are made to the first scenario which is, to 

lengthen obs2 in a way that closes the whole passage 

through which the robot has passed previously and after 

that reapply the test and observe the robot's performance 

(“Fig. 7b”). In this scenario, we notice that the robot has 

followed the same old path, but when it reaches the 

closed way, it turns and takes another path that leads to 

the goal. 

To make it more complex for the robot, the previous way 

that represents the path executed by the robot  is also 

closed by lengthening obstacle 11, and the experiment is 

performed again as shown in scenario E1-3. In this case, 

the robot tries to follow the first and second succeeding 

paths until it reaches a closed way and eventually, the 

robot could find a successful path to the goal point. 

The final scenario in this environment E1-4 is achieved 

by changing the goal point to another point G(150, 200) 

which is in this case more difficult to reach as shown in 

scenario E1-4. It is noticed that the robot takes a new 

path after turning around the goal from the closed side 

until it successfully reaches the new goal. All these 

scenarios are depicted in online-resource01. 

5.2. Test Environments (E2) 

To assure the robustness and the power of the trained 

agent, different scenarios or mazes are tested, the main 

changes in these tests are the positions and lengths of the 

obstacles, and consequently, different shapes of the 

environments are formed. The start and the goal points 

have been also changed. As we can see in “Fig. 8”, with 

all its subfigures, all the trials were successful and all 

four scenarios are depicted in online-resource02. 

a. Scenario E1-1 b. Scenario E1-2 

  c. Scenario E1-3 d. Scenario E1-4 

  
Fig. 7  Solving path planning for different scenarios in the test environment (E1). 
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a. Scenario E2-1 b. Scenario E2-2 

 
 c. Scenario E2-3 d. Scenario E2-4 

  Fig. 8 Solving path planning for different scenarios and different start and goal points in the test environment (E2). 
 

5.3. Test in Real Environment  

Real experiments that apply the new approach are 

carried out using the TurtleBot3 Burger robot shown in 

“Fig. 9”. The TurtleBot3 Burger is a small, 

programmable, ROS-based (Robot Operating System) 

mobile robot for use in education, research, and product 

prototyping. It is a Two-wheeled differential drive type 

platform. 

 

 
Fig. 9 The robot used for experimental tests (turtlebot3 

burger), and the remote laptop used to control the robot. 

 

The TurtleBot3 Burger is equipped with two servo 

motors, an OpenCR ARM Cortex-M7 control board, and 

a Raspberry Pi3 embedded computer. In addition to that 

it includes a gyroscope, accelerometer, 3-axis 

magnetometer, and 360 deg LiDAR.  

The trained neural network with the obtained parameters 

of the reward has been fed up to TurtleBot3 Burger robot 

through a ROS2 code. Then, experiments were done to 

evaluate the proposed approach and to show its ability to 

be executed on real robots. The test environments shown 

in “Fig. 10” have a dimension of (250 × 200) cm. The 

test is done in a completely new environment in which 

the robot can successfully move from the start point and 

reach the goal point. The path is shown completely in 

online-resource3. 

 

 
Fig. 10 Path planning test in the real environment. 
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6 CONCLUSIONS 

A new reward function is defined to solve the path-

planning problem of a mobile robot working in an 

unknown dynamic environment. This reward consists of 

five weighted parts. The coefficients of this reward 

definition had to be determined and optimized to achieve 

the most path-planning successful algorithm. Because 

the training process takes a very long time, a DoE 

approach is adopted to decrease the number of training 

operations. This statistical study leads to determining the 

most effective coefficients of the reward and 

determining their values. These coefficients are the ones 

related to the distance and the distance change to the 

obstacles. Finally, experimental tests of path planning 

were conducted to prove the efficiency of the trained 

agent with the obtained parameters and the results show 

successful training values. 
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Abstract: In critical manoeuvres where the maximum tire-road friction capacity is used, the 

vehicle's dynamic behaviour is highly nonlinear, and there are strong couplings between 

longitudinal and lateral dynamics. If the tire-road friction conditions change suddenly during 

these manoeuvres, the vehicle control will be very complicated. The innovation of this research 

is a control algorithm to manage vehicles on a curved path with sudden tire-road friction change. 

The main advantage of the proposed controller is that it is robust to the change of the friction 

coefficient and other unmodeled uncertainties and ensures vehicle stability with low 

computational volume. The evaluation of the proposed adaptive controller has been done using 

the full vehicle model in CarSim software and by defining three different manoeuvres, moving 

at a constant speed on a curved road, lane-change, and lane-change with braking. Also, in the 

obtained results, the noise of the yaw speed signals and longitudinal and lateral accelerations are 

considered. The estimation of the longitudinal and lateral velocities is also done using these data. 

The obtained results showed that the proposed integrated control can manage the highly 

nonlinear dynamics of the vehicle in the existence of a sudden and significant change in the 

friction coefficient.  
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1 INTRODUCTION 

Autonomous driving started in the 1980s [1-2] and has 

developed and progressed significantly over the past few 

decades [3]. Automatic driving can save time and reduce 

air pollution by reducing traffic. In addition, self-driving 

vehicles can significantly increase the comfort and 

safety. Based on accident statistics and the proportion of 

accidents caused by human error, there is a growing need 

for self-driving cars. The World Health Organization 

states that more than 1.35 million people die, and 20 to 

50 million people are injured due to annual accidents 

worldwide. Economic studies also show that the costs 

caused by accidents are more than 3% of the gross 

domestic product of the countries [4]. A study by the 

National Highway Traffic Safety Administration 

(NHTSA) in 2015 shows that human error was effective 

in about 94 percent of all car accidents [5]. 

The self-driving car has different parts, one of the most 

important of which is the control algorithm. The control 

section must perform the path tracking with the desired 

accuracy and also ensure vehicle stability. In a critical 

maneuver in which the longitudinal and lateral 

movements are performed simultaneously, the tire is in 

its saturated range. During the manoeuvre, the tire-road 

friction conditions also change. Due to uncertainties and 

very strong couplings between longitudinal and lateral 

dynamics in several levels of dynamics, kinematics, and 

tire forces, the problem of path following and 

maintaining the stability of the vehicle in a critical 

manoeuvre will be very challenging and complex. 

Literature review: So far, various control approaches 

have been proposed to solve this problem. One of the 

important manoeuvres in which longitudinal and lateral 

movements are performed at the same time is the lane 

change maneuverer. In [6-7], a review of the methods 

presented in the field of lane change control has been 

done. Depending on the desired manoeuvre, different 

controllers can be used. For simple manoeuvres where 

tire slip is negligible, a kinematic model can be used, and 

a controller can be designed for that [8-10]. Assuming 

that the slip of the tires is small, the relationship between 

force and slip is linear and it will be logical to use the 

linear dynamic model. In some references, the control 

algorithm has been studied based on a linear dynamic 

model [11-18]. One of the very important manoeuvres 

that play a role in reducing accidents is the collision 

avoidance manoeuvre. Numerous researchers have 

studied the problem of longitudinal and lateral integrated 

control with an emphasis on collision avoidance [19-23]. 

Model predictive control has been used many times in 

various areas of vehicle control due to its high capability 

in managing multi-objective constrained systems with 

uncertainty [24-26]. In some cases, predictive control 

has been used along with other methods. In [27], the 

direct Lyapunov approach has been used for longitudinal 

velocity control and nonlinear predictive control 

(NMPC) for lateral control. Despite having many 

capabilities, predictive control also brings challenges. 

By growing the model order, nonlinear terms, and 

constraints, the computational cost increases, and the 

possibility of getting stuck in the local minimum while 

doing the optimization problem increases. 

In [28], a comprehensive approach that combines 

planning and control mechanisms to enhance the quality 

of trajectories produced by intelligent vehicles is 

introduced. The trajectory planning component is 

engineered using the principles of the Iterative Linear 

Quadratic Regulator (ILQR), which incorporates the 

vehicle's nonlinear dynamics to optimize trajectory 

planning. In [29], a combined H∞ control approach is 

designed to enhance both the path-following capabilities 

and the lateral stability of autonomous in-wheel-motor-

driven electric vehicles (AIEVs) is presented. 

Motivation and innovation: The prior surveys show 

that valuable research has been conducted in this field. 

However, the problem of integrated longitudinal and 

lateral control of the vehicle in critical manoeuvres still 

needs more investigation. The primary objective of this 

work is to develop an adaptive control algorithm capable 

of providing integrated longitudinal and lateral control 

for highly nonlinear vehicle dynamics, while being 

robust to sudden changes in the friction coefficient and 

other uncertainties. A key goal is also to enable the 

control system to effectively follow curved paths, in 

addition to managing linear manoeuvres, by separating 

the control architecture. These objectives are motivated 

by the need to enhance vehicle safety and performance 

in challenging driving conditions where the available 

tire-road friction can vary unexpectedly. In [30-31], the 

motion control and integrated longitudinal and lateral 

control in the critical lane change manoeuvre on the 

highways have been done. To manage the variations of 

tire and road friction conditions, an adaptive control 

algorithm is proposed in [32]. This control algorithm 

uses the sliding mode approach, and by considering the 

nonlinear tire dynamics, it updates the tire forces in the 

control law by changing the friction conditions of the tire 

and the road. Despite having many advantages such as 

low computational cost, stability, and high tracking 

accuracy, this controller also has a fundamental 

limitation. 

This control algorithm is only used for lane change 

manoeuvres on the highways, where the lateral position 

variation is small compared to the longitudinal position. 

This article proposes a new control algorithm for critical 

manoeuvres to overcome this limitation. This algorithm 

can be used for the integrated longitudinal and lateral 

dynamics control of the vehicle on all roads (straight and 

curved roads). The accuracy of trajectory tracking of this 

algorithm is very high, and it also guarantees vehicle 

stability. This controller also can adapt to variations in 
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the tire-road friction conditions. This algorithm is robust 

to unmodeled uncertainties and parameter changes, and 

it will be helpful for manoeuvres where the vehicle 

dynamics are highly nonlinear and the tire capacity is in 

the saturated range. The details related to the design of 

the integrated controller, as well as the estimation 

algorithm of tire forces and friction coefficient, will be 

presented in sections 3 and 4, respectively. 

2 VEHICLE DYNAMIC MODEL 

In high-speed manoeuvres, it is possible to analyse the 

real behaviour of the vehicle only with a nonlinear 

dynamic model with many degrees of freedom. On the 

other hand, due to unmodeled uncertainties and the 

unknown value of the parameters, it is practically 

impossible to design a model-based controller based on 

complex dynamic models with high degrees of freedom. 

Considering these considerations, in this research, 7 

degrees of freedom model, including three degrees for 

movements in the yaw plane (𝑥, 𝑦 and 𝜓) and four 

degrees of freedom for four wheels, are used. The 

overview of this model is shown in “Fig. 1”. This model 

considers longitudinal and lateral load transfer caused by 

longitudinal and lateral accelerations. The simulations 

performed on a complete vehicle model show that the 

design of the controller based on the 7-degree-of-

freedom model (𝑥, 𝑦, 𝜓, 𝜔𝑓,𝑙 , 𝜔𝑓,𝑟 , 𝜔𝑟,𝑟 , 𝜔𝑟,𝑙) was 

practical and appropriate (Section 5). 

 

 
Fig. 4 The 7 degrees of freedom model. 

 
In “Fig. 1”, 𝑋 − 𝑌 are the inertial coordinate axes, and 

x-y are the local coordinate axes connected to the centre 

of mass (CG). Subscripts f and r refer to the front axle 

and rear axle of the vehicle. Also, the pairs (𝑓, 𝑙), (𝑓, 𝑟), 

(𝑟, 𝑟), and (𝑟, 𝑙)refer to the left front, right front, right 

rear, and left rear tires, respectively. 𝐹𝑥 and 𝐹𝑦 represent 

the longitudinal and lateral forces of the tire, 

respectively. The symbol 𝜔 also indicates the rotation 

around the wheel spinning axis. The longitudinal and 

lateral speeds at the CG are measured in local 

coordinates and are introduced by variables 𝑣, 𝑣𝑥  and 𝑣𝑦, 

respectively. 𝛿, 𝜓, and 𝛽 stand for the front wheel 

steering angle, vehicle yaw angle, and vehicle side-slip 

angle, respectively. The description and values of 

dynamic model parameters are presented in “Table 1”. 

The values of this table are extracted from D-Class 

Sedan vehicle in the CarSim software. 

In the following, the details of other parts of the dynamic 

model are stated . 
 

Table 1 Vehicle dynamic model parameters [30] 

Description Unit Value Parameter 

The total mass of the 

vehicle 
kg 1530 𝑚 

Vehicle yaw moment of 

inertia 
kgm2 2315 𝐼𝑧 

Front axle CG distance m 1.11 𝑙f 

Rear-axle CG distance m 1.67 𝑙r 

Track width m 1.55 𝑡𝑤 

Height of CG m 0.52 ℎ𝐶𝐺 

Aerodynamic drag 

coefficient 

--- 0.3 𝐶𝑑 

Braking gain (N.m)
/MPa 

700 𝑘𝑏 

Brake actuator time 

constant 

--- 0.06 𝜏𝑏 

Brake delay msec 31 𝜏𝑏𝑑 

Driveline efficiency --- 0.85 𝜂𝑑 

Driveline gain --- 4.1 𝑘𝑑𝑖𝑓𝑓  

Effective wheel radius m 0.325 𝑟𝑤 

Wheel's moment of inertia kg.m2 0.9 𝐼𝑤 

Rolling resistance 

coefficient 
--- 0.015 𝑓𝑟 

2.1. Vehicle Motion Equations [33] 

 

(1) 

(�̇�𝑥 − 𝑣𝑦�̇�) = [(𝐹𝑥𝑓,𝑙
+ 𝐹𝑥𝑓,𝑟

) cos 𝛿

− (𝐹𝑦𝑓,𝑙
+ 𝐹𝑦𝑓,𝑟

) sin 𝛿

+ (𝐹𝑥𝑟,𝑙
+ 𝐹𝑥𝑟,𝑟

) − 𝐹𝑎𝑒𝑟𝑜] 

  

(2) 

𝑚(�̇�𝑦 + 𝑣𝑥�̇�) = [(𝐹𝑥𝑓,𝑙
+ 𝐹𝑥𝑓,𝑟

) sin 𝛿

+ (𝐹𝑦𝑓,𝑙
+ 𝐹𝑦𝑓,𝑟

) cos 𝛿

+ (𝐹𝑦𝑟,𝑙
+ 𝐹𝑦𝑟,𝑟

)] 

(3) 
𝐼𝑧�̈� = 𝑙𝑓 [(𝐹𝑥𝑓,𝑙

+ 𝐹𝑥𝑓,𝑟
) sin 𝛿 + (𝐹𝑦𝑓,𝑙

+ 𝐹𝑦𝑓,𝑟
) cos 𝛿]

− 𝑙𝑟(𝐹𝑦𝑟,𝑙
+ 𝐹𝑦𝑟,𝑟

) 

 

Where, �̇� and �̈� are the rotational velocity and 
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acceleration of the vehicle, respectively. 𝐹𝑎𝑒𝑟𝑜 also 

represents the aerodynamic force applied to the front 

surface of the vehicle defined by “Eq. (4)”, [33]: 

 

(4) 𝐹𝑎𝑒𝑟𝑜 =
1

2
𝜌𝐶𝑑𝐴𝐹(𝑣𝑥 + 𝑣𝑤𝑖𝑛𝑑)2 

 

Where, 𝜌 is the air density and 𝑣𝑤𝑖𝑛𝑑 is the wind speed. 

𝐴𝐹 also represents the effective front surface of the 

vehicle and is equal to 1.6 + 0.00056(𝑚 − 765), [33] . 

2.2. Tire Model 

For the behaviour of the tire model to be close to the real 

behaviour, complex and accurate models should be used 

[33-35]. Accurate models have many parameters that 

must be identified. Identifying these parameters will be 

a major challenge considering the variations in tire and 

road conditions. Even if these parameters are identified, 

due to the accumulation of dynamic modelling errors 

and identification errors, the resulting tire and road 

friction model may significantly differ from the actual 

friction behaviour. In addition, the selected model for 

controlling the base model should be as simple as 

possible. Fortunately, if robust control approaches are 

used, it can be ensured that the unmodeled uncertainties 

of the tire will be well covered. Considering these 

considerations, based on the friction circle, a version of 

Pacejka's tire model, which has been used for control 

applications in this field [36-37], will be used [38]. Of 

course, for integrated control with friction estimation, 

this tire model will be used with modifications that will 

be explained in section 4. 

 

(5) 
𝐹𝛾𝜏,𝜀

=
𝜎𝜅𝜏,𝜀

𝜎𝜏,𝜀

𝜇𝜏,𝜀𝐹𝑧𝜏,𝜀
 ,   𝜅 ∈ {𝑥, 𝑦},   𝜏 ∈ {𝑓, 𝑟} ,    𝜀

∈ {𝑙, 𝑟} 
 

In this Equation, 𝐹𝑧𝜏,𝜀
 represents the vertical load of each 

tire and 𝜇𝛾𝜏,𝜀
 stands for the longitudinal or lateral tire-

road friction coefficient. 𝜎𝜏,𝜀 also represents the total tire 

slip, which is a function of the longitudinal slip (𝜎𝑥𝜏,𝜀
) 

and lateral slip (𝜎𝑦𝜏,𝜀
) of the tire (𝜎𝜏,𝜀 =

√(𝜎𝑥𝜏,𝜀
)
2
+ (𝜎𝑦𝜏,𝜀

)
2
) [38]. By considering the effect of 

load transfer caused by longitudinal and lateral 

accelerations using D'Alembert's principle, the vertical 

force of tires can be approximated with the following 

relationship. It must be recognized that the effect of 

vehicle suspension has been ignored . 
 

(6) 

𝐹𝑧𝑓,𝑙
= 𝑚 [

𝑔𝑙𝑟 − 𝑎𝑥ℎ𝐶𝐺 − 𝐹𝑎𝑒𝑟𝑜ℎ𝑎𝑒𝑟𝑜/𝑚

2𝑙

−
𝑙𝑟
𝑙

ℎ𝐶𝐺

𝑡𝑤
𝑎𝑦] 

  

(7) 

𝐹𝑧𝑓,𝑟
= 𝑚 [

𝑔𝑙𝑟 − 𝑎𝑥ℎ𝐶𝐺 − 𝐹𝑎𝑒𝑟𝑜ℎ𝑎𝑒𝑟𝑜/𝑚

2𝑙

+
𝑙𝑟
𝑙

ℎ𝐶𝐺

𝑡𝑤
𝑎𝑦] 

  

(8) 

𝐹𝑧𝑟,𝑙
= 𝑚 [

𝑔𝑙𝑓 + 𝑎𝑥ℎ𝐶𝐺 + 𝐹𝑎𝑒𝑟𝑜ℎ𝑎𝑒𝑟𝑜/𝑚

2𝑙

−
𝑙𝑓

𝑙

ℎ𝐶𝐺

𝑡𝑤
𝑎𝑦] 

  

(9) 

𝐹𝑧𝑟,𝑟
= 𝑚 [

𝑔𝑙𝑓 + 𝑎𝑥ℎ𝐶𝐺 + 𝐹𝑎𝑒𝑟𝑜ℎ𝑎𝑒𝑟𝑜/𝑚

2𝑙

+
𝑙𝑓

𝑙

ℎ𝐶𝐺

𝑡𝑤
𝑎𝑦] 

 

2.2.1. Longitudinal Slip Ratio [38] 

 

(10) 𝜎𝑥𝜏,𝜀
=

𝑣𝑟𝑤𝜏,𝜀
− 𝑣𝑐𝑤𝜏,𝜀

max(𝑣𝑟𝑤𝜏,𝜀
, 𝑣𝑐𝑤𝜏,𝜀

)
 , 𝜏 ∈ {𝑓, 𝑟}, 𝜀 ∈ {𝑙, 𝑟} 

 

In the above Equations, 𝑣𝑐𝑤𝜏,𝜀
 is the longitudinal velocity 

of the tire contact point with the road surface and 𝑣𝑟𝑤𝜏,𝜀
 

is the longitudinal velocity equivalent to the rotation of 

the wheel [34] . 

2.2.2. Tire Slip Angle [33] 

(11) 𝜎𝑓,𝑙 = 𝜎𝑓,𝑟 = 𝛿 − arctan (
𝑣𝑦 + �̇�𝑙𝑓

𝑣𝑥

) 
  

(12) 𝜎𝑟,𝑙 = 𝜎𝑟,𝑟 = −arctan (
𝑣𝑦 − �̇�𝑙𝑟

𝑣𝑥

) 

 

2.3. Wheel Dynamics 

The wheel motion Equation establishes the relationship 

between the longitudinal force and the traction and 

braking torques [33]. 

 

(13) 
𝐼𝑤�̇� 𝜏,𝜀 = −𝐹𝑥𝜏,𝜀

. 𝑟𝑤 + (𝑇𝑑𝜏,𝜀
− 𝑇𝑏𝜏,𝜀

) − 𝑓𝑟𝐹𝑧𝜏,𝜀
𝑟𝑤  ,

𝜏 ∈ {𝑓, 𝑟} ,    𝜀 ∈ {𝑙, 𝑟}  
 

Where, �̇� is the angular acceleration of the wheel, 𝑇𝑑𝜏,𝜀
 

is the traction torque, 𝑇𝑏𝜏,𝜀
 is the braking torque applied 

to the wheel.It is assumed that the torque applied to the 

left and right wheels of the front axle are equal to each 

other. This assumption is also valid for the wheels of the 

rear axle. It must be recognized that the traction torque 

is applied only to the front wheels. It is also assumed that 

in the braking mode, the distribution ratio of the rear-to-

front braking torques is equal to γ. The parameter γ is 

determined using the pressure distribution valve of the 

hydraulic system [33]. Therefore, the torques applied to 

the wheels can be defined as “Eq. (14) and Eq. (15)”. 
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(14) 𝑇𝑑𝑓,𝑙
= 𝑇𝑑𝑓,𝑟

=
𝑇𝑑

2
,     𝑇𝑑𝑟,𝑙

= 𝑇𝑑𝑟,𝑟
= 0 

  

(15) 𝑇𝑏𝜏,𝑙
= 𝑇𝑏𝜏,𝑟

=
𝑇𝑏𝜏

2
,    𝜏 ∈ {𝑓, 𝑟}  

 

It should be noted that 𝑇𝑑 and 𝑇𝑏  represent the sum of 

traction and braking torques applied to the wheels, 

respectively . 

2.4. Power Train Model 

It can be presumed that the torque converter is 

completely locked in high-speed maneuvers. So, the 

relationship between the engine torque (𝑇𝑒) and the total 

traction torque (𝑇𝑑) can be expressed as “Eq. (16)”, [33]. 

 

(10) 𝑇𝑒 =
𝑇𝑑

𝜂𝑑𝑘𝑑𝑖𝑓𝑓𝑛𝑔

   
 

Where, 𝑛𝑔 is the gear transmission ratio . 

Also, the throttle opening percentage is a function of the 

engine's net torque (𝑇e) and its rotation speed (𝜔𝑒). This 

function is available as a lookup table (𝛼𝑡ℎ = 𝑓(𝜔𝑒 , 𝑇𝑒)). 

2.5. Brake Dynamics 

The relationship between the brake torque and the 

pressure in the main cylinder (𝑃𝑏) can be approximately 

expressed by “Eq. (17)”, [39]: 

 

(17) 
𝑇𝑏(𝑠)

𝑃𝑏(𝑠)
=

𝑘𝑏𝑒
−𝜏𝑏𝑑𝑠

 𝜏𝑏𝑠 + 1
 

3 LONGITUDINAL AND LATERAL INTEGRATED 

CONTROL 

The proposed control method is a robust control 

approach that can also be used for curved roads. This 

controller includes two kinematic and dynamic parts. 

Separating the system control into two kinematic and 

dynamic parts makes it possible to control the system 

position variables. Therefore, in this way, it becomes 

possible to follow curved paths. The general structure of 

the controller is such that first, in the kinematics section, 

the desired longitudinal and lateral velocity is 

determined based on the tracking longitudinal and lateral 

position errors. Then, in the dynamic control, 

appropriate inputs are calculated to reach the desired 

velocities required in the kinematic control, considering 

the vehicle dynamics. 

3.1. Kinematic Control 

The desired position vector is 𝑝𝑅 = [
𝑋𝑅

𝑌𝑅
], which 

represents the desired longitudinal and lateral positions, 

respectively. Also, the vehicle position vector is defined 

as 𝑝 = [
𝑋
𝑌
] (“Fig. 2”). The error vector, e, is also 

expressed as the difference between the desired position 

vector and the vehicle position vector. 

 
Fig. 5 Description of inertial and local coordinate system: 

(a): positions, (b): velocities (β=0), (c): accelerations, and  

(d): velocities (β≠0). 

 

𝑒 = 𝑝𝑅 − 𝑝 = [
𝑋𝑅 − 𝑋
𝑌𝑅 − 𝑌

] 

 

The error dynamics for kinematic control is also 

expressed as: 

 

(18) �̇� + 𝐾𝑐𝑒 + 𝐾𝑖,𝑐 ∫ 𝑒
𝑡

0

𝑑𝑡 = 0   
 

Where, 𝐾𝑐 and 𝐾𝑖,𝑐 are positive definite control gain 

matrixes. According to “Fig. 2” and assuming 𝑅 =

[
cos𝜓 − sin𝜓
sin 𝜓 cos𝜓

], the velocity components in the 

inertial coordinates can be related to the components of 

the local coordinates as: 

 

(19) [�̇�
�̇�
] = 𝑅 [

𝑣𝑥

𝑣𝑦
] 

 

By combining “Eq. (18) and Eq. (19)”, the desired 

velocity vector 𝑣𝑐 can be written as: 

(20) 𝑣𝑐 = [
𝑣𝑥𝑐

𝑣𝑦𝑐
] = 𝑅−1 [�̇�𝑅 + 𝐾𝑐𝑒 + 𝐾𝑖,𝑐 ∫ 𝑒

𝑡

0

𝑑𝑡] 

3.2. Dynamicic Control 

The goal of dynamic control is to make 𝑣𝑥  and 𝑣𝑦 tend 

to values 𝑣𝑥𝑐
 and 𝑣𝑦𝑐

 respectively. Therefore, the error 

of longitudinal and lateral velocities can be expressed as: 
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(21) 𝑒𝑣𝑥
= 𝑣𝑥𝑐

− 𝑣𝑥  

(22) 𝑒𝑣𝑦
= 𝑣𝑦𝑐

− 𝑣𝑦 

 

The error dynamics of longitudinal and lateral velocities 

can be defined as:  

(23) �̇�𝑣𝑥
+ 𝐾𝑣𝑥

𝑒𝑣𝑥
+ 𝐾𝑖,𝑣𝑥

∫ 𝑒𝑣𝑥

𝑡

0

𝑑𝑡 = 0 

(24) �̇�𝑣𝑦
+ 𝐾𝑣𝑦

𝑒𝑣𝑦𝑖 + 𝐾𝑖,𝑣𝑦
∫ 𝑒𝑣𝑦

𝑡

0

𝑑𝑡 = 0 

 

Where 𝐾𝑣𝑥
, 𝐾𝑖,𝑣𝑥

, 𝐾𝑣𝑦
 and 𝐾𝑖,𝑣𝑦

 are positive definite 

control gain matrixes. 

3.2.1. Longitudinal Control 

Equation (23) can be used to calculate the longitudinal 

control input (throttle opening rate or brake cylinder 

pressure). By simplifying, we have: 

(25) �̇�𝑥 = �̇�𝑥𝑐
+ 𝐾𝑣𝑥

𝑒𝑣𝑥
+ 𝐾𝑖,𝑣𝑥

∫ 𝑒𝑣𝑥

𝑡

0

𝑑𝑡 

 

On the other hand, by combining the Equation of 

longitudinal motion and wheel dynamics (“Eq. (1) and 

Eq. (13)”), �̇�𝑥 can be defined as: 

 

(26) 

�̇�𝑥 =
1

𝑚
[
𝑇𝑓 − 𝑓𝑟𝑟𝑤𝐹𝑧𝑓

− 𝐼𝑤(�̇�𝑓,𝑙 + �̇�𝑓,𝑟)

𝑟𝑤
cos 𝛿 + 

(
𝑇𝑟 − 𝑓𝑟𝑟𝑤𝐹𝑧𝑟

− 𝐼𝑤(�̇�𝑟,𝑙 + �̇�𝑟,𝑟)

𝑟𝑤
)−𝐹𝑦𝑓

sin 𝛿

− 𝐹𝑎𝑒𝑟𝑜] + 𝑣𝑦�̇� 

 

By setting the right side of “Eq. (25) and Eq. (26)” equal, 

the total torque applied to the front and rear wheels can 

be calculated as: 

(27) 

𝑇𝑓cos 𝛿 + 𝑇𝑟 = 𝑚𝑟𝑤 (�̇�𝑥𝑐
+ 𝐾𝑣𝑥

𝑒𝑣𝑥

+ 𝐾𝑖,𝑣𝑥
∫ 𝑒𝑣𝑥

𝑡

0

𝑑𝑡 + 𝑣𝑦�̇�)

+ 𝑟𝑤 (𝐹𝑦𝑓
sin 𝛿 + 𝐹𝑎𝑒𝑟𝑜)

+ 𝐼𝑤([�̇�𝑓,𝑙 + �̇�𝑓,𝑟] cos 𝛿 + �̇�𝑟,𝑙

+ �̇�𝑟,𝑟)

+ 𝑟𝑤 [𝑓𝑟𝐹𝑧𝑓
cos 𝛿 + 𝑓𝑟𝐹𝑧𝑟

] 

 

The dynamics of the brake system and the power train 

are different, and each has its inputs. So, in the following 

steps, extracting the control input for each one is 

described separately. 

 

 

 

3.2.1.1. Braking Mode 

In braking mode, the ratio of the braking torque of the 

rear wheels to the front is assumed to be γ. In addition, 

the torque applied to the left and right wheels is the same 

in each of the axles. According to these assumptions and 

“Eq. (27)”, the braking torque applied to each can be 

expressed by: 

  

(28) 

𝑇𝑏 = 1/(cos 𝛿 + 𝛾) [𝑚𝑟𝑤 (�̇�𝑥𝑐
+ 𝐾𝑣𝑥

𝑒𝑣𝑥

+ 𝐾𝑖,𝑣𝑥
∫ 𝑒𝑣𝑥

𝑡

0

𝑑𝑡 + 𝑣𝑦�̇�)

+ 𝑟𝑤 (𝐹𝑦𝑓
sin 𝛿 + 𝐹𝑎𝑒𝑟𝑜)

+ 𝐼𝑤([�̇�𝑓,𝑙 + �̇�𝑓,𝑟] cos 𝛿 + �̇�𝑟,𝑙

+ �̇�𝑟,𝑟)+𝑟𝑤 (𝑓𝑟𝐹𝑧𝑓
cos 𝛿

+ 𝑓𝑟𝐹𝑧𝑟
)] 

 

By determining the total braking torque, the brake 

cylinder pressure can be determined using “Eq. (17)”. 

3.2.1.2. Traction Mode 

As mentioned, torque is not applied to the rear wheels in 

traction mode. According to “Eq. (16) and Eq. (27)”, the 

required engine torque can be expressed as: 

 

(29) 

𝑇𝑏 = 1/(𝜂𝑑𝑘𝑑𝑖𝑓𝑓𝑛𝑔cos 𝛿) [𝑚𝑟𝑤 (�̇�𝑥𝑐
+ 𝐾𝑣𝑥

𝑒𝑣𝑥

+ 𝐾𝑖,𝑣𝑥
∫ 𝑒𝑣𝑥

𝑡

0

𝑑𝑡 + 𝑣𝑦�̇�)

+ 𝑟𝑤 (𝐹𝑦𝑓
sin 𝛿 + 𝐹𝑎𝑒𝑟𝑜)

+ 𝐼𝑤([�̇�𝑓,𝑙 + �̇�𝑓,𝑟] cos 𝛿 + �̇�𝑟,𝑙

+ �̇�𝑟,𝑟)+𝑟𝑤 (𝑓𝑟𝐹𝑧𝑓
cos 𝛿

+ 𝑓𝑟𝐹𝑧𝑟
)] 

 

The throttle opening percentage can be determined by 

determining the engine torque and the engine speed. 

3.2.2. Lateral Control 

First, we multiply both sides of “Eq. (2)” by 𝑙𝑟  and add 

the resulting Equation with Equation (3). 

 

(30) 

𝑚𝑙𝑟(�̇�𝑦 + 𝑣𝑥�̇�) + 𝐼𝑧�̈�

= 𝑙 [(𝐹𝑥𝑓,𝑙
+ 𝐹𝑥𝑓,𝑟

) sin 𝛿

+ (𝐹𝑦𝑓,𝑙
+ 𝐹𝑦𝑓,𝑟

) cos 𝛿] 

 

By combining “Eq. (5), Eq. (11), and Eq. (30)”, �̇�𝑦 can 

be defined as “Eq. (31)”. 

 



55                                  Hadi Sazgar et al. 

  

(31) 

�̇�𝑦 =
𝑙

𝑚𝑙𝑟
[𝐹𝑥𝑓

sin 𝛿

+ 𝑏 (𝛿 − arctan (
𝑣𝑦 + �̇�𝑙𝑓

𝑣𝑥

))

− 𝐼𝑧�̈�] − 𝑣𝑥�̇� 

 

Where 𝑏 =
𝑙 cos 𝛿

𝑚𝑙𝑟
(

𝜇𝑓,𝑙

𝑠𝑓,𝑙
  𝐹𝑧𝑓,𝑙

+
𝜇𝑓,𝑟

𝑠𝑓,𝑟
  𝐹𝑧𝑓,𝑟

). On the other 

hand, using “Eq. (24)”, �̇�𝑦 can be written as: 

 

(32) �̇�𝑦 = �̇�𝑦𝑐
+ 𝐾𝑣𝑦

𝑒𝑣𝑦
+ 𝐾𝑖,𝑣𝑦

∫ 𝑒𝑣𝑦

𝑡

0

𝑑𝑡 

 

By setting the right side of “Eq. (31) and Eq. (32)” equal, 

the steering angle 𝛿 can be determined as: 

 

(33) 

𝛿 =
1

𝑏
[
𝑚𝑙𝑟
𝑙

(�̇�𝑦𝑐
+ 𝐾𝑣𝑦

𝑒𝑣𝑦
+ 𝐾𝑖,𝑣𝑦

∫ 𝑒𝑣𝑦

𝑡

0

𝑑𝑡 + 𝑣𝑥�̇�)

− 𝐹𝑥𝑓
sin 𝛿−1 + 𝐼𝑧�̈�]

+ arctan (
𝑣𝑦 + �̇�𝑙𝑓

𝑣𝑥
) 

4 ONLINE ESTIMATION ALGORITHM OF TIRE 

FORCES AND TIRE-ROAD FRICTION 

COEFFICIENTS 

It can be seen carefully in “Eq. (28), Eq. (29), and (33)” 

that the tire forces must also be known to calculate the 

control inputs. Since the complex dynamics of tires 

depend on environmental changes, tire wear, and 

unpredictable road conditions, the online estimation of 

these forces is necessary. In references [40-44], methods 

of identifying parameters of complex tire models, 

friction coefficient, and tire forces have been reviewed. 

Generally, past research in this field can be classified 

into cause-based and effect-based estimation methods. 

The concentration of cause-based methods is on 

studying and diagnosing effective factors in the tire-road 

interaction, and the friction coefficient is identified using 

specific analytical theories [43]. Effect-based techniques 

also use vehicle response to determine the friction 

coefficient [44]. 

In this research, according to the concept of friction 

circle and the use of vehicle kinematic characteristics 

that can be measured or estimated by sensors, tire forces, 

and friction coefficients are computed online with a 

straightforward algebraic algorithm and updated in the 

control law.  

 

Since the proposed method works based on the vehicle 

response, it is an effect-based estimation technique. The 

details of the proposed method are presented below. 

4.1. Calculation of The Longitudinal and Lateral 

Tire Forces 

For simplicity, the vehicle's motion Equations are first 

rewritten in the following form: 

 

(34) 𝑚𝑎𝑥 = 𝐹𝑥𝑓
cos 𝛿 − 𝐹𝑦𝑓

sin 𝛿 + 𝐹𝑥𝑟
− 𝐹𝑎𝑒𝑟𝑜 

  

(35) 𝑚𝑎𝑦 = 𝐹𝑥𝑓
sin 𝛿 + 𝐹𝑦𝑓

cos 𝛿 + 𝐹𝑦𝑟
 

  

(36) 𝑚𝑎𝑦 = 𝐹𝑥𝑓
sin 𝛿 + 𝐹𝑦𝑓

cos 𝛿 + 𝐹𝑦𝑟
 

 

Now, we multiply both sides of “Eq. (35)” by (−𝑙𝑓) and 

add both sides of the resulting Equation with Eq. (36) to 

obtain “Eq. (37)”. 

 

(37) 𝐹𝑦𝑟
=

𝑙𝑓𝑚𝑎𝑦 − 𝐼𝑧�̈�

𝑙
 

 

Knowing 𝑎𝑦 and �̈� then 𝐹𝑦𝑟
 can be calculated. 

According to “Eq. (34) and Eq. (35)”, to calculate 𝐹𝑦𝑓
, 

the longitudinal forces of the tires must be determined 

first. Besides, because the distribution of traction and 

braking torques are unlike, 𝐹𝑥𝑓
and 𝐹𝑥𝑟

 are also different 

for braking and traction modes. Therefore, these two 

states are separated from each other in the following. 

4.1.1. Traction Mode 
For front-wheel drive vehicles, 𝐹𝑥𝑓

 can be computed 

from the wheel dynamic “Eq. (13)”. 

(38) 𝐹𝑥𝑟
=

𝐼𝑤
𝑟𝑤

(�̇� 𝑟,𝑙 + �̇� 𝑟,𝑟) + 𝑓𝑟𝐹𝑧𝑟
 

 

Considering that the values of 𝐹𝑥𝑟
 and 𝐹𝑦𝑟

 have been 

determined to calculate 𝐹𝑥𝑓
 and 𝐹𝑦f

 both sides of “Eq. 

(34) and Eq. (35)” are multiplied by cos 𝛿 and sin 𝛿, 

respectively, and next, the sum of the sides of two 

Equations yields: 

(39) 

𝑚(𝑎𝑥 cos 𝛿 + 𝑎𝑦 sin 𝛿)

= 𝐹𝑥𝑓
+ (𝐹𝑥𝑟

− 𝐹𝑎𝑒𝑟𝑜) cos 𝛿

+ 𝐹𝑦𝑟
sin 𝛿 

 

By replacing the equivalent terms for 𝐹𝑦𝑟
 and 𝐹𝑥𝑟

 from 

“Eq. (37) and Eq. (38)” in “Eq. (39)”, the value of 𝐹𝑥𝑓
 

can be determined as: 
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(40) 

𝐹𝑥𝑓
= (𝑚𝑎𝑥 + 𝐹𝑎𝑒𝑟𝑜 −

𝐼𝑤�̇� 𝑟

𝑟𝑤
− 𝑓𝑟𝐹𝑧𝑟

) cos 𝛿

+ (𝑚𝑎𝑦

+
𝐼𝑧�̈� − 𝑙𝑓𝑚𝑎𝑦

𝑙
) sin 𝛿 

 

Finally, by replacing the equivalent terms for 𝐹𝑥𝑓
 and 𝐹𝑦𝑟

 

from “Eq. (40) and Eq. (37)” in “Eq. (35)”, the value of 

𝐹𝑦𝑓
 will be obtained as: 

 

(41)  𝐹𝑦𝑓
=

𝑚𝑎𝑦 − 𝐹𝑥𝑓
sin 𝛿 − 𝐹𝑦𝑟

cos 𝛿
 

4.1.2. Braking Mode 
Considering the traditional braking torque distribution 

strategy, “Eq. (34)” can be written as: 

 

(42) 𝑚𝑎𝑥 = (𝛾 + cos 𝛿)𝐹𝑥𝑓
− 𝐹𝑦𝑓

sin 𝛿 − 𝐹𝑎𝑒𝑟𝑜 

 

Now multiplying the sides of “Eq. (35) and Eq. (42)” by 

sin 𝛿 and cos 𝛿, respectively, and then adding the two 

sides of the resulting Equations together yields: 

 

(43) 

𝑚(𝑎𝑥 cos 𝛿 + 𝑎𝑦 sin 𝛿)

= (𝛾 cos 𝛿 + 1)𝐹𝑥𝑓

− 𝐹𝑎𝑒𝑟𝑜 cos 𝛿 + 𝐹𝑦𝑟
sin 𝛿 

 

By replacing 𝐹𝑦𝑟
 from “Eq. (37)” in “Eq. (43)” and 

making appropriate simplifications for 𝐹𝑥𝑓
, the “Eq. 

(44)” will be obtained as: 

 

(44) 

𝐹𝑥𝑓

=

[
 
 
 
 (𝑚𝑎𝑥 + 𝐹𝑎𝑒𝑟𝑜) cos 𝛿 + (

𝐼𝑧�̈� + 𝑙𝑟𝑚𝑎𝑦

𝑙
) sin 𝛿

(𝛾 cos 𝛿 + 1)

]
 
 
 
 

 

 

By replacing the equivalent terms for 𝐹𝑥𝑓
 and 𝐹𝑦𝑟

 from 

(45) and (37) in “Eq. (41)”, the value of 𝐹𝑦𝑓
 can be 

determined. Until this stage, the values of 𝐹𝑥𝑓
, 𝐹𝑥𝑟

, 𝐹𝑦𝑓
, 

𝐹𝑦𝑟
 have been determined . 

4.2. Calculation of Tire Friction Coefficients 

According to “Eq. (28), Eq. (29), and (33)”, it can be 

seen that it is not necessary to calculate the tire-road 

friction coefficients to determine the control inputs at 

any moment. However, to check the accuracy of the 

considered tire model and to evaluate the method of 

estimating the longitudinal and lateral forces of the tire, 

in this section, the method of calculating the friction 

coefficient of front axle tires (𝜇𝑓,𝑙 and 𝜇𝑓,𝑟) will be 

explained. Similarly, the friction coefficient values of 

rear axle tires (𝜇𝑟,𝑙 and 𝜇𝑟,𝑟) can be calculated. To 

calculate the friction coefficient of the front axle tires 

(𝜇𝑓,𝑙 and 𝜇𝑓,𝑟), the longitudinal and lateral forces of each 

of the front axle tires should be calculated. In the 

dynamic model section, it was stated that for each axis, 

the longitudinal forces of the left and right tires are 

almost equal. 

 

(45) 𝐹𝑥𝜏,𝑙
≈ 𝐹𝑥𝜏,𝑟

≈
𝐹𝑥𝜏

2
,    𝜏 ∈ {𝑓, 𝑟}  

 

Using “Eq. (5), Eq. (11), and Eq. (47)” for the front tires, 

we have: 

 

(46) 
𝐹𝑥𝑓

2
= 𝜎𝑥𝑓,𝑙

𝜇𝑓,𝑙

𝜎𝑓,𝑙

𝐹𝑧𝑓,𝑙
 

  

(47) 
𝐹𝑥𝑓

2
= 𝜎𝑥𝑓,𝑟

𝜇𝑓,𝑟

𝜎𝑓,𝑟

𝐹𝑧𝑓,𝑟
 

  

(48) 𝐹𝑦𝑓,𝑙
= 𝜎𝑦𝑓

𝜇𝑓,𝑙

𝜎𝑓,𝑙

𝐹𝑧𝑓,𝑙
 

  

(49) 𝐹𝑦𝑓,𝑟
= 𝜎𝑦𝑓

𝜇𝑓,𝑟

𝜎𝑓,𝑟

𝐹𝑧𝑓,𝑟
 

 

By dividing both sides of “Eq. (47)” by “Eq. (48)” and 

dividing “Eq. (49)” by “Eq. (50)”, “Eq. (51) and Eq. 

(52)” will be obtained, respectively. 

 

(50) 
𝜎𝑥𝑓,𝑟

𝜎𝑥𝑓,𝑙

=
𝜎𝑓,𝑟

𝜎𝑓,𝑙

𝜇𝑓,𝑙

𝜇𝑓,𝑟

𝐹𝑧𝑓,𝑙

𝐹𝑧𝑓,𝑟

 

(51) 
𝐹𝑦𝑓,𝑙

𝐹𝑦𝑓,𝑟

=
𝜎𝑓,𝑟

𝜎𝑓,𝑙

𝜇𝑓,𝑙

𝜇𝑓,𝑟

𝐹𝑧𝑓,𝑙

𝐹𝑧𝑓,𝑟

 

 

By combining “Eq. (51) and Eq. (52)”, between the 

lateral force of the front tires, “Eq. (53)” is obtained . 

(52) 
𝐹𝑦𝑓,𝑙

𝐹𝑦𝑓,𝑟

=
𝜎𝑥𝑓,𝑟

𝜎𝑥𝑓,𝑙

 

Considering that the value of 𝐹𝑦𝑓
 is known, the lateral 

force of each of these tires can be calculated using “Eq. 

(53)”. By determining the normal force, longitudinal 

force, and lateral force of each of the front tires, the 

approximate value of the tire-road friction coefficient of 

each of these tires can be calculated as: 
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(53) 
𝜇𝑓,𝜀 =

√(𝐹𝑥𝑓,𝜀
)

2

+ (𝐹𝑦𝑓,𝜀
)

2

𝐹𝑧𝑓,𝜀

,     𝜀 ∈ {𝑙, 𝑟} 

5 OBTAINED RESULTS 

To evaluate the effectiveness of the proposed adaptive 

control, CarSim and MATLAB/Simulink software 

packages have been used. The dynamic model used for 

simulation has 14 degrees of freedom to include the 

dynamics of the suspension system, brake system, power 

chain, steering system, and the dynamics of the steering 

wheel actuator. Pacejka 5.2 (Symmetric) tire model is 

also used for tires. The vehicle used in the simulations is 

a typical D-class sedan with default parameters from 

CarSim database. 

The block diagram of longitudinal-lateral adaptive 

integrated control is shown in Fig. 3. To evaluate the 

performance of the control algorithm in conditions 

closer to reality, the Vehicle State Calculation block is 

considered. This block is responsible for estimating the 

speed, filtering the noise of the sensors, and calculating 

some vehicle states. In this simulation, it is presumed 

that longitudinal acceleration, lateral acceleration, and 

steering angle rate are measured by IMU and have noise. 

To consider the effect of noise, the Band-Limited White 

Noise block of Simulink is used. It is also assumed that 

the coordinates of the vehicle CG, wheel speed, and gear 

ratio are accessible. The considered noise power value 

for �̇�, 𝑎𝑥 and 𝑎𝑦 is equal to 0.001 deg/sec, 0.5 × 10−6𝑔 

and 10−6𝑔, respectively. A 1st order low-pass 

Butterworth filter with a pass frequency of 10 Hz was 

used for filtering. For the steering wheel angle, the 

saturation limit is ±10 deg. In the simulation, the steering 

wheel angular position actuator's dynamics is also 

considered a second-order transfer function with a 

natural frequency of 6.3 Hz and damping of 0.95 [45]. 

The reference method [30] has also been used to 

estimate longitudinal and lateral velocities. 

To evaluate the performance of the integrated control 

proposed in this section, three different maneuvers have 

been planned, including moving on a curved road, the 

critical lane change in braking mode, and the critical lane 

change in traction mode. In the following, the details of 

the obtained results of these scenarios are described in 

detail. 

 

 

Fig. 6 Block diagram of integrated longitudinal and lateral 

control. 

 

5.1. Maneuver I: Constant Speed on A Curved Road 
In this maneuver, the vehicle speed is assumed to be 

constant and equal to 36 km/h. Figure 4a shows the 

desired path and the direction of the vehicle. With a 

general look, it can be said that the desired path of the 

vehicle has been followed with appropriate accuracy. In 

order to investigate the tracking more precisely, the 

longitudinal and lateral tracking errors are shown in 

“Fig. 4c and Fig. 4d”, respectively. According to these 

figures, it can be seen that the maximum of longitudinal 

and lateral tracking errors is insignificant and is around 

0.4 m. In the part with the curved path, as expected, the 

steering angle of the wheel is almost constant and its 

value is equal to 1.6 deg (“Fig. 4-b”). Considering the 

constant speed during the maneuver, it is expected that 

the amount of throttle opening and the torque applied to 

the wheels will be constant. Examining “Fig. 4e and Fig. 

4f” confirms this point well. The amount of throttle 

opening is 10%, and the amount of torque applied to 

each front wheel is 20 N.m. 

 

5.2. Maneuver Ii: Lane Change with Braking 

This maneuver is planned to evaluate the integrated 

control performance in high-speed braking maneuvers. 

The vehicle’s initial speed is assumed to be 140 km/h. It 

is assumed that the vehicle first moves for 3 seconds 

with a constant braking acceleration of -2.5 m/sec2 and 

then changes lanes with the same braking acceleration. 

After the lane change, the vehicle continues to move 

with the same acceleration for 10 seconds (“Fig. 5”).  
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(b) 

 
(a)  

  
(d) (c)  

  
(f) (e) 

 

Fig. 4 Integrated control performance in the curved path: (a): reference path and vehicle path, (b): steering wheel angle, (c): 

longitudinal tracking error, (d): lateral tracking error, (e): throttle opening percentage, and (f): traction torque applied to the wheels. 
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(b) 

 
(a) 

  
(d) (c) 

  
(f) (e) 

 

Fig. 5 Integrated control performance in braking lane change: (a): reference path and vehicle path, (b): steering wheel angle, (c): 

longitudinal tracking error, (d): lateral tracking error, (e): master cylinder brake pressure, and (f): braking torque 

 

 

5.3. Maneuver Iii: Lane Change with Accelerating 

The characteristics of the maneuver are shown in “Fig. 6 

and Fig. 7a”. This maneuver includes two lane changes, 

the first lane change is done with a constant acceleration 

of 1.5 m/sec2, and the second lane change is done with a 

constant speed. The changes in the maximum available 

tire-road friction coefficient (𝜇𝑟𝑜,𝑚𝑎𝑥) in terms of the 

longitudinal position of the road are presented in “Fig. 

6a”. In the middle of the first lane change (150 m to 155 

m), 𝜇𝑟𝑜,𝑚𝑎𝑥  changes from 0.9 to 0.7. Also, In the middle 

of the second lane change (410 m to 415 m), 𝜇𝑟𝑜,𝑚𝑎𝑥  

decreases from 0.7 to 0.4. The initial speed of the vehicle 

is 100 km/h. 
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(a) 

 
(b) 

Fig. 6 Traction Lane change maneuver: (a): variations of 

road friction coefficient, and (b): reference longitudinal 

acceleration. 

 
 

The vehicle motion path and tracking errors are shown 

in “Fig. 7”. It can be seen in this figure that the desired 

motion path has been followed well and with little error. 

The maximum longitudinal tracking error is less than 1 

m (“Fig. 7b”), and the maximum lateral tracking error is 

less than 30 cm (“Fig. 7c”). 

 
(a) 

 
(b) 

 
(c) 

Fig. 7 The complete performance of the integrated control 

in lane change: (a): reference path and vehicle path, (b): 

longitudinal tracking error, and (c): lateral tracking error. 

 

 
The longitudinal and lateral control inputs are also 

shown in “Fig. 8a and Fig. 8b”, respectively . 
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(b) 

Fig. 8 Integrated control inputs in traction lane change: 

(a): Throttle valve opening percentage, and (b): Wheel 

steering angle. 

 
In order to assess the changes in the longitudinal and 

lateral speed variations and the accuracy of the speed 

estimation, the longitudinal and lateral speeds of the 

vehicle, along with their estimated values, are shown in 

“Fig. 9a and Fig. 9b”, respectively. 

Finally, car friction coefficients and their estimated 

values are presented in “Fig. 10.” The accuracy of the 

tire friction coefficient estimation can be assessed by 

examining “Fig. 10”. In “Fig. 10b”, it can be observed 

that the friction coefficient of the tire reaches its 

maximum available value of 0.7 within 6.2 seconds. 

This indicates that the tire has reached its maximum 

frictional capacity at this point in time. Considering this 

finding, it can be concluded that the proposed integrated 

adaptive control strategy is capable of performing its 

task effectively and following the desired path with 

acceptable accuracy, even under critical driving 

conditions involving changes in road friction and tire 

dynamic nonlinearities. 

One of the key advantages of the proposed control 

approach is its robustness. The controller was designed 

based on a 7-degree-of-freedom vehicle model, yet the 

simulations were conducted using the full vehicle 

dynamic model. This suggests that the presented control 

strategy has successfully accounted for various 

parametric and unmodeled uncertainties, demonstrating 

its ability to handle the complexity of the actual vehicle 

dynamics. Furthermore, the ability of the control system 

to fully utilize the tire's maximum frictional capacity, as 

evident from the friction coefficient reaching 0.7, 

implies that the control strategy is effectively managing 

the available tire-road adhesion. 

 

 
                                          (a) 

 

 
                                          (b) 
Fig. 9 Estimation of velocities in traction lane change: (a): 

longitudinal speed, and (b): lateral speed. 

 

This is a crucial aspect, especially in critical driving 

scenarios where the vehicle's performance and stability 

are heavily dependent on the optimal utilization of the 

tire-road interface. By combining the accurate 

estimation of the tire friction coefficient, the effective 

handling of tire dynamic nonlinearities, and the 

demonstrated robustness against uncertainties, the 

proposed integrated adaptive control approach shows 

promise in maintaining the vehicle's desired path-

tracking performance and stability, even in challenging 

driving conditions characterized by changes in road 

friction and other nonlinear vehicle dynamics. 
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(d) (c) 

Fig. 7 Estimation of road tire friction coefficients in traction lane change: (a): left front tire, (b): right front tire, (c): right rear 

tire, and (d): left rear tire. 

 

6 CONCLUSIONS 

The proposed adaptive control algorithm represents a 

significant advancement in managing highly nonlinear 

vehicle dynamics and sudden changes in friction 

coefficients. This control strategy has substantial 

potential for real-world driving applications. The key 

practical implications include the controller's robustness 

to accommodate changes in friction coefficient and other 

uncertainties, as well as its capability to accurately track 

curved paths. These features are critical for enhancing 

driving safety and control, especially in challenging road 

conditions or when integrated with advanced driver 

assistance systems. The simulation results demonstrate 

the effectiveness of the integrated adaptive control in 

managing complex maneuvers, such as constant-speed 

cornering, lane changes under braking, and lane changes 

under traction. These findings suggest the controller 

could be successfully implemented in real-world 

vehicles, providing enhanced stability and performance. 

Furthermore, the accurate estimation of the friction 

coefficient underscores the potential for this control 

approach to contribute to advanced tire-road interaction 

models and friction estimation algorithms, with far-

reaching implications for vehicle safety and 

performance systems. For future work, it is 

recommended to evaluate the controller's performance 

when integrated with electronic stability control (ESC), 

as well as to validate the simulation results through 

extensive testing on physical prototypes. Exploring the 

controller's behavior under extreme conditions, such as 

split-μ scenarios, and investigating the potential for 

incorporating machine learning techniques could further 

enhance the controller's adaptability and robustness. By 

addressing these future research directions, the practical 

applicability and impact of the proposed adaptive 

control algorithm can be expanded, paving the way for 

its widespread adoption in real-world vehicle 

applications. 
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