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Abstract 

The capability to receive and deliver customer demand on time in today's competitive world is a 

significant concern for all industries. In particular, demand management has entered a new era with 

many companies competing in the last decade. Customer demand management is one of the 

contemporary issues. The main goal of demand management is to improve supply chain effectiveness, 

and it is important to note that it is complementary to distribution management and product demand 

management. Therefore, demand forecasting is essential. For this purpose, in this study, the modeling 

of the combination structure using autoregressive integrated moving average models and multilayer 

perceptron neural networks in the field of demand with benchmark data is investigated. The data sets 

used in this study are two well-known benchmarks of the total product revenue of the Taiwan 

machinery industry and the sales volume of soft drinks. Eviews and Matlab software have been used 

to determine the unknown parameters of the proposed model. The experimental results of the research 

show that the performance of the proposed hybrid model is more accurate than its single components. 

In addition, results indicate that intelligent models can perform better than classic statistical models. 
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1. Introduction 

Supply chain management is related to a set of solutions that integrates chain members (suppliers, 

manufacturers, retailers, and customers) and its main aim is to reduce system costs as well as to 

increase customer service levels. It is the main reason that why managing customer demand in this 

chain is very important [1]. One of the most challenging problems of organizations facing customer 

demand is to change the demand value, which causes uncertainty on the producer side (production 

value). That also will be made the uncertainty in the purchase of parts and the whole supply chain. 

Companies try to alleviate this uncertainty in a way that one of the most common ways is to predict 

customer demand based on their previous demand [2]. Predictive science nowadays has become an 

integral part of most organizations for making decisions appropriate and proper planning. The 

importance of prediction in today's world is not hidden because accurate and timely forecasting can 

https://dorl.net/dor/20.1001.1.27170314.2021.10.2.2.3
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help managers and analysts make better quality decisions and formulate more effective strategies. 

The accuracy and quality of prediction models are one of the most important factors influencing the 

choice of prediction methods.  

It is the most important reason that today, despite numerous predictive methods, efforts to achieve 

more accurate methods have never stopped [3]. The accuracy of the predictions depends on the model 

and structures chosen for the prediction. Predictive models in the field of time series are divided into 

two categories. Forecasting using single models and using hybrid models. Single models include 

classic statistical and intelligent models. Combined models are created by combining these two 

models. Time series data have linear and non-linear patterns. When models both linear and nonlinear 

patterns, the accuracy of the model performance increases. Single classical statistical models can 

model the linear pattern of data. Intelligent models such as neural networks can model nonlinear 

patterns. The combination of these two models improves the accuracy of prediction performance by 

modeling linear and nonlinear patterns [4]. In the following, several studies in the field of forecasting 

using single and combined models are presented. 

Duerr et al. [5] used two single AR and ARIMA models to predict water demand. The presented 

models are compared with each other and with the Machine learning methods model. The results 

show that the performance of smart (intelligence) models is better than classical statistical models. 

On the medium and long-term forecast of energy demand, Ahmad and Chen [6] propose AdaBoost, 

ANN, NAEMI, MLRM models. This study compares the models presented with each other and the 

MLRM AdaBoost BoostedT, BaggedT, and ARIMAX models. The results show that the predictions 

made with the proposed models are almost identical. Ahmad, and Chen [7] to predict short and 

medium-term forecasting of cooling and heating load demand in a building environment, used single 

models of Tree Bagger (TB), Gaussian process regression (GPR), Bagged Tree (BaggedT), Neural 

Network (NN), Multiple Linear Regression (MLR), Boosted Tree (BoostedT). In this study, seven 

days, 14 days, and one-month data were used for six models and compared with each other. The 

results show that precisions of TB, Boosted, GPR, NN, and Bagged are better than the MLR model.  

Candelieri et al. [8] presented a single SVM model for short-term forecasting of water demand. At 

first, the clustering is done on the data and predicted by the proposed SVM model. The proposed 

model with clustered data is compared with the model with non-clustered data. Comparison results 

show that clustering data improves the results. In order to forecast spares demand from equipment 

failures in a changing service logistics context, a single Bayesian network model is presented by 

Boutselis and Mc Naught [9]. The BN that learned from training data performed best, followed by a 

hybrid BN design combining expert elicitation and machine learning, and then a logistic regression 

model different LSO configurations were simulated to create a test dataset, and the simulation results 

were compared with the various forecasts. Ahmad and Chen [10] have used single models compact 

decision tree (CDT), Fit k-nearest classifier (FitcKnc) linear regression model (LRM), and stepwise 

linear regression model (stepwise-LRM) for short-term forecasts of energy demand. The results show 

that the predictions made with the proposed models are almost identical. Short-term electricity 

demand forecasts by Cam et al. [11] in three phases, the regression method was used. In the first 

phase, the data is clustered, and the results are calculated. The second phase data is clustered 

according to the data strategies, and the results are analyzed. In the third phase, the results were 

present based on the strategy and without clustering the data. The results show that the prediction of 
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clustered data is more accurate. Bikcora et al. [12] presented a hybrid series-based model for 

predicting daily power consumption with ARMA-GARCH models. In this study, the proposed model 

is compared with its regression model. The results of comparing single and composite structures show 

that the proposed model with the combination structure offers better performance.  

Han et al. [13] for predicting urban rail vehicle spare parts demand have used the combination 

structure of SVM and BP neural network models. Proposed composition structure by using metrics 

MAE, MSE, MAPE, and MSPE compared with single models. The results show that the proposed 

combination structure is more accurate and performs better than single-component models. Arunraj 

and Ahrens [14] used hybrid models for daily food sales forecasting. Proposed models in this research 

are seasonal autoregressive integrated moving average with external variables (SARIMAX), 

SARIMAX using multiple linear regression (SARIMA-MLR), SARIMA, and Quantile Regression 

(SARIMA-QR), multi-layered perceptron neural network (MLPNN). The results of the research show 

the suggested composition structures of performance better than single models. Mohammadi et al. 

[15] have been used for forecasting emergency supply-demand from single and hybrid models they 

are ARIMA–ANN, ARIMA–ANN, and GA–APSO. The mean square error (MSE) was used to 

compare the models. The research findings show that hybrid models perform better than single 

models. Aburto and Weber [16] have used from combining SARIMAX and ANN models for demand 

forecasts. In addition, the results of the research show that the proposed compound structure is more 

accurate and performs better than its single-component models. Some recent papers with single and 

hybrid structures are presented in Table 1. 

 

Table 1. Some recently published papers with single and hybrid structures 

Author(s) Year 
Type of 

Model 
Used Component(s) Domain Description 

Al-Fattah & 

Aramco [17] 
2021 Hybrid 

Artificial 

intelligence 
GANNATS 

crude oil demand 

forecasting 

Proposing a hybrid model consisting of the 

genetic algorithm, neural network, and data-
mining approach for time-series models. 

Sharma & 

George [18] 
2021 Single 

Artificial neural 

network 

for the order-

driven vendor 

recommendation 

system 

Proposing a neural network model for the 

order-driven vendor recommendation 

system that ranks the suppliers as per the 

requirements of the order has been proposed 

Hess et al. 

[19] 
2020 Hybrid 

Statistical 

forecasting & 
machine learning 

Meal Demand 

Forecasting 

Proposing an approach incorporating both 

statistical and machine learning methods for 

intermittent meal demand with a double-
seasonal pattern forecasting. 

Perez et al. 

[20] 
2020 Single 

ARIMA, Artificial 

neural network 

Electricity Demand 

Forecasting 

Proposing a novel algorithm to forecast big 

data time series 

Van & Mes 

[21] 
2020 Hybrid 

ARIMA & Artificial 

neural network 

Demand 

forecasting 

Proposing a hybrid model with ARIMA and 

MLP models 

Oey et al. 

[22] 
2020 Single 

demand & supply 

planning (D&SP) 

Demand 

Forecasting 

proposing a model for demand forecasting 

with supply planning 

Xu et al. 

[23] 
2019 Hybrid 

SARIMA, Support 

Vector Regression 

Forecasting 

Aviation industry 

demand 

proposing a hybrid model with SARIMA-

SVR 

 

According to the studies presented in the field of forecasting, it is observed that there are two general 

approaches to forecasting 1) Forecasting with single models 2) Forecasting with hybrid models. 
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Single models include classic statistical and intelligent models, and hybrid models incorporate single 

statistical and intelligent classic models. The results of the literature review on single and hybrid 

models show that the predictions of hybrid models are more accurate and quality than single models. 

The accuracy and quality of the forecasts will increase by improving the models and taking into 

account all the data properties. Therefore, using more accurate models can increase the performance 

of prediction. Studies show the autoregressive moving average and neural network is that most of the 

models are used for forecasting. These models model linear and nonlinear patterns in the data well. 

According to the literature of forecasting models, using hybrid structures of demand forecasting for 

industrial products with international benchmark data less done. Therefore, in this research, modeling, 

and design of a hybrid structure using two single models to increase the accuracy of predictions has 

been done. Since the data used in this study have a seasonal pattern, the seasonal autoregressive 

moving average and the seasonal neural network are used for the first time. The following of this 

research includes three sections, the first section describes the features of the models used (SARIMA 

and SMLP) the second part presents the proposed combination structure, and the designed and 

presents the numerical results for two series of data on the production value of the Taiwan machinery 

industry and the sales volume of soft drinks and the final section will present the conclusions of the 

study. 

 

2. Single models 

Single prediction models include two categories: classic statistical models and intelligent models. 

Based on linear or nonlinear patterns in systems, their classical statistical models are divided into 

linear and nonlinear categories. If the structures in the time series data are perfectly linear, the 

classical linear statistical models can model and predict these time series correctly. Classical 

nonlinear statistical models are designed only for modeling specific nonlinear patterns. Therefore, 

these models alone cannot provide a good prediction. Intelligent models are one of the most dynamic 

areas of research in the present period that have the potential to detect unknown patterns. Such models 

are capable of storing large volumes of information and data and analyze and model the patterns in 

the data with high accuracy and without the limitations used in classical statistical models. Despite 

the single methods for forecasting, researchers are always trying to use more comprehensive 

approaches, provided more accurate forecasts. The combination of different models or the application 

of hybrid models has been considered to increase the accuracy of predictions and to improve the 

quality level of results in a different scenario. The models used in this study are SARIMA and SANN, 

which are the most accurate single models in the field of forecasting. In this section, the main concepts 

of Seasonal Moving Average Regression and Seasonal Multilayer Perceptron Neural Network are 

presented. 

 

2.1 Seasonal Autoregressive integrated moving average (SARIMA) models 

Time series models have been widely used in various sciences, such as engineering and economics. 

A time series is a set of observations or recorded values of a variable that is arranged in time.  In 

addition to predictability, time series models show important information about the time-dependent 

change. Such models have a regular search algorithm (pattern recognition, parameter estimation, and 
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pattern verification) to select the appropriate model. The Zt is the time series that is generated by an 

autoregressive moving average by average μ of the Box-Jenkins model.  

∅(B)(1 − B)d(Zt − μ) = θ(B)at                                                                                  (1) 

θ(B) = 1 − θ1B − θ2
2 − ⋯ − θqBq                                                                               (2) 

 

So that, θ1, θ2, ...., θq and ∅1, ∅2, ...., ∅p  are polynomials from B From Degree p and q. B is a 

regression operator, p, d, q integers, and Zt are the observed values of time series.  Some time series 

also have seasonal phenomena which are repeated after a regular time. The Seasonal Autoregressive 

Moving Average model can be used to model these time series. These seasonal models are consistent 

with the general structure of non-seasonally autoregressive moving average models. They were called 

by the Box-Jenkins [24] as multiplicative seasonal models and briefly as SARIMAp, d, qP, D, Qs 

are displayed. In this structure, p, d, q represents the non-seasonal component of the model, and P, D, 

Q represents the seasonal component of the model. Using the backward transfer operator B, the 

general form is shown as follows: 

φp(B)∅P(Bs)∇s∇s
dZt = θq(B)ϑQ(BS)at                                                                        (3) 

In this model, φ1, φ2, ...., φp and ∅1, ∅2, ...., ∅P and θ1, θ2, ...., θq and ϑ1, ϑ2 , ...., ϑQ are polynomials 

with orders of p and P, q and Q respectively. In this model, the coefficients p, q denote non-seasonal 

order, and P, Q denotes seasonal order of self-regression and moving average processes. In this model, 

∇s
d  is Seasonal Differential Operator and ∇s is a non-seasonal differential Operator. Generally, time 

series models consist of four main stages. These are the steps 1) Correct determination of model order 

2) Estimation of model parameters 3) Pattern recognition correctly and 4) Forecasting with the 

selected model. 

 

2.2 Seasonal Multilayer Perceptron neural networks (SMLP) 

A multilayer perceptron (MLP) is a class of feedforward neural networks (FNN). The term MLP is 

used ambiguously, sometimes loosely to refer to any feed-forward ANN, sometimes strictly to refer 

to networks composed of multiple layers of perceptrons (with threshold activation). Multilayer 

perceptrons are sometimes colloquially referred to as "vanilla" neural networks, especially when they 

have a single hidden layer. An MLP consists of at least three layers of nodes: an input layer, a hidden 

layer, and an output layer. Except for the input nodes, each node is a neuron that uses a nonlinear 

activation function.MLP utilizes a supervised learning technique called backpropagation for training. 

Its multiple layers and non-linear activation distinguish MLP from a linear perceptron. 

It can distinguish data that is not linearly separable. Cybenko [25], Hornik et al. [26], and Funahashi 

[27] have shown that ANN is a universal function approximator. In a seasonal time series, the 

recurrence of some recognizable patterns after some regular intervals reminds us that a seasonal time 

series forecasting problem can be thought of as a function approximation problem. So, it could be 

said that ANN can learn seasonality in the data structure without removing the seasonal effect from 

the series, and with a proper ANN structure, it can make successful forecasting. Using the ‘‘s” 

parameter for determining the input and output neurons number may help to make better predictions. 

https://en.wikipedia.org/wiki/Linear_separability
https://en.wikipedia.org/wiki/Linear_separability


Maryam Bahrami et al., Improving the Performance of Forecasting Models with Classical Statistical and …, pp. 13-26 

18 

The ‘‘s” parameter presents the series structure, such as; monthly, quarterly, etc. For monthly time 

series s=12 and for quarterly time series s = 4. Representing the number of input and output neurons 

with parameters ‘‘s” can increase the prediction performance of ANN in seasonal time series 

forecasting. In this kind of network structure, seasonal period observations are values of input 

neurons, and (i+1)th seasonal period observations output neurons’ values. Each seasonal period is 

composed of several observations. Equation 4 gives the mathematical expression of the output of the 

SANN. 

Yt+l = α1 + ∑ wjl
m
j=1 f(∑ vijYt−i + θj). ,s−1

i=0 l = 1,2, … . , s.                                             (4) 

where, Yt+l (l = 1,2,. . . , s) represents the predictions for the future s periods; Yt−i (i = 0,1,2,. . . , s _ 

1) are the observations of the previous s periods, Vij (i = 0,1,2,. . . , s _ 1 ; j = 1,2,. . . ,m) are weights 

of connections from input layer neurons to hidden layer neurons, Wjl (j = 1,2,. . . , m ; l = 1,2, . . . , s) 

are weights of connections from hidden layer neurons to output layer neurons, al (l = 1,2,. . . , s) and 

hj (j = 1,2, . . . ,m) are weights of bias connections and f is the activation function. According to the 

proposed SANN, the number of input and output neurons should be 12 for monthly time series and 4 

for quarterly time series for better forecasting. The number of network parameters is equal to the 

number of connections between the neurons and the bias terms. The number of network parameters 

should be adjusted according to the training set size to avoid memorization instead of learning. 

3. The proposed structure 

It has been proven in the literature that compound structures extract and model more accurately the 

complex patterns in the data. In addition, applying such techniques to reducing prediction error and 

improving prediction accuracy which can eliminate the limitations and disadvantages of individual 

models by simultaneously applying their unique features. In the proposed composition structure, the 

time series is considered as a combination of two linear and nonlinear components according to the 

following relation 

yt = sum (Lt , Nt)                                                                                                      (5) 

Where, Lt and Nt represent the components in linear and non-linear time series, respectively, which 

should be estimated by single models. The implementation steps of the proposed compound structure 

are shown in Figure 1. 

Figure 1. Implementation steps of the hybrid model 

Nt et 

Time 

series 
Combination Linear 

modeling 

Nonlinear 

modeling 

Lt 
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The proposed structure, with the unique advantages of two models of Seasonal Autoregressive 

Moving Average and Seasonal Artificial Neural Network, provides more accurate results in 

determining linear and nonlinear patterns than single models. This section presents the basic concepts 

of the proposed structures using single-use SARIMA and SMLP models. 

 

3.1 The combination of SARIMA and SMLP models 

In this combination structure, the time series data are linear model input and linear modeling is 

performed in this phase. Then the residuals generated from the linear modeling phase are modeled by 

the nonlinear model and the results of the nonlinear modeling phase are combined with the results of 

the linear modeling phase. Zhang [28] proposed this method. Linear data modeling is first performed 

by SARIMA, and the residuals of the linear model having nonlinear relationships are considered as 

inputs of the SMLP model. By the following formula et are the residuals of  linear mode 

et = yt − Lt                                                                                                                   (6) 

Residues will be as inputs to the neural network model if there are n inputs to the neural network.  

et = f(et−1, et−2, et−3, … . et−n) + εt                                                                             (7) 

Finally, the final forecast is as follows 

Yt = Nt + Lt                                                                                                                   (8) 

In the above formula, Nt is a nonlinear component, and Lt is a linear component. 

 

4. Appling linear/nonlinear hybrid models for demand forecasting 

In this section, two abovementioned linear/nonlinear hybrid models are applied for the production 

value of the Taiwan machinery industry and the sales volume of soft drinks. The description of data 

sets, the procedure of hybrid models, and the designed hybrid models for each case are briefly 

presented in the next subsections. 

 

4.1 Total production revenues of the Taiwan machinery industry data set  

The first seasonal time-series data, which is considered in this investigation, contains the total 

production revenues of the Taiwan machinery industry [29,30] which exhibits strong seasonality and 

growth trends, as shown in Figure 2. This data set has 72 observations, corresponding to the period 

of January 1991 to December 1996, which is divided into two samples of training and testing. The 

training data set are 60 observations and the testing data set is 12 observations. It must be noted that 

in all intelligent models, the best-fitted structure, i.e., number of input and hidden neurons as well as 

their related transfer functions, is obtained using trial and error. In addition, all other parameters of 

the designed networks, i.e., learning rate, momentum, number of epochs, early stopping rate, goal 

accuracy, time of training, learning algorithms, are considered as their default value in Matlab.  

The different stages of modeling based on the proposed structure using SARIMA and SMLP 

models for Taiwan data are as follows: 
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Stage I. (Linear modeling ) In the first stage of the linear/nonlinear hybrid models using the 

Autocorrelation Function (ACF) and the Partial Autocorrelation Function (PACF) and 

using the Eviews package software, the best-fitted model is SARIMA (0, 1, 1) (1, 1, 1)12.  

 
Figure 2. Total production value of Taiwan Machinery Industry (January 1991 to December 1996) 

Stage II: (Nonlinear modeling) In order to obtain the optimum network architecture, based on the 

concepts of artificial neural networks design and using pruning algorithms in MATLAB 7 

package software, different network architectures are evaluated to compare the SANNs 

performance. The best-fitted network which is selected, and therefore, the architecture 

which presented the best forecasting accuracy with the test data, is composed of seven 

inputs, three hidden and one output neurons (in abbreviated form, N(7-3-1)). The structure of 

the network is shown in Figure 3.  

Stage III: (Combination) In this stage, obtained results from stages I and II are combined. The 

estimated values of the SARIMA-SMLP model against actual values for all data Figure 4. 

 

Figure 3. Structure of the best-fitted network (production value case),  N(7-3-1) 
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Figure 4. Proposed model prediction of production value data set (test sample) 

 

4.2 The sales volume of soft drinks 

The second seasonal time-series data, which is considered in this investigation, contains the sales 

volume of soft drinks from Montgomery’s book “Forecasting and Time Series Analysis” [31]. The 

time series demonstrates the growth trend and seasonality, as is shown in Figure 5. This data set has 

also been extensively applied in the linear and nonlinear seasonal time series literature. This data set 

has 48 observations, corresponding to the period of January 1972 to December 1975, which is divided 

into two samples of training and testing. The training data set are 36 observations, and the testing data 

set has 12 observations. 

 
Figure 5. The monthly sales volume of soft drinks (January 1972 to December 1975) 
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presented the best forecasting accuracy with the test data, is composed of seven inputs, 

THREE hidden and one output neuron (in abbreviated form, N(5-3-1)). The structure of the 

network is shown in Figure 6.  

Stage III: (Combination) In this stage, obtained results from stages I and II are combined. The 

estimated values of the SARIMA-SMLP model with test data are plotted in Figure 7. 

 

Figure 6. Structure of the best-fitted network (soft drinks case), N (5-3-1). 

 
Figure 7. Proposed model prediction of soft drinks data (test sample) 

 

4.3 Evaluation criteria 

The MAE (Mean Absolute Error), MSE (Mean Squared Error), and MAPE (Mean Absolute 
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5. Analysis of results 

5.1 Total production revenues of the Taiwan machinery industry  

In this section, comparison of the performance of the hybrid model (SARIMABP) model with single 

models Seasonal Autoregressive Integrated Moving Average (SARIMA), Artificial Neural Networks 

(ANNs) (Deseasonalized data), Artificial Neural Networks (ANNs) (Differenced data), Seasonal 

Artificial Neural Network (SANN) using MSE, MAE, MAPE criteria is presented in Table 2. The 

data in this section is the total production revenues of the Taiwan machinery industry. Table 3 shows 

the percentage performance improvement of the proposed compound structure with its single models. 

 

Table 2. Comparison of the performance of the proposed model with those of other forecasting models 

Model 
Taiwan machinery data set 

MSE MAE MAPE 

Seasonal Autoregressive Integrated Moving Average (SARIMA) 1197387 816.72 2.88 

Artificial Neural Networks (ANNs)  (Deseasonalized data) 3046768 1477.67 5.72 

Artificial Neural Networks (ANNs)  (Differenced data) 1028880 899.28 3.45 

Seasonal Artificial Neural Network (SANN) 864520 772.05 2.94 

Our proposed model (SARIMABP) 535639 591.89 2.25 

 

Table 3. Improvement of the proposed model in comparison with those of other forecasting models 

Model 
Taiwan machinery data set 

MSE MAE MAPE 

Seasonal Autoregressive Integrated Moving Average (SARIMA) 55.27% 27.53% 21.87% 

Artificial Neural Networks (ANNs)  (Deseasonalized data) 82.42% 59.94% 60.66% 

Artificial Neural Networks (ANNs)  (Differenced data) 47.94% 34.18% 34.78% 

Seasonal Artificial Neural Network (SANN) 38.04% 23.34% 23.47% 

 

As can be seen in the Tables above, considering the total production revenue data of the Taiwan 

machinery, the proposed model with hybrid structures is more accurate than the single-component 

model. For example, it can be said that considering the MAE criterion, the percentage of proposed 

structure improvement compared to SARIMA and SANN models is 27.53% and 23.34%, 

respectively, also the percentage of improvement compared to single model Deseasonalized data is 

59.94% and compared to the Differenced data model is 34.18%. Composition structure SARIMA-

SANN compared to the SARIMA model considering the MAPE criterion, has 21.87%  improvement 

and compared to the SANN model, it has improved 23.47%. as shown in Table 3, the accuracy of the 

Seasonal Artificial Neural Network (SANN) model over the models Artificial Neural Networks 

(Differentiated data) and Artificial Neural Networks (Deseasonalized data) is better. According to the 

Tables, the SANN model is found to be more accurate than the SARIMA model. 

 

5.2 The sales volume of soft drinks forecasting results 

The performance of the proposed composite structure is compared with the single models of Seasonal 

Autoregressive Integrated Moving Average (SARIMA) and Artificial Neural Networks (ANNs) 

(Deseasonalized data) and artificial Neural Networks (ANNs) (Differenced data) and Seasonal 

Artificial Neural Network (SANN) in Table 4. Table 5 shows the percentage of performance 

improvement of the proposed model compared to the individual models. 
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Table 4. Comparison of the performance of the proposed model with those of other forecasting models. 

Model 
Soft drinks data set 

MSE MAE MAPE 

Seasonal Autoregressive Integrated Moving Average (SARIMA) 172.96 12.20 14.33 

Artificial Neural Networks (ANNs)  (Deseasonalized data) 114.23 8.81 10.48 

Artificial Neural Networks (ANNs)  (Differenced data) 108.84 9.12 12.54 

Seasonal Artificial Neural Network (SANN) 8.27 2.25 3.08 

Our proposed model (SARIMABP)  (SARIMABP) 14.49 2.32 5.74 

Table 5. Improvement of the proposed model in comparison with those of other forecasting models 

Model 
Soft drinks data set 

MSE MAE MAPE 

Seasonal Autoregressive Integrated Moving Average (SARIMA) 91.62% 80.98% 59.94% 

Artificial Neural Networks (ANNs)  (Deseasonalized data) 87.32% 73.67% 45.23% 

Artificial Neural Networks (ANNs)  (Differenced data) 86.67% 74.56% 54.23% 

Seasonal Artificial Neural Network (SANN) -42.93% -3.11% -46.34% 

 

Considering the soft drinks data, as shown in the tables above, the proposed composition structure 

performs better than single models. For example, considering the MAPE criterion, the proposed 

structure performed better than the SARIMA models with 59.94%. Performance improvement of the 

proposed model in terms of MAE is 73.67% compared to the deseasonalized data model and 74.56% 

compared to the Differenced data model.  As can be seen, the Seasonal Artificial Neural Network 

(SANN) model performs better than the Seasonal Autoregressive Integrated Moving Average 

(SARIMA). In short, it can be said that the combination structure of the linear and non-linear models 

performs better than the individual models. It can also be noted that the use of the seasonal Artificial 

Neural Network model was more accurate than the moving average autoregressive model in 

predictions. 

 

6. Conclusion 

The supply chain is subject to wide uncertainties, especially in the area of demand that makes 

decision-making a challenge for managers. To this end, the purpose of this study is to model the 

structure of the compound to improve the performance of demand forecasts, which uses high-

precision models for the first time .The combination structure used consists of a linear model of 

classical statistical models and a nonlinear model of neural network models. The models used for the 

first time are SARIMA and SANN. At first, in this structure, the data are modeled by SARIMA, and 

then the residuals are considered as inputs to the SANN model, and finally, the two functions will be 

aggregate. In this study are used two datasets: the volume of soft drinks and the total production 

revenue of the Taiwan machinery industry for seasonal time series forecasting. The performance of 

the proposed compound structure is compared and compared with its single-component models. The 

results show that the prediction accuracy using the proposed compound structure is more than the 

single-component model. MAE, MSE, and MAPE criteria were used to compare the performance of 

the models. Suggestions for future research are as follow: 

1- Using new compound structures for modeling and forecasting in different fields. 
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2- Using other single models of classical statistical and intelligent domains.  

3. Using other data for forecasting. 
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