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Abstract –Outliers and outlier detection are among the most important concepts of data 

processing in different applications. While there are many methods for outlier detection, each 

detection problem needs to be solved with the method most suited to its unique characteristics and 

features. This paper first classifies different outlier detection methods used in different fields and 

applications to provide a better understanding, and then presents a new fuzzy method for outlier 

detection. The proposed method uses the fuzzy logic and the local density to assign a point to data 

instances, and then determines whether a piece of data is normal or outlier based on the value of 

resulted membership function. Evaluation of the proposed outlier detection algorithm with 

synthetic datasets demonstrates its good accuracy; moreover, evaluation of the performance in 

solving real datasets show that the proposed method outperforms the k-means and K-NN 

algorithms. 
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I. Introduction 

The massive and growing volume of data stored in 

modern databases have spawned the need for robust 

methods of data analysis. One important subject, attracting 

attention, is the detection of inconsistent observations also 

known as outliers in different applications. An outlier is a 

piece of data that does not fit the expected pattern. 

According to Hawkins (1980),apiece of data is called an 

outlier when it exhibits large deviation from the rest of the 

data in the database, and this deviation is so much that it 

appears the data has to come from a different mechanism 

[1]. From another angle of view, within a database DB (pct, 

dmin), outlier object p is a piece of data located at a distance 

greater than dmin from pct percentage of other objects in 

database. This definition leads to detection of only a certain 

type of outliers [2]. Fig.1 shows an instance of outliers 

versus normal data. In Figure (1), clusters N1 and 

N2consists of normal data, but objects and clusters denoted 

by O1, O2 and O3 have significant deviation from the rest 

of the data, thus they must be detected as outliers. 

 
Fig. 1: Normal data and outliers [3] 

The purpose of outlier detection methods is to find the 

patterns in which data do not behave as expected. Outlier 

detection have wide ranging application such as military 

monitoring and surveillance, intrusion detection in cyber 

security context, fraud detection for credit cards, health care 

services, and fault detection in critical systems. For 

example, an unusual traffic pattern in a computer network 

might mean a hacked computer is transferring confidential 

information out to the network from an unauthorized 

computer [4]. In the field of medical image processing, e.g., 

an unusual pattern in an MRI image can focus attention of 

the physician to a malignant tumor [5],outliers in the credit 

card transactions can indicate that the credit card is stolen 

[6], and unusual reading of sensors of a spacecraft can point 

to presence off laws in its components [7]. 

The presence of outliers, among others, can be the 

product of fraudulent activities such as fraud in credit cards, 
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cyber intrusions, terrorist activities, and system failures. 

Outlier detection methods analyze the available data to 

acquire useful and discernable information about various 

aspects of studying the subject. This paper seeks to provide 

a better understanding of outliers and their applications and 

the related detection methods. Each application often 

produces their own characteristics. Hence, there are many 

different types of data, but one of the most widely used type 

is the data stream. Data streams possess a number of 

features which distinguish their processing from the other 

types of data. In this paper, the focus is to provide a novel 

method for outlier detection in data streams. The results of 

implementation will demonstrate the high accuracy of the 

proposed method. 

In the rest of this paper, Section 2reviews the previous 

works on this subject. Section 3discusses the challenges 

ahead of effective outlier detection in different applications. 

Section 4describes the proposed algorithm, section 5, 

discusses the implementation and evaluation of proposed 

algorithm, and finally, section 6 concludes the paper and 

provides road map for future works. 

II. Related Works 

During the past decades there have been many studies 

on the outlier detection in different applications. In the 

following, we have provided the reader with a brief outline 

of most relevant researches of the outlier detection. Gogi et 

al. [8] assessed and compared distance and density based 

methods of outlier detection in network application. Fava et 

al. [9] classified, implemented and compared data mining-

based fraud detection methods. Agreval & Han et al. [10] 

reviewed and assessed outlier detection methods for time-

dependent data. Hudge & Austin [11] evaluated outlier 

detection methods in the field of machine learning and 

statistics. Malik et al. [12] presented numerical and 

symbolic methods of outlier detection. Aminesh et al. [13] 

developed a review on cyber intrusion detection methods. 

Zoriana et al. [14] used regression techniques and 

Euclidean distance for outlier detection. The new outlier 

detection method presented in[14] was based on the 

object’s closest neighbors. This method was presented for 

the data processing of streams and used a sliding-window 

model for this purpose.  

In [15], an outlier detection technique based on the 

entire dataset (global outliers) and the neighbor data (local 

outliers) was proposed. This technique is based on Global 

Deviation Factor (GDF) and Local Deviation Factor (LDF). 

GDF represents the deviation of a data point with respect to 

the entire data points while LDF relies on deviation of a 

data point from the recent data. Both factors are calculated 

from neighboring density. A data point is identified as an 

outlier if either its GDF or LDF is away from its average 

more than three times of its standard deviation. Using these 

measures, the user requires no longer to select cut-off limits. 

Last but not the least, Chawla et al. [16] presented the k-

means and K-NN algorithms for outlier detection. They 

evaluated the algorithms on real and synthetic data and 

showed that the k-means algorithm has better accuracy than 

the K-NN algorithm.. 

III. Outlier Detection Applications 

A. Intrusion detection 

The Intrusion detection is one of the best approaches of 

detecting abnormal and atypical behavior in a computer 

system. The purpose of intrusion detection is to identify 

destructive behavior in computer related systems, e.g. 

computer intrusions and misuse of computer systems. 

Effective intrusion detection is faced with many challenges 

such as large volume of data; fast pace of the data streams 

and lack of access to data labels. 

The intrusion detection systems are classified into host-

based and network-based systems. The difference between 

the two systems is that, in the host-based system the outlier 

appears as a disruptive code and atypical behavior in the 

operating system. In the network-based system, on the other 

hand, outliers occur on network transmission data due to an 

attack on the network. Methods used in intrusion detection 

applications are listed in Table (1). 

B. Fraud detection 

Fraud is referred to the criminal behavior inside an 

economic organization such as banks, credit cards and 

insurance agencies, mobile phone companies and stores. A 

fraudulent user is a real user or individual who have 

illegally accessed identity of another user. The purpose of 

fraud detection activities is to pinpoint unauthorized usage 

of resources in order to prevent economic losses. 

The general approach for fraud detection is to record 

and analyze all activities of customers and users, allowing 

deviations of activities to be spotted as an outlier or fraud. 

An important application in the topic is the credit card fraud 

detection, which is identification of fake credit cards or 

unauthorized usage of a valid credit card. Reader is referred 

to Table (1) for few methods used in fraud detection. 

C. Mobile phone fraud detection 

This problem is about mobile phone activities including 

dialed and received calls. The phone activities are usually 

shown as vector of call time and call location. Outliers and 

fraud in this application indicate long call duration to a 
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certain place etc. The methods presented in Table (1) can be 

used for this aspect of fraud detection. 

D. Fraud detection in insurance claims 

The important issue of property insurance industry is 

fraud in damage claims and demand of damage 

compensations from the insurance agency. For example, in 

car insurance, individuals and manufacturers can use 

unauthorized and illegal access to tamper with claim 

processing systems. 

Data that can be used for detecting these frauds are the 

evidence recorded by claimants. Fraud detection methods 

extract different features from these evidences. Usually 

insurance inspectors and experts assess user claims. The 

neural network is the basis of the most fraud detection 

methods used in this application [17]. 

E. Medical diagnosis  

Information of patients such as age, blood types etc. are 

often stored as raw data. These data can be used to detect an 

outlier caused by different reasons such as atypical 

conditions of the patient or error in medical equipment. 

Patients who do not have any problem are usually labeled 

as such and this is why semi-supervised methods must be 

used for this application. In this application, outlier 

detection is of significant importance, as it deals with health 

and lives of patients; thus the methods used in this 

application must be very accurate. Some of the used 

methods in this field are shown in Table (1). 

Table 1: applications of outlier detection methods 

 

Intrusion 

detection 

Host based 

Statistical method 

(histogram) 

A detection algorithm in linear time has been presented and a heuristic method has 

been used for parameters adjustment [18]. 

hybrid models 

A model with conventional and atypical training data has been created. Machine 

learning has been used to estimate distribution and statistical methods has been used 

for test [19]. 

Neural networks A neural network based software intrusion detection method has been presented [20]. 

Support Vector 

Machines (SVM) 

A probabilistic model on image space has been presented and its use for 

mammography image analysis has been demonstrated [2]. 

Rule based system 
Some models has been obtained which use system data to detect system intrusions 

[21, 22]. 

Network 

based 

Statistical method 

(histogram) 

Atypical behavior of the program has been used identified with the use of system data 

[23]. A model with label data system has been created for intrusion detection [24]. 

Statistical method 

without parameters 

A system has been presented to estimate density without parameter based on typical 

data [25]. 

Bayesian network 
A high efficiency Bayes network model has been proposed for traffic analysis [26] 

and a system has been presented to detect intrusion in web based programs [27]. 

Support Vector 

Machines (SVM) 

A model with conventional and a typical data base has been created. Machine learning 

has been used to estimate distribution and statistical methods has been used for test 

[19]. 

Rule based system 
A system has been presented for showing the relationship between data mining and 

intrusion detection through analysis and mining of auditing data [28]. 

Neural networks 
Recurrent neural network has been presented as an algorithm for detecting outliers 

[29]. 

Fraud 

detection 

Neural 

networks 
An online system has been presented for fraud detecting in credit cards using neural classifier [30]. 

Rule based 

system 

A hybrid method of data mining and neural network methods has been presented for detecting outlier with 

Low false alarm rate [31]. 

Cluster 

analysis 

A method has been presented for detecting fraud behavior in credit cards using cluster analysis methods for 

data without labels [32]. 

Neighbor 

based 
A method has been presented for fraud detection in credit cards using k neighbors [33]. 

Mobile 

phone 

fraud 

detection 

Statistical 

method 

(histogram) 

A system has been presented for monitoring activities and identifying new and fascinating behavior using 

statistical method [34]. The fraud in mobile phones has been detected through a combination of visualization 

of phone information and mining algorithms, [35]. 

Parametric 

statistical 

method 

A method has been presented for monitoring customer transaction in order to identify deviations from 

customer patterns [36]. 
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Neural 

networks 

A method has been presented through neural networks for fraud detection in mobile phones and change in 

pattern of phone use has led to the use of neural computing solutions [37]. 

Outlier 

detection in 

health and 

medicine 

Parametric 

statistical 

method 

A statistical method has been presented for detecting outliers and exceptions in large scale medical data 

stream [38]. 

Bayesian 

network 

To detect outbreaks, recent data has been compared with the model that was created with the base data. A 

method has been presented for creating base model by using Bayesian network [39]. 

Neighbor 

based 

method 

A method has been presented for detecting outliers in data stream such as heart rate data by using neighboring 

data [40]. 

 

F. Detection of industrial damage 

Industrial units must constantly deal with components 

damaged because of repetitive use and wear and tear. Some 

damages should be identified quickly to avoid amplified or 

secondary damage. In this application, the basic data must 

be obtained by analysis of information collected from 

sensor nodes. Failures occurring in industrial units can be 

classified into mechanical failures (such as engine failure) 

and structural failure. For each set of failure, there are a 

number of detection methods which are shown in Table (2).  

G. Image processing 

The purpose of outlier detection in image processing is 

the identification of image changes over time and/or the 

identification atypical area in an image. Processing of 

satellite images, spectroscopy, mammography and video 

surveillance fall into this category. Here, Outlier is result of 

presence or movement of a foreign object and/or error in 

equipment. The main issue in this application is the large 

volume of input data (like a video). Table (2) shows the 

outlier detection methods in the field of image processing. 

H. Outlier detection in text documents 

Any data presented in form of text documents can have 

many aspects and characteristics.  Outlier detection 

methods may be able to detect new topic, event or news in a 

story or a series of articles and papers. Another application 

of outlier detection in text is the identification of literary 

and scientific plagiarism. Table (2) lists some of the outlier 

detection methods applicable to text documents. 

J. Sensor networks 

In sensor networks, the data sent from various sensors 

distributed in environment in accordance with application, 

arrives in the center and is subjected to analysis. Outliers in 

this data indicate failure in one sensor or the occurrence of 

expected event in the sensor. For example, in the 

application of protecting military perimeters by means of 

sensors, data is sent to the center in succession and when a 

sensor observes something particular, it sends different data 

which indicates an event in the location. Outlier detection 

methods can be used to identify this event. 

K. Other fields  

Outlier detection methods are used in many different 

applications and some of these applications were mentioned. 

Table (3) shows a list of other applications that use outlier 

detection methods. 

Table 2: applications of outlier detection methods 

 

 

Detection of 

industrial 

damage 

Mechanical 

damage 

Parametric 

statistical method 

In this application, data is in form of streams, the presented method is for 

detecting outliers in data stream and identifies the outlier in linear time and space 

[41, 42]. 

Neural network 
A 3 stage method has been presented for failure detection. It uses neural network 

for clustering and the analysis of distribution function [43]. 

Rule based 

system 

An algorithm has been presented based on association rule for outlier and failure 

detection in spacecraft systems [44]. 

Structural 

damage 

Statistical method 

(histogram) 

A model has been created based on conventional data, and the data that falling 

outside the model perimeter has been identified as outlier [45]. 

Combined 

method 

An outlier detection method has been presented to identify outliers in the pressure 

sensor data of aircrafts [46]. 

Neural networks 
The neural network has been used to separate system’s favorite changes from 

other changes such as failures and structural deterioration [47]. 

 

Image 

processing 

hybrid methods 

A probabilistic model on image space has been presented and its use for analyzing mammography 

image has been demonstrated [2]. 
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Bayesian 

network 

An algorithm has been presented = for classifying objects and detecting outliers in video surveillance 

[48]. 

Support Vector 

Machine (SVM) 

 

A Hybrid method has been presented for separating and segmenting audio signal using SVM [49]. 

Neural 

networks 

An outlier detection framework has been presented where neural network has been presented used as an 

adaptive classifier [50]. 

Neighbor based 

methods 

Each object has been assigned with a score based in its neighboring objects, which represent its 

outlierness [51]. 

 

Outlier 

detection in 

text 

documents 

Parametric 

statistical 

method 

A statistical methods has been presented for monitoring activities and identifying new behavior in the 

text [34]. 

Support Vector 

Machine (SVM) 

A SVM based method has been presented for classifying and retrieving data in the text [52]. 

Data with no 

label 

A fraud detection method has been presented detecting plagiarism and misuse in the unlabeled text 

[53]. 

Sensor 

network 

Bayesian 

networks 

A Bayesian network classifier has been presented and the data of network sensors has been allocated to 

conventional and atypical classes [54]. 

Rule based 

system 

A method with flexibility, reduced energy consumption, bandwidth etc. has been presented for 

detecting outliers in sensor data streams [55]. 

Parametric 

statistical method 

A method has been presented for detecting attacks on sensor networks [56, 57]. 

Neighbor based 
A method has been presented for detecting neighbor based and density based outliers in sensor 

networks [58]. 

 

Table 3: applications of outlier detection methods 

Movement detection in 

robots 
A method has been presented for audio and video tracking of the robot’s movement [59, 60]. 

Traffic monitoring A method has been presented for traffic monitoring by using the k-means clustering algorithm [61]. 

Error detection in web 

programs 

A web based system has been modeled to a graph. Nodes represent services and edges represent their 

relations, and errors have thereby been identified [62]. 

Outlier detection in biology 
Two methods have been presented for classifying genes [63], and for associative analysis of biology 

databases [64]. 

Outlier detection in census A method has been presented for detecting distance based outliers on census data [65]. 

Dependence detection in 

criminal activity 

A method has been presented for detecting criminal activity using associative and functional methods and 

by assigning points to data [66]. 

Outlier detection in 

astronomy 
A system has been presented for detecting k outliers from astronomy data [67, 68]. 

 

IV. The Proposed Fuzzy Outlier Detection Method 

The In this algorithm, each piece of data is assigned 

with as core or point which represents its presence or 

absence in the cluster. This score actually shows the amount 

of data density in database. This factor is local and is 

obtained based on the neighbors of each object. We will 

show that the score of all objects in the clusters is close to 1, 

and that objects outside the cluster will have a score close 

to zero. 

Desired point for each data only depends on the value of 

parameter Minpts, which defines the number of close 

neighbors for each objects.  

The presented algorithm is fuzzy (not binary), as it 

determines the membership in the cluster with respect to the 

obtained point for each data. The closer the membership is 

to one, the more definitive the membership is and the closer 

the membership is to zero, the more it shows non-

membership. 

In the following, the formula used to determine the 

point is defined as definitions based on a hierarchy. 

Definition 1: k-distance of an object p 

k-distance for object p is shown with k-distance(p) and 

is equal to distance(p,o) where o is an object in the database 

with below conditions: 

1. For at least k objects o’∈D \ {p} it holds that  

d(p,o’) ≤d(p,o). 

2. For at most k-1 objects o’∈D \ {p} it holds that  

d(p,o’) ≤d(p,o). 
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If we put k number of data inside a circle with data p as 

the center, the radius of the circle will be equal to the size 

of k-distance(p). 

Definition 2: k-distance neighborhood of an object p 

This definition includes all objects whose distance to p 

is not more than k-distance(p,o). Equation (1) shows that: 

Nk-distance(p)(p) = { q ∈ D\{p} | d(p, q) ≤ k-distance(p) } (1) 

Object q in equation (1) is called the k nearest neighbors 

of p. In definition 1, for better understanding, the size of k-

distance(p) is proposed to be obtained with the use the 

radius of circle. Data located within and on the 

circumference of the circle are called nearest neighbors of p. 

Definition 3: reachability distance of an object(p) w.r.t 

object(o) 

This parameter shows the reachability distance of object 

p to object o, and can be calculated through equation (2). 

reach-dist k(p, o) = max { k-distance(o), d(p, o) }  (2) 

Figure (2) shows the concept of reachability distance for 

k=3 (k is the number of nearest neighbors). 

 

 
Fig. 2: reachability distance of object p1 and p2 to object o 

for k=3 

As can be seen, for p2 the reachability distance is equal 

to distance(p2,o), and for p1 distance is equal to 3-

distance(o). The common density-based clustering 

algorithms use two parameters for determination of density. 

One parameter is minpts which determines the lowest value 

of neighboring objects and the other parameter determines 

the volume. These two parameters define the limits and 

boundaries for clustering algorithms. But the algorithm 

proposed in this study depends only on the value of Minpts. 

Therefore we only keep the parameter minpts and use 

the values of reach-distMinPts(p, o), for o ∈NMinPts(p) for 

measuring the volume and determining the density in the 

neighborhood of object p. 

Definition 4: local reachability density of an object 

Local reachability density for object p is calculated 

through equation (3). 

 (3) 

This value is the inverse of reachability distance for 

near objects to object p, which can be seen in equation (3). 

It should be noted that when the total reachability 

distances in neighboring objects, which can be seen in the 

denominator, is equal to zero the local density becomes 

infinite. This happens when there are at least minpts number 

of objects like object p in the database; in this case, the 

distances will be equal to zero. Here, we assume that there 

is no duplicate object and this situation never occurs.  

Definition 5: point for object p 

This point shows the membership value of object p in 

the clusters and is defined by equation (4). 

              (4) 

      (5) 

This factor indicates that which objects are considered 

inside the cluster and which are not. When the value 

obtained from equation (5) is 1, the data is located in a 

location with high density and is considered to be normal 

data in the cluster. When the value is close to zero, the 

density around the data is low and there is an increased 

likelihood that data is not a member of the cluster that is 

shown in equation (6). 

  (6) 

The membership of data in a cluster is determined by 

the use of a fuzzy threshold value. This fuzzy threshold 

value must be obtained experimentally and will be different 

for different applications. For example, in medical and 

sensitive applications this value must be close to one but in 

other applications this value can be set with greater 

flexibility. 

There are two main advantages in the proposed 

algorithm: 

1. This algorithm identifies the clustering with respect 

to the density of the object’s neighbors and is not a 
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global model. 

2. This algorithm can cluster the data with any 

distribution and is not based on any particular data 

distribution. 

This algorithm does not need to determine the number 

of cluster at the beginning of the algorithm. 

V. Implementation and Evaluation 

Evaluation of algorithms needed some benchmark 

datasets. In this study, two datasets with normal and 

uniform distribution were created for this purpose. All 

results were obtained using a computer with Intel core 2 

Duo T9300 processor with 2.5 GHz frequency, 4 GBs of 

RAM, and the final version of windows 7 operating system. 

The algorithms were implemented using C# in visual studio 

2014. The dataset with normal distribution was created 

withMatlabR2014, and the dataset with uniform distribution 

was created with C# in VS. 

The dataset with normal distribution included 500 data 

instances created with normal distribution N1(µ1,∑1), 500 

data instances created with normal distribution N2(µ2,∑2) 

and 500 data instances created with normal 

distributionN3(µ3,∑3). This dataset also includes four low 

rate data batches with 25 data instances and normal 

distributions of N4(µ4,∑4) ،N5(µ5,∑5) ،N6(µ6,∑6) and 

N7(µ7,∑7). Distribution parameters of the batches are 

defined as follows. 

N1(µ1,∑1)  ;  µ1= [+1,+1]  ;  ∑1=  

N2(µ2,∑2)  ;  µ2= [-1,-1]  ;  ∑2=  

N3(µ3,∑3)  ;  µ3= [+1,-1]  ;  ∑3=  

N4(µ4,∑4) ; µ4= [0,+1.5]; ∑4=  

N5(µ5,∑5) ; µ5= [+1.5,0];  ∑5=  

N6(µ6,∑6)  ;  µ6= [0,0]  ;  ∑6=  

N7(µ7,∑7)  ;  µ7= [-1,+1]  ;  ∑7=  

 

In this dataset, the goal is to identify data batches 

having allow density rate. Figure (3) shows a view of the 

introduced two-dimensional datasets. 

In the dataset created with normal distribution, data 

instances of cluster N1 were entered into the system and 

then data clusters N4 and N5 were distributed among data of 

cluster N2 and entered into the system. Finally, data clusters 

N6 and N7were distributed among data of cluster N3 and 

entered into the system. 

 

 
Fig. 3: Synthetic dataset with normal distribution 

The other created dataset is the one with uniform 

distribution. This two-dimensional dataset has 1600 data 

instances including normal data and outliers. The dataset 

was created with C# programming language. The 

mentioned dataset includes seven clusters with uniform 

distribution but different density and dimensions. Outliers 

and atypical data are distributed with the probability of 0.02 

among the normal data located in the clusters. The purpose 

of testing this dataset is to identify the distributed outliers 

and to test data with uniform distribution and different 

densities. Figure (4) shows a view of the introduced two-

dimensional datasets. 

 
Fig. 4: Synthetic dataset with uniform distribution and 

different densities 

Next, the presented algorithm was run on dataset with 

normal distribution. The result can be seen in figure (5). In 

this figure, identified normal data are shown with blue and 

identified outliers are shown with red. 
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Fig. 5: The results of the proposed algorithm 

As shown in figure (5), the algorithm was successful in 

identifying all outliers and minimized the false positive rate 

to zero. 

The presented algorithm was also evaluated by 

implementing it on the other created dataset. The purpose of 

this dataset is to assess the accuracy of the proposed 

algorithm. In practice, the accuracy of algorithm, the false 

alarm rate and also the detection rate of the algorithm were 

evaluated. In figure (6), normal data is shown with blue and 

outliers are shown with red. 

 

 
Fig. 6: The results obtained from the implementation of 

algorithm on dataset with uniform distribution 

In another evaluation, the proposed algorithm was tested 

on real datasets KDD CUP 99 and Shuttle, and was 

compared with the k-means and K-NN algorithms. 

The first real dataset is kdd_cup 99 that contains 

instances describing connections of sequences of tcp 

packets. Each instance is annotated with respect to being 

normal or an intrusion, and in the latter case, with the 

intrusion type. We experiment with a 10% sample, provided 

by the organizers, which contains 494 021 instances. In 

total, there are 23 classes, and 3 of them account for 98.3% 

of the whole dataset. We consider these three classes as 

non-outliers, and we target to discover all other 20 classes 

as outliers. 

We use the shuttle dataset as second real dataset, which 

is publicly available in the UCI Machine Learning 

Repository [10]. The dataset contains 9 numerical attributes, 

and one categorical that can be interpreted as a class label. 

We use the training part of the dataset, which consists of 

43500 instances. There are 7 distinct class labels. The three 

largest classes account for the 99.6% of the dataset. We 

consider these three classes as non-outliers, and the set to 

identify as outliers the rest four classes that account for 

0.4% of the dataset. 

To evaluate and compare the proposed algorithm with 

the other outlier detection algorithms, we used the precision 

criterion obtained through equation (7). 

                        (7) 

Where TP (True Positive) is the number of outliers that 

are identified correctly and FP (False Positive) is the 

number of normal data that are falsely identified as outlier. 

Tables (4) and (5) compare results of the proposed 

algorithm and the algorithm presented in [16] obtained for 

datasets KDD CUP and Shuttle. 

Table 4: The results obtained for real dataset KDD CUP by 

the proposed algorithm and the one presented in [16] 

Precision k Algorithm 

0.564 5 k-means [16] 

0.593 13 k-means [16] 

0.241 10 K-NN 

0.301 50 K-NN 

0.609 - Proposed Algorithm 

 

Table 5: The results obtained for real dataset Shuttle by the 

proposed algorithm and the one presented in [16] 

Precision k Algorithm 

0.155 10 k-means[16] 

0.172 20 k-means[16] 

0.114 10 K-NN [16] 

0.155 50 K-NN [16] 

0.194 - Proposed Algorithm 

 

Table (4) shows the results of implementing the 

proposed algorithm and the algorithms k-means and K-NN 

on real dataset KDD-CUP 99. The precision criterion 

calculated for the algorithm indicated that the proposed 

algorithm is more accurate and precise. The algorithms 
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showed a relatively acceptable accuracy and outliers were 

detected rather well. On the other hand the K-NN algorithm 

has a high dependency on the number of neighbors (k). 

Table (5) shows the results of implementation on real 

dataset Shuttle. These results show that the precision is not 

as high as dataset KDD CUP and this is because the four 

classes inserted as outliers were not easily detectable and 

separable from the normal data in the other three classes. 

While the precision achieved in the second data is 

relatively low, overall tests results show that the proposed 

algorithm has a better performance than the k-means and K-

NN algorithms and can very well identify the outliers. 

Another problem is the high dependency of these two 

algorithms on the value of k. In the k-means algorithm, the 

dependency on the number and determination of clusters 

can affect and alter the results. The K-NN algorithm also 

has the same dependency on k, or the number of nearest 

neighbors to the object. But the proposed algorithm has no 

such dependency and achieves better results by using a 

fuzzy threshold value which can be determined 

experimentally for each specific application. 

V. Conclusion and Future Works 

Outliers are extremely valuable data and the process of 

outlier detecting has been the subject of numerous studies. 

This study introduced and classified outlier detection 

methods. The purpose of this study was to provide a better 

understanding about the outlier detection methods for those 

who tend to conduct research on the related application and 

methods. Some of the discussed methods are global and can 

be used for different problems but others are limited to 

specific applications. All these methods reclassified in 

tables (1), (2) and (3). Having access to this outlier 

classification for different fields and applications allows 

researchers to choose the desired field and conduct 

specialized research accordingly. 

As shown in different applications, our proposition is 

the use of density based and neighbor based methods for 

application that need local data detection. Because in 

application, there is no need to assess the entire dataset and 

one should only assess the data around the target data; this 

approach allows us to not only increase the accuracy, but 

also to perform outlier detection in much shorter time. Next, 

this study presented a clustering fuzzy method for detecting 

local outliers. In this method, we use fuzzy logic and data 

scoring to determine the membership value of each data in 

the cluster or its non-membership, which represent the 

outlier nature of data. The presented algorithm was 

evaluated by implementing it on two created datasets with 

normal and uniform distribution, and the implementation 

results showed that it has an acceptable accuracy. The 

proposed algorithm was also implemented on real dataset 

and the results were compared with the results of two well-

known algorithms. This comparison showed that the 

proposed algorithm outperforms the compared algorithm in 

outlier detection.  

In future research we aim to evaluate the proposed 

algorithm in other practical applications and to developing 

it for stream datasets. 
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