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Abstract
The classification of fuzzy uncertain data is considered one of the most challenging issues in data

analysis. In spite of the significance of fuzzy data in mathematical programming, the development of

the analytical methods of fuzzy data is slow. Therefore, the current study proposes a new fuzzy data

classification method based on fuzzy data envelopment analysis (DEA) which can handle streaming

data.The new method is tested by simulated data and the results indicate its effectiveness in facing

uncertain data and variable conditions.
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Introduction
Classification is assigning a class or
category to a data (position) based on a
predetermined function or model. Such a
model is obtained through comparing the
class of so-called training data series
using various methods such as decision
tree, Artificial Neural Network (ANN),
Support Vector Machine (SVM), logistic
regression, etc. (Gazanfari, et al. 1387).
The model determines whether data
belongs to a particular class. The
classification is one of the most common
issues in data analysis for predicting the
class of objects and situations, identifying
abnormalities or factors affecting certain
phenomenon, etc.

One of the challenges of classification
is to create models for classifying
uncertain fuzzy data.  In many cases the
collected data are not certain for various
reasons and sometimes the data are not
collected toggether but are observed over
time. The latter is often referred as
streaming data (Mena-Torres & Aguilar-
Ruiz 2014). In case of the classification of
the streaming data, classification is even
more complicated because the fuzzy
uncertain  aspects of the data should be
updated in the system as they change over
the time.

In such conditions, Data Envelopment
Analysis (DEA) is the most appropriate
method for classification. Although, DEA
is used to empirically measure productive
efficiency of decision making units, it can
be applied in other applications such as
classification of data (Yan,  & Wei 2011;
Pendharkar 2011). In this case, each data is
considered a DMU where data
characteristics  are inputs and classes are
outputs. DNA method can be used for
classification of fuzzy data through a linear
programming (Pendharkar 2012; Taneja et
al 2016). Another advantage of using DEA
for classification is ease of the solution

modification in linear programming. Thus,
classification model can be updated
running sensitivity analysis.

According to the researchers, this
special advantage of DEA has not received
much attention. In fact, such an advantage
can be used to construct a framework to
handle streaming data with concept drift,
which is the main contribution of this
paper. Considering that the computational
time required for solving linear
programming model greatly increases
when the number of variables and
constraints increases, the use of a
mechanism to control the aspects of a
problem is required over time. This
mechanism should be able to provide the
suitable ground for optimization through
controlling entry and exit of effective data
on the efficiency frontier over time: this is
also studied in the paper.

The paper is structured as follows:
Section 2 presents data classification using
DEA; Section 3 provides fuzzy data
classification; Section 4 discusses the
proposed method; Section 5 presents
model testing; and Section 6 sums up the
results.

Data Classification Using  DEA
Our goal is to classify the data by
identifying a border (model). If any data is
considered a DMU, so that the values of
the characteristics of each data are inputs
of DMU and 1 is its output,  data known as
frontier point in DEA can be used to
illustrate the range (or border) of the
category. Then, these ranges can be used
to predict the category or class of new
data. This means if

where is in one category,
the range of category can be determined
through solving a set of linear
programming problems in the form of a
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DEA problem to identify the border areas,
as  shown in Equation 1

Subject to:

(1)

.

As an example, we provide the data in
Table 1 which have two classes 1 and 2.
The data was obtained from the study of
Pendharkar  and Troutt 2014.

Equation 2 and Equation 3 were applied
to solve two series of DEA problems and
to identify the ranges of two classes.
Figure 2 presents the range obtained for
two classes based on the border areas. In
addition, dependent variable of  is given
in Tables 2 and 3 which was used to
develop an LP models related to the first
and second classes based on which the
identification of border areas was
performed

Table 1. Example Data

1st feature 2nd feature Class 1st feature 2nd feature Class

640 6.02 1 310 4.7 2
550 6.09 1 350 4.5 2
510 5.67 1 400 4.7 2
420 5.54 1 370 4.8 2
560 6.75 1 450 4.7 2
550 6.60 1 500 4.5 2
580 5.87 1 520 4.6 2
420 6.20 1 550 4.3 2
450 6.77 1 570 4.5 2
520 5.67 1 450 4.9 2
440 5.33 1 320 4.6 2
480 5.96 1 400 4.6 2
520 6.13 1 310 5.1 2
570 6.26 1
400 5.95 1
580 5.2 1

Subject to:

(2)

.

Subject to:

(3)

.
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Table 2. Value of  related to the data of class 1 in LP model (based on the data of Table 1)
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1.001.000.850.870.901.000.930.890.960.900.810.791.000.930.870.87

Table 3. Value of  related to the data of class 2 in LP model (based on the data of Table 1)
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1.001.071.101.001.001.041.011.041.031.041.051.11108
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Figure 1. The border of classes 1 and 2 based on frontier points and the data of Table 1

Classification of Uncertain Fuzzy Data
Using Data Envelopment Analysis

Assuming that the value of jth
( ) characteristic related to ith
data ( ) is  a trapezoidal fuzzy
number in the form of

, the pattern of linear

programming model appropriate to a DEA
problem will be in the form of Equation 4.
The membership function of a trapezoidal
fuzzy number is presented in figure 2.
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Figure 2. Membership function of a
trapezoidalfuzzy number

Subject to:

(4)

León, et al (2003) and Lampe and
Hilgers (2015)  provide an Equation 4 to
receive values of  and develop an LP
model presented in Equation 5 where

Lx a , Rx b , L c  , R d  and s is
the output of each DMU.

Table 4. Fuzzy Numbers Related to the Example Fuzzy Data

Data x1_a x1_b x1_c x1_d x2_a x2_b x2_c x2_d Class
1 3.25 4.00 0.50 0.50 3.50 4.25 0.50 0.50 1
2 3.00 4.00 0.50 0.50 4.75 5.25 0.50 0.50 1
3 3.00 4.00 0.50 0.50 5.75 6.25 0.50 0.50 1
4 2.00 3.00 0.50 0.50 5.75 6.25 0.50 0.50 1
5 4.00 5.00 0.50 0.50 4.75 5.25 0.50 0.50 1
6 5.00 6.00 0.50 0.50 3.00 3.50 0.50 0.50 1
7 5.00 6.00 0.50 0.50 6.00 6.50 0.50 0.50 1
8 4.00 5.00 0.50 0.50 3.75 4.25 0.50 0.50 1
9 4.96 5.96 0.50 0.50 5.31 5.81 0.50 0.50 1
10 5.26 6.26 0.50 0.50 5.38 5.88 0.50 0.50 1
11 1.50 2.50 0.50 0.50 0.50 1.00 0.50 0.50 2
12 1.25 2.25 0.50 0.50 1.75 2.25 0.50 0.50 2
13 1.25 2.25 0.50 0.50 2.75 3.25 0.50 0.50 2
14 0.25 1.25 0.50 0.50 2.75 3.25 0.50 0.50 2
15 2.25 3.25 0.50 0.50 1.75 2.25 0.50 0.50 2
16 3.25 4.25 0.50 0.50 2.00 2.50 0.50 0.50 2
17 3.25 4.25 0.50 0.50 2.00 2.50 0.50 0.50 2
18 2.25 3.25 0.50 0.50 0.75 1.25 0.50 0.50 2
19 3.21 4.21 0.50 0.50 2.31 2.81 0.50 0.50 2
20 3.51 4.51 0.50 0.50 2.38 2.88 0.50 0.50 2
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As shown in Table 4, 20 trapezoidal
fuzzy data belong to two classes 1 and 2.
For these data, two classes have been
identified using the model. The results are
shown in Figure 3. It should be noted that
maximum-average of membership degree,
( ) 2a b is used to obtain fuzzy data of

their corresponding equivalents

(5)

Table 5. Value of Related to the Data of Class 1 in Fuzzy LP Model
(based on the data of Table 4)

10987654321Data (Class 1)
0.720.740.950.691.000.821.000.870.941.00

Table 6. Value of Related to the data of Class 2 in Fuzzy LP Model
(based on the data of Table 4)

10987654321Data (Class 2)
1.001.031.341.061.061.251.001.001.311.67
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Figure 3. The border of classes 1 and 2 based on frontier points and the data of Table 4
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Classification of Fuzzy Streaming Data
Using DEA
The new framework, which is used to
classify fuzzy data using data envelopment
analysis, is illustrated in Figure 4. As it is
shown in the figure, first, DEA problems
are solved to identify boundary areas based
on training fuzzy data, then, the label of
each data is specified. Borders obtained in
each DEA problem are used to determine
benchmarking data for that category.
Before starting the classification of the
data stream, the variable D, which is equal
to zero, is defined. The variable is applied
in the process of classification of the
streaming data to maintain the distance of
data, which do not confirm the model of

the identified classes. In addition, is
defined and used to collect the data, which
do not confirm the model of the recognized
classes. At the beginning this set is empty.

In the classification of the streaming
data, if new data y is assigned to one of the
classes according to the identified current

ranges, we determine the label of the new
data in accordance with the classification
to which they belong.

To calculate the distance between two
points equivalent to two trapezoidal fuzzy
numbers, the equation 6 is used otherwise
the label of data equals to the label of the
nearest vector ny (León et al 2003).

Meanwhile, the distance between and

is added to D and is added to . If D
is lower than the predetermined threshold

limit of , the range of classes is
determined for the next data based on the
current border areas. Otherwise, it can be
deduced, that the current limits are not
significantly able to cover all the data, i.e.
the system has changed over the time and
the change in the system has been
manifested in the form of a change in the
behavioural pattern of data. Therefore, the
modification of the previous ranges is
required.

(6)
To modify ranges, given that the basis

of areas is to solve DEA problems, new
DEA problems should be solved based on
a new dataset. The set of the new data is

collected by adding the members of
to the set of the current training data and
removing as many previous members as
added. This method, which is called
Windowing Technique, keeps the number
of the members of the training dataset
constant and enables to create new
boundaries for the correct classification
based on the status of the system. After
these procedures and modifications, new

boundary points of the training dataset are
obtained and the ranges of new classes can
be identified. At this stage, D value is

equal to zero and becomes empty.
Then, the next new data can be classified
with updated ranges. These measures will
maintain until there is streaming data.

Testing the Proposed Classification
Framework
To generate initial training data as well as
data that fit the proposed model, the study
conducted by Yazdi et al. (2009) is
considered. However, in their study, only
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classification of fuzzy data in static mode
has been considered. Hence, suitable
streaming data should be created.
Consequently, first, the initial 40 (two-
dimensional) training data were generated
according to the tables 7 and 8. Then,
streaming data were generated according to

the methods outlined in Tables 9 and 10.
As a result, 180 fuzzy data were randomly
generated in this phase, while in total 40
initial training data and 220 streaming data
were generated.  Figure 4 illustrates the
proposed method.

Solve a DEA problem and
identify borders,

D=0 ،Snew={}

Training
Dataset

Is y in the current
borders?

New datum, y Yes
Label y according to the

identified class

Label y as the nearest
frontier point,

D=D+|| y-yn||, add y to
Snew

D>ω

Keep the current borders

No

Yes Update training dataset by
windowing technique,

D=0 ،Snew={}

Solve a new DEA
problem, update the

borders

No

Figure 4. The proposed method for classification of streaming fuzzy data
Table 7. Way of generating fuzzy data for the class 1 to use in the initial stage of the test

, , ,1st feature
, ,2nd feature

Table 8. Way of genrating fuzzy data for the class 2  to use in the initial stage of the test
, , ,1st feature
, , ,2nd feature

Table 9. Way of generating fuzzy data for the class 1 to use in the final stage of the test
, , ,1st feature

, , ,2nd feature

Table 10. Way of generating fuzzy data for the class 2 to use in the final stage of the test
, , ,1st feature

, , ,2nd feature
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After running the new method of
classification of the fuzzy data stream
using DEA with MATLAB software, F1-
Score, which is defined as Equation 7, is
used to assess the proposed method. The
precision of the model is based on the
proportion of the data of the considered
category and recall is a ratio of the data
that properly belong to a particular
category. Table 11 illustrates the results of

the application of the proposed method. It
is worth mentioning that YALMIP
software implemented in MATLAB has
been used to solve linear programming
problem.

(7)
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Figure 5. The border of classes 1 and 2 based on frontier points related to initial training dataset

Table 11. The value of Recall, Precision and F1-measure for test fuzzy data stream

F1-ScoreRecallPrecision
0.961.000.92Class 1
0.870.781.00Class 2

Results
This study developed a model of the

data classification in the form of a Data
Envelopment Analysis (DEA) problem
based on the  trapezoidal  fuzzy uncertain
data. The proposed model is a new
classification model of fuzzy streaming
data, which enables to update the border of
classes by updating data over time. The
new proposed methods were used on the
simulated data from the literature and as a
result, F1-Score for the prediction of
classification reached 0.92. The proposed
method only needs an input parameter 
to be determined by the user.
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