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Abstract 

Decision support systems (DSSs) are prevalent information systems for decision making in many competitive business environments. In a 

DSS, decision making process is intimately related to some factors which determine the quality of information systems and their related 

products. Traditional approaches to data analysis usually cannot be implemented in sophisticated Companies, where managers need some 

DSS tools for rapid decision making. In traditional approaches to decision making, usually scientific expertise together with statistical 

techniques are needed to support the managers. However, these approaches are not able to handle the huge amount of real data, and the 

processes are usually very slow. Recently, several innovative facilities have been presented for decision making process in enterprises. 

Presenting new techniques for development of huge databases, together with some heuristic models have enhanced the capabilities of DSSs 

to support managers in all levels of organizations. Today, data mining and knowledge discovery is considered as the main module of 

development of advanced DSSs. In this research, we use rough set theory for data mining for decision making process in a DSS. The 

proposed approach concentrates on individual objects rather than population of the objects. Finally, a rule extracted from a data set and the 

corresponding features (attributes) is considered in modeling data mining. 
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1. Introduction 

 

In modern decision support systems, data mining is the 

most prevalent tool used to search for and extract useful 

information from volumes of data and for combining 

databases, artificial intelligence, and machine learning. In 

other words, data mining is a powerful tool for nontrivial 

extraction of implicit, previously unknown, and 

potentially useful information from large data sets. 

Obviously, a fairly large classes of data mining tasks can 

be described as search for interesting and frequently 

occurring patterns or rules from databases. This 

technology uses machine learning, statistical and 

visualization techniques to discover and present 

knowledge in a form which is easily comprehensible to 

humans [1]. Data mining is used in a process called 

Knowledge discovery in databases (KDD). The 

discovered knowledge can be rules describing properties 

of data or relationships among data, frequently occurring 

patterns, clustering of the objects in the data set, etc. Most 

data mining systems in use have been designed using 

variants of traditional machine learning techniques [2]. 

Rough set theory is a powerful tool for data mining. This 

approach can be implemented for: a) Reduction of data 

sets; b) Finding hidden data patterns; and c) Generation of 

decision rules [3]. 

Rough set theory is a relatively new mathematical and 

artificial intelligence (AI) technique introduced in the 

early 1980's by Pawlak [13]. The technique is particularly 

suited to reasoning about imprecise or incomplete data, 

and discovering relationships among them. The main 

advantage of rough set theory is that it does not require 

any preliminary or additional information about data-like 

probability in statistics, or the value of possibility in fuzzy 

set theory. Recently, there has been a growing interest in 

rough set theory among researchers in modern intelligent 

information systems. The theory has found many real life 

applications in many areas. The primary applications of 

rough sets so far have been in data and decision analysis, 

databases, knowledge-based systems, and machine 

learning [4]. The paper expands the Kusiak’s work [3] in 

this area. The concentration of this paper is on the 

application of rough set theory in data mining.  

The rest of the paper is organized as follows: In the next 

section, data mining and knowledge discovery are 

reviewed. In section 3, the main aspects of rough set 

theory are explained. Section 4 uses rough set theory for 

rule extraction. Section five presents rule-structuring 

algorithms. Finally, in section six, conclusion and 

potential future works are presented. 

 

2. Data Mining  

 

Data mining is the process of posing various queries and 

extracting useful information, patterns, and trends often 

previously unknown from large quantities of data possibly 

stored in a database [5]. Essentially, for many 

organizations, the goals of data mining include improving 

marketing capabilities, detecting abnormal patterns, and 

predicting the future based on past experiences and 

current trends. By increasing the size of a database, its 

supporting decision-making becomes more difficult. 

Moreover, the data might be from multiple sources and 
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multiple domains. Thus, the integrity of a data also should 

be considered in a database approach  [5,6,7,8,9].  

Some of the data mining techniques include those based 

on rough sets, inductive logic programming, machine 

learning, and neural networks, among others. The main 

tasks of data mining are classification (finding rules to 

partition data into groups), association (finding rule to 

make associations between data), and sequencing (finding 

rules to order data) [5]. With the increased use of 

computers, there is an ever increasing volume of data 

being generated and stored. The sheer volume held in 

corporate databases is already too large for manual 

analysis and, as they grow, the problem is compounded. 

Furthermore, in many companies data is held only as a 

record or archive.�Data mining encompasses a range of 

techniques, which aim to extract value from volume and 

form the foundation of decision making. ( see Figure 1)  

[10]. 
 

2.1. The Knowledge Discovery Process 
 

The process of knowledge discovery via data mining can 

generally be divided into four basic activities: Selection, 

Pre-Processing, Data mining, and Interpretation. 

Selection involves creating a target data set, i.e., the data 

set to about undergo analysis. It is a common 

misunderstanding to assume that the complete data set 

should be submitted to data mining software. This is not 

the case, partly due to the possibility that the data 

represents a number of different aspects of the domain, 

which are not directly related. Careful thought should 

therefore be given as to the purpose of the data mining 

exercise and a target data set created which reflects this 

propose. 

 

• Pre-Processing involves preparing the data set 

for analysis by the data mining software to be used. This 

may involve activities such as resolving undesirable data 

characteristics such as missing data (non-complete fields), 

irrelevant fields, non-variant fields, skewed fields, and 

outlying data points. The pre-processing activities may 

result in the generation of a number of (potentially 

overlapping) subsets of the original target data set. Pre-

Processing may also involve converting the data into a 

format acceptable to the data mining software being used. 

This initial collection and manipulation of data (during the 

selection and per-processing stages) in data mining 

process is sometimes referred to as collection and 

cleaning.  

• Data Mining involves subjecting the cleaned data 

to be analyzed by the data mining software in an attempt 

to identify hidden trends or patterns, or to test specific 

hypotheses. It is recommended that any (apparently) 

significant obtained results be validated by using 

traditional statistical techniques. 

• Interpretation involves analysis and 

interpretation of the generated results. This may return to 

previous stages to carry out additional activities in order 

to provide further necessary information. 

Figure 2 shows an overview of the activities involved in 

Knowledge Discovery in Databases (KDD)  [11]. 

���The emerging of data mining and knowledge discovery 

in databases (KDD) is due to the fast development of 

information technologies. While database technology was 

successful for recording and managing data, data mining 

and KDD is aimed at developing methodologies and tools 

to automate the data analysis process and create useful 

information and knowledge from data to help decision-

making [12]. Figure 3 shows the typical relative effort of 

a data mining project. 
 

2.2. Steps of Data Mining� 
 

In general, the steps of data mining involves getting the 

data organized for mining, determining the desired 

outcomes to mining, selecting tools for mining, carrying 

out the mining, pruning the results so that only the useful 

ones are considered further, taking actions from the 

mining, and evaluating the actions to determine benefits 

[12] 

 

 
Figure 2. An overview of the steps comprising KDD process 

 

 

 
Figure 3. Relative effort of a data mining project 
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More specifically the steps of data mining are as follows: 

• Identifying the data 

• Massaging the data and Getting it ready 

• Mining the data 

• Getting useful results 

• Identifying actions 

• Implementing the action 

• Evaluating the benefits 

• Determining what to do next 

• Carrying out the next cycle 
 

2.3. Data mining technologies and techniques 
 

As shown in Figure 4, data mining is an integration of 

multiple technologies. These include data management 

such as database management, data warehousing, 

statistics, machine learning, decision support, 

visualization, and parallel computing [5]. Data mining 

methods and tools can be categorized in different ways 

[12]. In application, data mining methods can be classified 

as clustering, classification, summarization, dependency 

modeling, link analysis and sequence analysis. Some 

methods are traditional and established and some are 

relatively new. 

 

 
Figure 4. Data mining technologies 

 

2.4. Method selection 
 

Apart from general considerations such as cost and 

support, there are some technical dimensions to the data 

mining method selection. These include [12]: 

• Uni-variate vs. multi-variate data. Most approaches 

assume independence of variable or simply consider a 

single variable at a time. 

• Numerical vs. categorical or mixed data. Some methods 

are only suitable for numerical data, others only for 

categorical data. There are only a few cases, which allow 

mixed data. 

• Explanation requirements or comprehensibility. Some 

tools give results, which are implicit to users (black box), 

while others can give causal and explicit representations. 

• Fuzzy or precise patterns. There are methods such as 

decision trees, which only work with clear- cut 

definitions. 

 

• Sample independence assumptions. Most methods 

assume independence of data patterns. If there are 

dependencies on the data patterns, it is necessary to 

remove or explore 

• Availability of prior knowledge. Some tools require 

prior knowledge, which might be not available. On the 

other hand, some others do not allow input of prior 

knowledge causing a waste of prior knowledge. 

It is important to be aware of the complexity of data, 

which tends to contain noise and erroneous components 

and has missing values.  

Other challenges come from lack of understanding of the 

domain problem and assumptions associated with 

individual techniques. Therefore, data mining is rarely 

done in one step. It often requires to implement a number 

of approaches to use some tools to prepare data for other 

methods, or for validating purposes. As a result, 

multifunctional and integrated systems are required. 
 

Table1 

An attribute-value table of data 
Store E Q L P 

1 High Good No Profit 

2 Med. Good No Loss 

3 Med. Good No Profit 

4 Med. Avg. No Loss 

5 Med. Avg. Yes Loss 

6 High Avg. Yes Profit 

7 High Avg. No Loss 

8 Low Good No Profit 

9 Low Avg. No Loss 

10 Low Avg. Yes Loss 

11 Low Good Yes Loss 

12 High Good Yes Profit 
 

3. Rough set Theory 
 

Rough set theory, proposed by Pawlak [13], is a new 

mathematical approach to data analysis. The basic idea 

behind this method is on classification of objects of 

interest into similar classes (clusters) containing objects 

which are indiscernible blocks of knowledge about reality 

and to find hidden patterns in data [14]. Of course, this 

theory has some overlaps with other methods of data 

analysis, e.g., statistics, cluster analysis, fuzzy sets, 

evidence theory,etc. However, it can be viewed its own 

right as an independent discipline. The rough set approach 

seems to be fundamental to AI and cognitive sciences, 

especially in the areas of machine learning, knowledge 

acquisition, decision analysis, knowledge discovery from 

data bases, expert systems, inductive reasoning, pattern 

recognition, decision support system, and data mining 

[3,14,15]. 

The rough set approach has many advantages. Among 

them, the following capabilities are more important: 

• Providing efficient algorithms for finding hidden pattern 

in data. 

• Identifying relationships that would not be found while 

using statistical methods. 

• Allowing both qualitative and quantitative data. 

• Finding minimal sets of data (data reduction). 

• Evaluating significance of data. 

• Generating sets of decision rules from data. 
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• Easy to understand.  

• Offering straightforward interpretation of obtained 

results. 
 

3-1 Approximation in rough set theory 
 

Data are usually given in tables, called also attribute-value 

table, information table, or database. A database is a table, 

rows of which are labeled by objects, whereas columns 

are labeled by attributes. Entries of a table are attribute 

values. An example of a linguistic database is shown in 

Table 1. In this database, 12 store are characterized by 

four attributes: 

E: empowerment of sales personnel. 

Q: perceived quality of merchandises. 

L: high traffic location. 

P: store profit or loss. 
 

Each subset of attributes in the database determines a 

partition of all objects into clusters having the same 

attribute values, i.e., displaying the same features 

expressed in terms of attribute values. In other words, all 

objects revealing the same features are indiscernible 

(similar) in view of the available information and they 

forms blocks, which can be understood as elementary 

granules of knowledge. These granules are called 

elementary sets or concepts, and can be considered as 

elementary building blocks (atoms) of our knowledge 

about the reality we are interested in. Elementary concepts 

can be combined into compound concept, i.e., concepts 

that are uniquely defined in terms of elementary concepts.  

 

Any union of elementary sets is called a crisp set, and any 

other set is referred to as rough (vague, imprecise). 

With a set X, we can associate two crisp sets, called the 

lower and the upper approximation of X. The lower 

approximation of X is the union of all elementary sets, 

which are included in X, whereas the upper 

approximation of X is the union of all elementary sets, 

which have non-empty intersection with X. In other 

words, the lower approximation of set is of elements that 

surely belong to X, whereas the upper approximation of X 

is the set of all elements that possibly belong to X. The 

difference between the upper and the lower approximation 

of X is the boundary region. Obviously, a set is rough if it 

has non-empty boundary regions; otherwise the set is 

crisp. Elements of boundary region cannot be classified 

employing the available knowledge, either to the set or its 

complement. Approximations of sets are basic operations 

in rough set theory and are used as main tools to deal with  

vague and uncertain data. Let us illustrate the above ideas 

by means of data given in Table 1. Each store has a 

different description in terms of attributes E, Q, L and P; 

thus all stores are discernible when employing 

information provided by all attributes. However, stores 2 

and 3 are indiscernible in terms of attributes E, Q and L 

since they have same attribute values. Similarly, stores 1, 

2 and 3 are indiscernible with respect to attributes Q and 

L, etc. 

Each subset of attributes determines a partition 

(classification of all objects into classes having the same 

description in terms of these attributes). For example, 

attributes Q and L aggregate all stores into the following 

classes: {1,2,3}, {4} and {5.6}. Thus, each database 

determines a family of classification patterns, which are 

used for further consideration. Let us consider the 

following problem: what are the characteristic features of 

stores making a profit (or having a loss) in view of 

information available in Table 1, i.e., we want to describe 

a set (concept) {1,3,6}, (or {2,4,5}, in terms of attributes 

E, Q and L. Of course, this question cannot be answered 

uniquely since stores 2 and 3 have the same values of 

attributes E, Q and L, but store 2 makes a profit, whereas 

store 3 has a loss. Hence, in view of information 

contained in Table 1, we can say for sure that stores 1 and 

6 make a profit, and stores 4 and 5 have a loss, whereas 

stores 2 and 3 cannot be classified as making a profit or 

having a loss. That is, employing attributes E, Q and L, 

we can say that stores 1 and 6 surely make a profit, i.e., 

surely belong to the set {1,3,6}, whereas stores 1,2,3 and 

6 possibly make profit, i. e., possibly belong to the set 

{1,3,6}. We say that the set {1,6} is the lower 

approximation of the set (concept)  {1,3,6}, and the set 

{1,2,3,6} is the upper approximation of the set {1,3,6}. 

The set {2,3}, being the difference between the upper 

approximation and the lower approximation is referred to 

as boundary region of the set {1,3, 6}. 

Now, let us give some formal notations and definitions. 

By a database, we understand a pair S=(U, A), where U 

and A are finite, non-empty sets, called the universe, and 

a set of attributes, respectively. With every attribute 

∈a A, we associate a set aV  of its values to domain of 

a . Any subset B of A determines a binary relation I(B) 

on U, which is called an indiscernibly relation, defined as 

follows:  

(x,y)∈  I(B) if and only if a(x)=a(y) ( )1  

for every Aa ∈ , where a(x) denotes the value of an 

attribute of element x. It can easily be seen  that I(B) is an 

equivalence  relation. The family of all equivalence 

classes of I(B), i.e., the partition determined by B, is 

denoted by  U/I(B), or simply  U/B; an equivalence class 

of I(B), i.e., the block of the partition U/B containing x is 

denoted by B(x). If (x,y) belongs to I(B), we say that x 

and y are B-indiscernible. Equivalence classes of the 

relation I(B)  (or blocks of the partition U/B) are referred 

to as B-elementary sets or B-granules. Next, the 

indiscernibly relation is used to define two basic 

operations in rough set theory as follows: 

 

( ) { }XXBXBYXB
UX

⊆=
∈

)(:)(*  ( )2  

  

( ) { }φ≠∩=
∈

XXBXBYXB
UX

)(:)(*  ( )3  

 

These are called the B-lower and the B-upper 

approximation of X, respectively. The set 

)()()( *
*

xBxBxBNB −= is referred to as the B-boundary 

region of X. If the boundary region of X is the empty set, 

i.e., φ=)(xBNB , then, the set X is crisp (exact) with 

α
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respect to B, i.e., if φ=)(xBNB , the set is referred to as 

rough (inexact) with respect to B. 
 

3-2-Dependency attributes 
 

Approximations of sets are strictly related to the concept 

of dependency (total or partial) of attributes. Suppose the 

set of attributes A is partitioned into two disjoint subsets 

C and D called condition and decision attributes, 

respectively. Databases with distinguished condition and 

decision attributes are referred to as decision tables. 

Intuitively, a set of decision attributes D depends totally 

on a set of condition attributes. In other words, D depends 

totally on C, if there exists a functional dependency 

between values of C and D. 

We also need a more general concept of dependency of 

attributes, called the partial dependency of attributes. 

Partial dependency means that only some values of D are 

determined by values of C. Formally, dependency can be 

defined in the following way: 

Let C and D be subsets of A, such that φ≠∩ CD and 

ACD =∪ . We say that D depends on C in a degree k 

( 10 ≤≤ k ), denoted 
k
DC → , if 

( ) ( )( )
( )�

∈

Χ
==

DUX
Ucard

Ccard
DCk

/

,
,γ  ( )4  

where ( )DC,γ  is an accuracy coefficient or accuracy of 

approximation of subsets C and D, and card(x) is the 

cardinality of X. If k =l we say that D depends totally on 

C, and if k<l, we say that D depends partially (in a degree 

k) on C. The coefficient k expresses the ratio of all 

elements of the universe, which can be properly classified 

to the block of the partition U/D employing attributes C 

and is called the degree of the dependency.  For example, 

the attribute P depends on the set of attributes {E, Q, L} 

in the degree 2/3. It means that only four of six stores can 

be identified exactly by means of attributes E, Q and L as 

having a loss or making a profit. 

 

3-3- Reduction of attributes 

 

We often face the question of whether we can remove 

some data from a database preserving its basic properties, 

i.e., whether a table contains some surplus data. Let us 

express this idea more precisely: 

Let C, AD ⊆ , be sets of condition and decision 

attributes, respectively. We say that CC ⊆′ is a D-reduct 

(reduct with respects to D) of C, if C′  is a minimal subset 

of C such that ),(),( DCDC ′= γγ . Hence, any reduct 

enables us to reduce condition attributes in such a way 

that the degree of dependency between condition and 

decision attributes is preserved. In other words, reduction 

of condition attributes gives the minimal number of 

conditions necessary to make specified decisions. In the 

database presented in Table l, {E,Q} and {E,L} are the 

only two reducts of condition attributes with respect to P, 

i.e., either the set {E,Q} or the set {E,L} can be used to 

classify stores instead of the whole set of condition 

attributes{E,Q,L}. 

For large databases finding reducts on the basis of the 

definition given above is rather difficult because the 

definition leads to inefficient algorithm. Therefore, more 

efficient methods of reduct computation have been 

proposed. 
 

3-4- Decision rules  
 

Every dependency 
k
DC → can be described by a set of 

decision rules in the form "IF…THEN…", written 

Ψ→Φ , where Φ  and  Ψ  are logical  formulas  

describing  conditions and decisions  of the  rule 

respectively, and are built up from elementary formulas 

(Attribute, value) combined together by means of 

prepositional connectives "AND", "OR" and "NOT" in the 

standard way. An example of a decision rule is given: 

IF (E,Med.) AND (Q,Good) AND (L,No) 

THEN (P,Loss) 
( )5  

With every decision rule Ψ→Φ , we associate a 

conditional probability that Ψ  is true in S, given Φ  is 

true in S with the probability )(Φsπ  called a certainty 

factor and is defined as follows:  

( )
( )

( )
S

S
s

card

card

φ

ψφ
π

∧
=ΦΨ  ( )6  

where 
S

Φ  denotes the set of all objects satisfying Φ  in 

S. As well, need a coverage factor  

( )
( )

( )
S

S
s

card

card

ψ

ψφ
π

∧
=ΨΦ  ( )7  

which is the conditional probability that Φ  is true in S, 

given Ψ  is true in S with the probability )(ΨSπ .  For the 

decision rule given above the certainty and coverage 

factors are ½ and 1/3, respectively. In other words, the 

probability that the correct decision be made by the 

decision rule is ½ and the rule covers one of the three 

decisions indicated by it.  

Let { }Ψ→Φi  be a set of decision rules such that all 

conditions iΦ are pairwise mutually exclusive, i.e., 

{ } Φ=Φ∧Φ
Sji , for any jinji ≠≤≤ ,,1  and 

�
=

=ΨΦ
n

i

iS

1

1)(π . 

 For any decision rule Ψ→Φ  the following formula is 

true: 

( ) ( ) ( )

( ) ( )�
=

=ΨΦ
n

i

iSiS

SS
S

1

.

.

φπφψπ

φπφψπ
π  

( )8  

The relationship between the certainty factor and the 

coverage factor, expressed by formula (8) is the Bayes 

theorem. The formula shows that any decision table 

satisfies this theorem. This property gives a new 

dimension to Baysian reasoning methods and enables us 

to discover relationships in data without referring to prior 

and posterior probabilities inherently associated with 
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Baysian philosophy. The above result is of special value 

for large databases. 
 

4- Rule extraction 
 

The content of large-scale data sets containing numerical 

and categorical information can not be easily interpreted 

unless the information is transformed into a form that can 

be understood by human users. The rule extraction 

algorithms are designed to identify patterns in such data 

sets and express them as decision rules. The rule 

extraction concept is illustrated in case 1. 
 

4-1- Rule- structuring algorithm 

The rule-structuring algorithm groups entries of the rule-

attribute matrix. The attribute corresponding to the entries 

are called marked attributes. The steps of the rule-

structuring algorithm are outlined below [13]: 
 

Step1) Select from the rule- attribute matrix a marked attribute 

with the maximum equivalence classes. Break a tie arbitrarily.  

 

Step2) Cluster the rules within each equivalence class. 

 

Step3) Re-engineer the marked entries of the rule- attribute matrix 

according to the principles: 

 

1. Merge clusters: cluster rules with equivalent attribute values. 

 

2. Attribute value replacement: replace attribute values with a 

value range and merge the corresponding rule with the same 

decisions. 

 

3. Column removal: remove entries that are not used by the 

rules. 

 

 Step 4) Stop, if a satisfactory matrix structure has been       

obtained 

 

 

Case 1 

 

Consider the data set in Table 2 with ten objects, four 

attributes (features) A1, A2, A3, A4, and the decision 

(outcome) D. The attributes denote process parameters 

(e.g., temperature, pressure) and the decision is the 

component performance D={high, medium, low}. A rule 

extraction algorithm transforms the data set of Table 2 

into the decision rules of Figure 5. The two sets of 

numbers in square brackets behind each rule describe its 

properties and are: [Rule support, Rule coverage, 

Discrimination level] and [list of supporting objects]. 

Rule support is the number of all objects in the data set 

that have the property described by the condition of the 

rule. Rule coverage is the proportion of the objects in the 

training set that are identifiable by this rule. 

Discrimination level measures the level of precision 

which a rule represent the corresponding objects. 

Table 3 indicates that the number of attributes used to 

describe all objects in the data set are A1, A2, and A4. 

The algorithm used to generate rules in Figure 5 

minimized the number of decision rules. The rule 

extraction algorithms may consider other criteria, 

including the generation of all possible rules. An 

algorithm minimizes the number of  

attributes included in decision rules. 

 

 

 

 

 

 
Table 2 

 Data set 

Attributes 

NO. 

 A1 A2 A3 A4 
D 

1 0 0 1 2 Low 

2 2 1 0 1 High 

3 1 0 1 0 Low 

4 0 3 3 0 Medium 

5 3 1 2 1 High 

6 0 2 2 3 Medium 

7 3 1 1 3 High 

8 1 0 0 2 Low 

9 0 2 0 1 Medium 

10 1 3 1 0 Low 
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Rule 1: IF (A1=3) THEN (D= High); [2,66.67%, 100%] [5,7] 

 
Rule 2: IF (A1=1) THEN (D= Low); [3,75%, 100%] [3,8,10] 

 
Rule 3: IF (A3=3) THEN (D= Medium); [1,33.33%, 100%] [4] 

 

Rule 4: IF (A1=2) AND (A2=1) THEN (D =High); [1,33.33%, 100%] 

[2] 

 

Rule 5: IF (A2=2) THEN (D =Medium); [2,66.67%, 100%] [6,9] 

 
Rule 6: IF (A3=1) AND (A4=2) THEN (D= Low); [1,25%, 100%] [1] 

 

Figure 5. Decision rules extracted with a rough set algorithm 

 
Table 3 

Patterns corresponding to the rule of Figure 5 

 

Attributes 

NO. 

A1 A2 A3 A4 

D  

5 3 1 2 1 High Rule l 

7 3 1 1 3 High Rule l 

3 1 0 1 0 Low Rule 2 

8 1 0 0 2 Low Rule 2 

10 1 3 1 0 Low Rule 2 

4 0 3 3 0 Medium Rule 3 

2 2 1 0 1 High Rule 4 

6 0 2 2 3 Medium Rule 5 

9 0 2 0 1 Medium Rule 5 

1 0 0 1 2 Low Rule 6 

 

Case 2 

Consider the data in Table 4 for eleven objects, eight 

attributes, and the decision D. When the data from each 

source is considered independently, the rough set 

algorithm generates the rule sets shown in Figures 6 and 

7. The patterns resulting from the rule sets of Figures 6 

and 7 are shown in Table 5. The steps of the rule-

structuring algorithm are illustrated next with the matrix 

of Table 5. 

 

 

 

Step 1) The two attributes A1 and A3 are the most frequently used by 

the rules. The attribute A3 is arbitrarily selected among the two. 

 

Step 2) The rules 2, 6, and 7 included in the equivalence class (A3 in 

[3,3]) are clustered    (see Table 6). The rules 1, 4, and 11 in the 

equivalence class (A3 in [2,2]) are clustered (see Table 6). 

 

Step 3) Applying the data engineering principles, to the matrix of Table 

6 results in the matrix in Table 7. 
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Table 4. 

 Data set generated from two different sources 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Rule S1-1: IF (A5 in [1.50,1.65]) THEN (D=No); [2,40%,100%] 

[8,10] 

 

Rule S1-2: IF (A3 in [3,3]) THEN (D=No); [3,60%,100%] [2,6,7] 

 
Rule S1-3: IF (A8 in [1.75,2.15]) THEN (D=Yes); [2,33.33%,100%] 

[5,9] 

 
Rule S1-4: IF (A5 in [0.53,0.85]) THEN (D=Yes); [2,33.33%,100%] 

[3,4] 

 
Rule S1-5: IF (A3 in [2,2]) THEN (D=Yes); [3,50%,100%] [1,4,11] 

 

Figure 6. Decision rules derived from Source 1 data. 

 

 

 

 

 

 

 
Rule S2-1: IF (A1=High) THEN (D=Yes); [3,50%,100%] [1,5,9] 

 

Rule S2-2: IF (A6 in [2.35,3.50]) THEN (D=Yes); [2,33.33%,100%] 

[3,11] 

 

Rule S2-3: IF (A6 in [4.22,4.45]) THEN (D=No); [2,40%,100%] [8,10] 

 
Rule S2-4: IF (A1=Low) THEN (D=No); [3,60%,100%] [2,6,7] 

 
Rule S2-5: IF (A6 in [1.55,1.75]) THEN (D=Yes); [1,16.67%,100%] 

[4] 

 

Figure 7. Decision rules derived from Source 2 data. 

Attributes 

NO. 

A1 A2 A3 A4 A5 A6 A7 A8 

D 

1 High 3.7 2 True 0.95 1.83 Blue 1.12 Yes 

2 Low 2.3 3 True 1.13 2.18 Blue 2.35 No 

3 Medium 2.1 1 False 0.59 2.38 Red 2.42 Yes 

4 Medium 3.4 2 True 0.76 1.62 Black 1.54 Yes 

5 High 4.2 1 False 0.42 1.32 Black 1.83 Yes 

6 Low 3.1 3 False 1.37 3.89 White 1.29 No 

7 Low 4.9 3 True 1.41 2.24 Red 2.48 No 

8 Medium 2.4 1 False 1.53 4.29 Red 2.25 No 

9 High 4.6 1 False 1.74 4.09 White 1.98 Yes 

10 Medium 3.3 1 True 1.62 4.36 Black 2.63 No 

11 Medium 2.7 2 False 1.88 3.42 Orange 1.69 Yes 
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Table 5 

Patterns of rules from Figures 6 and 7 

No. A1 A2 A3 A4 A5 A6 A7 A8 D Rules 

1 High 3.7 2 True 0.95 1.83 Blue 1.12 Yes S1-5 , S2-1 

2 Low 2.3 3 True 1.13 2.18 Blue 2.35 No S1-2 , S2-4   

3 Medium 2.1 1 False 0.59 2.38 Red 2.42 Yes S1-4 , S2-2 

4 Medium 3.4 2 True 0.76 1.62 Black 1.54 Yes S1-4 , S1-5 , S2-5 

5 High 4.2 1 False 0.42 1.32 Black 1.83 Yes S1-3 , S2-1 

6 Low 3.1 3 False 1.37 3.89 White 1.29 No S1-2 , S2-4 

7 Low 4.9 3 True 1.41 2.24 Red 2.48 No S1-2 , S2-4 

8 Medium 2.4 1 False 1.53 4.29 Red 2.25 No S1-1 , S2-3 

9 High 4.6 1 False 1.74 4.09 White 1.98 Yes S1-3 , S2-1 

10 Medium 3.3 1 True 1.62 4.36 Black 2.63 No S1-1 , S2-3 

11 Medium 2.7 2 False 1.88 3.42 Orange 1.69 Yes S1-5 , S2-2 

 
Table 6 

Clustered matrix 

No. A1 A2 A3 A4 A5 A6 A7 A8 D Rules 

2 Low 2.3 3 True 1.13 2.18 Blue 2.35 No S1-2 , S2-4   

6 Low 3.1 3 False 1.37 3.89 White 1.29 No S1-2 , S2-4 

7 Low 4.9 3 True 1.41 2.24 Red 2.48 No S1-2 , S2-4 

1 High 3.7 2 True 0.95 1.83 Blue 1.12 Yes S1-5 , S2-1 

4 Medium 3.4 2 True 0.76 1.62 Black 1.54 Yes S1-4 , S1-5 , S2-5 

11 Medium 2.7 2 False 1.88 3.42 Orange 1.69 Yes S1-5 , S2-2 

5 High 4.2 1 False 0.42 1.32 Black 1.83 Yes S1-3 , S2-1 

9 High 4.6 1 False 1.74 4.09 White 1.98 Yes S1-3 , S2-1 

8 Medium 2.4 1 False 1.53 4.29 Red 2.25 No S1-1 , S2-3 

10 Medium 3.3 1 True 1.62 4.36 Black 2.63 No S1-1 , S2-3 

3 Medium 2.1 1 False 0.59 2.38 Red 2.42 Yes S1-4 , S2-2 
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Table 7 

Matrix transformed by the attribute value replacement and column removal principles. 

 

A1 A3 A5 A6 A8 D 

Low 
3 

1.13-1.41 2.18-3.89 1.29-2.48 No 

High 
2 

0.95 1.83 1.12 Yes 

Medium 
2 

0.76-1.88 1.62-3.42 1.54-1.69 Yes 

High 
1 

0.42-1.74 1.32-4.09 1.83-1.98 Yes 

Medium 
1 

1.53-1.62 4.29-4.36 2.25-2.63 No 

Medium 
1 

0.59 2.38 2.42 Yes 

 

 

5- Conclusion and Future works 
 

In traditional approaches to decision making, usually 

scientific expertise together with statistical techniques 

have been needed to support the managers. However, 

these approaches are not able to handle the huge amount 

of real data, and the processes are usually very slow. This 

research has reviewed the basic concepts of data mining  

and rough set theory for decision making. Moreover, the 

potential applications of rough set theory in data mining 

were investigated. It is shown that this approach is a 

viable method for extraction of meaningful knowledge  

and making prediction for an individual data objects 

rather than a population of objects. Moreover, it was 

demonstrated that a rule extracted from a data set and 

corresponding features (attributes) can be considered as 

one of many models describing a data set. 
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