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Abstract 
 

Reducing cost of material handling has been a big challenge for companies. Flexible manufacturing system employed 

automated guided vehicles (AGV) to maintain efficiency and flexibility. This paper presents a new non-linear mathematical 

programming model to group n machines into N loops, to make an efficient configuration for AGV system in Tandem layout. 

The model minimizes both inter-loop, intra-loop flow and use balanced-loops strategy to balance workload in system 

simultaneously. This paper significantly considers multiple-load AGVs, which has capability of reducing fleet size and 

waiting time of works. A modified variable neighborhood search method is applied for large size problems, which has good 

accuracy for small and medium size problems. The results indicate that using multiple load AGV instead of single load AGV 

will reduce system penalty cost up to 44%. 
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1. Introduction 

An AGV is an automated guided vehicle, using for 

horizontal transportation of goods and materials. AGVs 

traveling on a network of guide-paths. These vehicles are 

designed to perform repetitive, though not continual, 

tasks. However, their designs vary according to their 

usage, capacity and environment. They use in 

warehousing system, production line, container terminal, 

public transportation for material handling. The flexible 

manufacturing system (FMS) composed of different work 

cells, where different workstations are located in these 

cells.  Categorizing workstations into different cells or 

loop and assign an AGV with appropriate workload 

capacity is one the initial decisions. To design such a 

system, first, the facilities should be located.  

The systems can vary by the flow path configuration, 

which is known as a method of classification in AGV 

system. (Choobineh, Asef-Vaziri and Huang, 2012) 

enumerate these configurations to be conventional, single 

loop, tandem and segmented. The advantages of tandem 

configuration, as mentioned by (R.Tavakkoli-Moghaddam 

et al., 2008), include control over AVG, elimination of 

collision and deadlocks, and simplification in production 

planning. All these features encouraged several 

researchers to apply tandem configuration in their studies.  

Tandem configuration distributed stations into non-

overlapping loops, where each loop is served by one 

AGV, which is not allowed to move between loops. 

Hence, to perform inter-loop transportations, transfer 

points are considered ( Fig 1)  

 
Fig. 1. tandem configuration as proposed by (Bozer and 

Srinivasan, 1989) 

This paper addresses a new mathematical to group n 

machines into N loops and minimize both inter-loop and 

intra-loop flow simultaneously. 
 

2. Literature Review 

The problems in Tandem AGV system are categorized as 

follow (Salehipour, Kazemipoor and Moslemi Naeini, 

2011); 

 Determine number of loops (fleet size) 

 Assigning workstations to loops 

 Arranging stations in each loop 

 Specifying optimum transfer point between loops 
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 Flow direction in loops (clockwise or counter 

clockwise) 

After selecting AGV as the carrier, decisions should be 

made about AGV capacity. As claimed by (Ozden, 1988), 

increases in capacity from one to two, results in fleet 

reduction. (Meer, 2000) believes that an increase in AGV 

load leads into decrease in output mean time. As (Vis, 

2006) puts it, most of researches focus on single load 

AGV and there are a few researches circling around 

multiple-load AGV. Henceforth, this specification is 

taken into account for the purpose of this research. 

(Bozer and Srinivasan, 1992)solve a model to balance 

workload between loops by heuristic algorithm. (Aarab, 

Chetto and Radouane, 1999) Solved model to minimize 

inter loop flow. (Yu and Egbelu, 2001) Minimized and 

balanced workload in loops by a heuristic partitioning 

algorithm, but (Kim, Chung and Jae, 2003) (Ho & Hsieh 

2004) and (Kim and Chung, 2007) present a new concept 

introduced for AGV system which considered multiple 

load AGV. (Ho  & Hsieh 2004) solved this problem in 

two steps; in first step, they solve a traveling salesman 

problem to generate workstation subsets. Then, use a 

Markov chain model and its limiting probabilities for a 

feasibility test of the generated subsets. In the second step, 

they determine a final guide path set, but (Ho, Liu and 

Yih, 2012) first simulated AGV system and estimated 

AGVs performance coefficient, they mentioned that these 

coefficient change in nonlinear manner, when AGV load 

is one, it is one but when AGV load increase to two this 

coefficient is about 1.9. (Aarab, Chetto and Radouane, 

1999) Proposed hierarchical partitioning method in which 

similarity coefficient figure out on flow amount and 

distance. (Yu and Egbelu, 2001)  proposed configuring 

method in AGV system which minimize number of loops 

and transportation, they solved it by partitioning heuristic 

algorithm, in this research they proposed variable path 

instead of loops approach.(Shalaby, El Mekkawy and 

Fahmy, 2006) Solved designing single load tandem AGV 

system with two phase algorithm by three objective 

function, minimizing transportation cost, minimizing 

maximum system workload and minimizing inter loop 

transportation. (Zanjirani Farahani et al., 2008)solved 

minimize maximum workload objective function by Meta 

heuristics algorithm, simulated annealing and genetic 

algorithm, and comparing these results. (R.Tavakkoli-

Moghaddam et al., 2008) proposed non-linear 

programming model which assigned stations to loops by 

minimizing inter loops transportations objective function 

and balancing strategy, they introduced balancing 

coefficients in constraints to balance inter loops flow 

similar work was done in (Fan, He and Zhang, 2015). 

(ElMekkawy and Liu, 2009) Solved stations to loops 

assignment problem by minimum maximum workload 

objective function with dominating genetic algorithm and 

a local search algorithm. (Rezapour, Zanjirani-Farahani 

and Miandoabchi, 2010) Proposed multi objective 

function problem, which minimize inter loop flow and 

total flow and balancing workload between loops and 

solved it by simulated annealing algorithm. (Salehipour, 

Kazemipoor and Moslemi Naeini, 2011) Proposed 

integer-programming model to minimize total flow 

between stations and solved it by variable neighborhood 

search. They were concerned about reducing stations 

waiting time. (Liu et al., 2018) Design to tandem AGV 

system using co-evolutionary algorithm to design station 

locations and all transfer points. As it is mentioned, few 

researches consider multiple load AGV systems. 

(Fazlollahtabar, Saidi-mehrabad and Balakrishnan, 2015) 

proposed a mathematical model to minimize the penalized 

material handling earliness and tardiness to satisfying the 

expected cycle for multiple load AGVS. In another 

research (Fazlollahtabar and Saidi—Mehrabad, 2015) 

proposed a risk based dynamic program to determine 

more reliable arcs for fortification purposes, considering  

multi-stage decision making process of the multiple 

AGVs on different arcs, they developed  dynamic 

program being a useful tool for multi stage decision 

making. Discussion and cllasification of different type of 

AGV system problems are done in different papres, for 

example (Carlo, Vis and Roodbergen, 2014) , 

(Fazlollahtabar and Saidi-Mehrabad, 2015) , (Kumar et 

al., 2015), (Gutta et al., 2018) and (Das and Pasan, 2016). 

In this research a mathematical programming model for 

multiple-load AGV in tandem configuration is presented, 

in which we try to consider the concerns about 

transportation and balancing workload using proposed 

balancing strategy in (R.Tavakkoli-Moghaddam et al., 

2008). In solution methodology, different solution 

procedures will be offered and evaluated to find the best 

method to solve large scale problems. 

The rest of this paper is arranged as follow, in section 2 

notations are explained and programming model will be 

presented , Since the proposed programming model is NP-

hard, in section 3 a modified variable neighborhood 

search (VNS) algorithm is proposed, in which we modify 

our programming model by Lagrangian relaxation (LR). 

In section 4, programming model will be tested, and 

results of exact methods and VNS algorithm will be 

evaluated. Finally, in section 5 conclusion of this study 

are presented. 

3.  Mathematical Model 

The assumptions of the presented model are as follows: 

 AGVs are bidirectional. 

 There is only one AGV in each loop. 

 There are at least two stations in each loop. 

 Each station can only be assigned to one loop. 

 The number of loops is considered as the input 

data to the algorithm. 

 Only loaded transportations are considered. 

The objective is to assign stations to non-overlapping 

loops in order to minimize inter-loop and intra-loop 

transportations. This goal is supposed to be achieved by 

assigning the AGV with a certain capacity to appropriate 

loops. Balance strategy, as proposed by (R.Tavakkoli-

Moghaddam et al., 2008), will be implored to balance the 

workload in each loop according to the capacity of the 

assigned AGV. The indexes of proposed programming 

model are as follows: 
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i(k): defines i(k)th station 

j(l): defines j(l)th station 

p: defines AGV capacity 

In our proposed programming model,     refers to the 

number of transported loads between two stations. 

The design variables are as follow: 

   : It equals to 1 if station i assigns to loop j; otherwise it 

equals to zero. 

   : It equals to 1 if AGV with P capacity assigns to loop 

j; otherwise it equals to zero. 

Other parameters are: 

  : Performance coefficient of AGV with P capacity 

   : Flow between station i and j 

  : Flow from different station to station i; 

T: The total time that AGV is available. 

t : The mean time of loading/unloading and the process 

duration in the ith station. 

t  ́: The bottleneck time in jth station. 

N: The total number of predefined loops. 

 ́  : Upper and lower bound of flow coefficient in each 

loop. 

    Penalty of selecting AGV with P capacity 

n: Number of stations 

After the above whole introduction to programming 

model parameters, decision variables and indexes, we 

now turn to describe our model. 

3.1. Proposed model 

 

Model I is the proposed programming model, meant to 

assign stations to non-overlapping loops in multiple-load 

AGV system, while meeting the above-mentioned 

assumptions: 
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Equation ‎0 is the objective function of the problem. The 

first part of Equation‎0 minimizes intra-loop 

transportations by considering the assigned AGV 

capacity. The second part of Equation ‎0 minimizes inter-

loop transportations and the third part of Equation ‎0 

penalizes AGV capacity, to prevent surplus increase in 

AGV capacity. 

Constraint‎0 ensures that each station is assigned to only 

one loop. Constraint ‎0 ensures that only one AGV with 

specific capacity is assigned to each loop. Constraint ‎0 is 

to remove single station loops and ensures that at least 

there are two stations in each loop. Constraints ‎0 and are 

aimed at equal balance strategy between loops.  ́   are 

defined to make these constraints feasible. Since 

obtaining an exactly equal workload is not feasible, these 

coefficients are defined to indicate the possible range of 

flow in loops. 
 

ƞ  
 

 
               ƞ́  

 

 
   

(11) 

Where,     
 

 
 (12) 

                                             

Equations ‎0 and ‎0 are indicative of the process through 

which  this coefficient is determined. If there are 2 (N) 



Behnam Rahimikelarijani et al./ A Mathematical Model for Multiple-load…  

 

70 
 

loops, 
 

    
 workload must be assigned to each loop. 

However, in real-world situations, it is not feasible to 

assign an exact amount of work. Thus, in order to avoid 

infeasibility and make small range variation possible, Δ is 

defined, which is called balancing flow coefficient in this 

study. Definitions of this concept are elaborated 

prominently in (R.Tavakkoli-Moghaddam et al., 2008). 

Constraint demonstrates bottleneck station and its cycle 

time in each loop. Constraint ‎0 is meant to assess the 

feasibility of providing service to those stations which are 

assigned to a specific loop, while   taking the AGV 

capacity into consideration. This constraint ensures that 

this type of AGV is capable of performing intra-loop 

transportations. Constraints ‎0 and ‎0 state that      and     

are binary variables. 

To determine the value of    , loading and unloading 

policy must be established precisely. Accordingly, 

different policies result in quite different outcomes. As 

discussed by (Ozden, 1988) and (Ho * and Hsieh, 2004) 

an increase in the capacity of AGV leads into a decrease 

in fleet size, and consequently, an increase in performance 

coefficient. However, it should be pointed out that these 

increases do not follow a linear relationship. Importantly, 

determining the appropriate loading and unloading policy 

raises argumentative discussions and needs to be 

elaborated with more scrutiny. As a result, random but 

logical values was used for   , based on the capacity of 

AGV in this study. 

3.2. Simplifying the model to produce feasible solutions 

A nonlinear programming model was introduced in the 

previous session. This model can be simplified by 

application of a general method in a quadratic assignment 

problem. To this end, the following decision variables are 

defined, i.e.      =       . In order to add the decision 

variable       , some extra constraints are required, 

namely  0 ,  0 and  0, this model is still non-linear, due to 

the presence of some decision variables in denominator of 

constraints and objective function. In order to solve this 

problem, we use parameters Ω as follow:  
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Applying the necessary changes to the previous model 

results in 

 

 

Model II: 
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(20) 

   
As it is pointed out in (Christofides, Mingozzi and Toth, 

1980) and (Ho * and Hsieh, 2004), constraint ‎0 is 

necessary. 

  

4.  Solving Model 

 

In this study, the proposed programming model is that of 

quadratic assignment. Furthermore, as regards (Gilmore, 

1962), (Christofides, Mingozzi and Toth, 1980) and (Ho * 

and Hsieh, 2004) and also with concern to the extra 

constraint ‎0,  the problem can be classified as an NP-hard 

combinatorial optimization problem. Thus, metaheuristic 

algorithms should be used, when solving large-sized 

problem or medium-sized ones. Our proposed solving 

algorithm is a Modified Variable Neighborhood Search 

(VNS), which is a single solution algorithm, introduced 

by (Hansen and Mladenovi, 2001). The main idea in VNS 

focuses on exploring consecutive neighborhood to obtain 

the best solution. This algorithm finds local optimum by 

searching different levels of neighborhood, and finally 

achieves the best result (Fig. 2). This algorithm does not 

require parameter tuning and exploring neighborhood is 

systematic or random. 

 
 

 

 

 

 
Fig. 2.  Variable neighborhood search using two neighborhoods. The first local optimum is obtained according to the neighborhood 1. 

According to the neighborhood 2, the second local optimum is obtained from the first local optimum (Talbi, 2009). 

 

 VNS finds local optimum and, through a change in 

neighborhood level, escapes from these local optimums in 

order to find global optimum. In fact, it can produce 

different local optimum by exploring different levels of 

neighborhood. Hence, it is possible that one of the local 

optimums be the global one. The pseudo-code of the 

proposed algorithm is presented in. 

 

 

 
Fig. 3.   Template of the basic variable neighborhood search algorithm (Talbi, 2009) 

Objective 

function 

Search space 

Landscape 1 (neighborhood 1) 

Landscape 2 (neighborhood 2) 

Initial 

solution 

First local optimum 

(land scape 1) 

Second local 

optimum (land scape 

2) 

Input: a set of neighborhood structures 𝑁𝑘 for k = 1, 𝑘𝑚𝑎𝑥  for shaking. 
𝑋 = 𝑋0 ; /∗ Ge er te the    t    so ut o  ∗/ 
Repeat 

k = 1 ; 
Repeat 

Shaking: pick a random solution X from the 𝑘𝑡ℎ neighborhood 𝑁𝑘 𝑋  of  
𝑋 ; 

𝑋′′= local search 𝑋′  ; 
Assigning AGV; 
If f  𝑋′′  𝑓 𝑋  Then 

𝑋 =𝑋′′′; 
Continue to search with 𝑁  ; 𝑘 = 1 ; 

Otherwise k=k+1 ; 
Until 𝑘 = 𝑘𝑚𝑎𝑥  

Until stopping criteria 
Output: Best found solution. 
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In what follows, in order to improve the searching process 

we add an elitism procedure at initiation of algorithm, this 

procedure select the best answer among the firsts and 

continue the rest of algorithm using this answer, also to 

adopt the proposed algorithm to mathematical model, the 

process of generating initial solution, producing 

neighborhood and revising objective function will be 

presented. To demonstrate the performance of the 

proposed algorithm, first the programming model will be 

tested by small-sized problems, as discussed in the 

literature review. After obtaining the desired result, it will 

be applied to large-sized problems. Moreover, the 

accuracy of results will be verified, using third solving 

method (numeration algorithm). 

 

4.1. Initial solution 

The first step towards solving the problem is making 

initial solution, which can vary according to the problem 

structure. A three-row matrix is defined to elaborate on a 

solution. In this matrix, the first row shows the station 

name, the second row shows the loop number to which 

the station in upper row is assigned, and in the last row, 

the capacity of AGV in that loop is presented. Through an 

increase in the number of stations, the columns of this 

matrix will increase, as well. For instance, suppose that 

we need to assign 6 stations to 2 loops by selecting 

appropriate type of AGV. Here, the AGVs by 1 to 3 loads 

are available. Given this problem, our result matrix will 

be as presented in Fig 4. 

 

6 5 4 3 2 1 Station  

2 1 1 2 2 1 Loop 

3 1 1 3 3 1  AGV capacity 

Fig. 4 solution structure 

 

In the above-mentioned example, station 1, 4, and 5 are in 

loop 1 and an AGV with load capacity 1 is assigned. On 

the other hand, station 2, 3, and 6 are assigned to loop 2, 

in which an AGV with load capacity 3 is active. 

 4.2. Objective function 

In the second step of our problem, in order to design a 

more efficient solving procedure, the objective function is 

modified to meet all constraints. As a consequence, 

Lagrangian relaxation approach is applied (MS.Bazaraa, 

1993). In this approach, the constraints, which are 

difficult to meet, will be rewritten. For example, suppose 

a programming model with Y objective function and 

      constraints: 

 

 

 

 

 

           
S.t:                   
 

(21) 

    

To remove less–than-or-equal-to constraints and rewrite 

them in objective function, the following change was 

made: 

     {     r    }      
 

(22) 

 

In the above-mentioned equation, r is penalty coefficient 

and k(x) is penalty function; 
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Now, the problems ‎0 and ‎0 are equivalent. The same 

modification will be made to the constraints ‎0, ‎0 and ‎0. 

The final objective function is (Model III) 
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Constraints ‎0, ‎0, ‎0, ‎0, ‎0, ‎0, ‎0, ‎0, ‎0, ‎0, ‎0 and ‎0 are the same 

as it was mentioned in  is our proposed programming 

model, meant to assign stations to non-overlapping loops 

in multiple-load AGV system, while meeting the above-

mentioned assumptions: 

 

4.3. Generating neighborhood solution 

To generate neighborhood solution, neighborhood level 

needs to be considered in the first place. For example, in 

order to generate second level neighborhood, two stations 

should be selected. Then, two loops should be selected 

based on two criteria; first, the produced solution should 

be different, and second, there should be two stations in 

each loop. By considering these two criteria, a new 

solution will be generated. 

 

 

6 5 4 3 2 1 Station  

2 1 1 2 2 1 Loop 

3 1 1 3 3 1  AGV capacity 

 

6 5 4 3 2 1 Station  

2 1 2 2 1 1 Loop 

3 1 1 3 3 1  AGV capacity 

Fig. 5.   First step of generating neighborhood 

 

As it is illustrated in Error! Reference source not 

found., station 2 is moved from loop 2 to loop 1, and 

station 4 is moved from loop 1 to loop 2. Nevertheless, a 

mistake is apparently observed in the type of AGV in 

each loop. To solve this problem and having the best 

assignments, we reassign AGV to each loop by checking 

all the possible solutions and finally generating the 

answer, as presented in Fig 6. 

 

 

6 5 4 3 2 1 Station  

2 1 1 2 2 1 Loop 

3 1 1 3 3 1  AGV capacity 

 

6 5 4 3 2 1 Station  

2 1 2 2 1 1 Loop 

3 1 3 3 1 1  AGV capacity 

Fig. 6.  Second first step of generating neighborhood 

 

 

4.4. Stopping criteria 

Different criteria can be specified to this end, including 

stopping condition, maximum iteration, solving time, 

minimum improvement between two iteration and so on. 

In the proposed algorithm of this study, maximum 

iteration is used, as the requirement for stopping small-

sized problems and limited time condition is mentioned to 

be effective for medium and large-sized problems. 

 

 

 

 

 

5.  Numerical Example 

To test the proposed programming model and 

performance of VNS algorithm, the data obtained from 

the related literature was used, such as (R.Tavakkoli-

Moghaddam et al., 2008). The problems were divided to 

three scenarios, p1-p5 as small-sized problems, p6-p9 as 

medium-sized problems and p10-p11 as large-sized 

problems (see). Furthermore, numeration algorithm is 

used as the third solving method to check the results and 

deviation. This algorithm is time-consuming; however, 

since it counts all possible results, it is a good technique 

for checking other algorithm solutions. 
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                              Table 1 

                              Parameters‘ value for instances (PC: 6.7 GHz, 4 GB RAM) 

instances 
parameters 

n N Ƞ Ƞ   t T 

P1 6 2 0.25 0.75 {1,1,1,1,1,1} 2000 

P2 7 2 0.2 0.8 {2,1,5,1,3,1,1} 1000 

P3 8 2 0.25 0.75 {2,1,5,1,3,1,1,3} 4000 

P4 9 2 0.2 0.8 {2,1,5,1,3,1,1,3,4} 4000 

P5 10 2 0.15 0.85 1   i 5000 

P6 12 3 0.09 0.57 1   i 5000 

P7 15 3 0.09 0.57 1   i 5000 

P8 17 3 0.09 0.57 1   i 5000 

P9 20 3 0.09 0.57 1   i 5000 

P10 24 4 0.05 0.45 1   i 5000 

P11 30 5 0.02 0.38 1   i 5000 

 

This study needs to define   , r and λ.    is the 

performance coefficient of AGV type P. This coefficient 

does not have linear relationship with AGV capacity and 

can differ according to variations, such as loading and 

unloading policies. Thus, to determine this parameter, 

uniform distribution was used to define AGV capacity. 

This value defined as 1 for AGV with one load capacity; 

but for AGV with 2 load capacity, it was a random 

number between [1.5, 2]; and for AGV with 3 load 

capacity, it was a random number between [2.3, 3]. These 

values considered as 1.8 and 2.65, respectively. λ is a 

penalty that applies to the AGV with further capacity. In 

the solving procedure, different values of λ will be 

analyzed and the effect of these changes on subsequent 

results will be assessed. By determining the value of the 

constraints penalty to be r   , the first 5 problems are 

solved. 

 
Table 2 

Small-sized problem for λ=1 

 
GAMS 

Time(sec) 
Best VNS 

Max 

deviation 
Time(sec) Enumeration Time(sec) 

P1 901.82 3 901.82 0 less than 1 901.82 less than 1 

P2 126.8 5 126.8 0 less than 1 126.8 1.2 

P3 181.77 25 178.866 3.11 less than 1 178.39 2.7 

P4 2337.65 50 2254.6 26.6 less than 1 2254.6 6.2 

P5 2948.77 67 2769.7 159.1 less than 1 2769.7 15.37 

 

 

 
Table 2 

Small-sized problem for λ=1 

 
GAMS 

Time(sec) 
Best VNS 

Max 

deviation 
Time(sec) Enumeration Time(sec) 

P1 901.82 3 901.82 0 less than 1 901.82 less than 1 

P2 126.8 5 126.8 0 less than 1 126.8 1.2 

P3 181.77 25 178.866 3.11 less than 1 178.39 2.7 

P4 2337.65 50 2254.6 26.6 less than 1 2254.6 6.2 

P5 2948.77 67 2769.7 159.1 less than 1 2769.7 15.37 

 

 As it is seen in, along with an increase in the dimensions 

of the problems, the solving time increases, and the exact 

solvers get stuck in a local optimum. Meanwhile, 

regarding the constraints, the proposed numeration 

algorithm generates better solutions in comparison to 

LINDO solver in GAMS software. Thus, we use this 

algorithm to check deviations from metaheuristic and 

LINDO solver answers. All the generated results, for the 
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problems p1 and p2, are the same and optimum. However, 

by an increase in dimensions of problems, GAMS solver 

gets stuck in local optimum, and it is not optimum 

anymore. By checking GAMS solver results, it can be 

inferred that in line with an increase in dimension of 

problems, the solving time in this method has increased in 

a nonlinear manner and it is correspondingly stuck in 

local optimum. 

Numeration algorithm is a comprehensive method to 

cover all solutions. Nonetheless, along with an increase in 

problem dimensions, this algorithm will be time-

consuming, and its usage will not be rational anymore. 

For instance, all possible answers to the problem p5 

is   0     0. However, some answers are impossible and 

will be ignored in the solving process, but the overall 

solving time will increase considerably in medium and 

large-sized problems.  

Comparatively, VNS algorithm has good performance for 

the first 5 problems, as long as it is dealing with fixed 

number of iterations and limiting the solving time under 1 

second. This algorithm has been used 10 times with a 

fixed number of 100 iteration for each of the (p1-p5) 

problems. It generated optimum answer in the best 

iterations. Therefore, it may be evidently stated that this 

algorithm will generate solutions, when there is an 

increase in iterations, along with an increase in problems 

dimensions. 

 

 
Fig. 7.  Convergence in the solving algorithm 

Analysis of the VNS solving process for problem p5 (see Fig 7) shows that the solving process is convergent, and as time 

elapses, the result improves. Furthermore, analyses of Fig. 8 shows that after the 100th iteration, considerable variations can 

be observed. These high variations are resulted from changes in neighborhood level, which causes better search in different 

areas to find global optimum. It might be worth pointing out that, these changes in neighborhood level and results are also 

seen in iteration 200 to 300. 

 
 

Fig. 8.  Changing neighborhood level to escape from local optimums 

 

Before solving the next two scenarios, changes in λ were 

carefully analyzed. As shown in p6, when    , the 

answer will be as shown in Fig 9: 
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6 5 4 3 2 1 Station  

2 1 1 2 2 2 Loop 

3 3 3 3 3 3  AGV capacity 
Fig.9. Optimum answer of p6 for λ=1 

The case of small-sized problems may differ, for instance 

in problem p1, the two stations 4 and 5 are in one loop 

and the others are in loop two. However, a three load 

AGV is assigned to both loops, which can be revised by 

different management approaches. For example if we 

consider       ,  the answer will be as presented in  

Fig 10. 

 

6 5 4 3 2 1 Station  

2 2 2 1 1 1 Loop 

1 1 1 1 1 1  AGV capacity 
Fig. 10.  Optimum answer of p6 for λ=1000 

By an increase in penalty cost, as presented in Fig 10. , 

the objective function tends to reduce the related penalty 

cost, thus it assigns one load AGV to each loop. It is 

necessary to tune λ in proportion to the respective 

increase in cost of load or management. In this way, we 

will deal with a suitable assignment and at the same time, 

there will be a cost reduction proportional to the AGV 

capacity. In another example, we consider      , and 

the answer will be as presented in  Fig 11. in which the 

assignment seems logical. 

 

6 5 4 3 2 1 Station  

2 2 2 1 1 1 Loop 

1 1 1 1 1 1  AGV capacity 
Fig. 11.  Optimum answer of p6 for λ=200 

In the next three examples, which are medium-sized 

problems, there is an increase in loops number and the 

solving time and answers are analyzed. As it was 

observed in small-sized problems, along with an increase 

in dimension, there was an increase in solving time 

accordingly, and solver was stuck in local optimum. In 

medium-sized problems, we act in a similar manner, but 

termination criteria were changed. Therefore, VNS 

algorithm terminated in 180 seconds and GAMS solver 

were stopped after 2400 seconds. 

The increase in loops number results in high increase in 

problem dimension, for example in p6, all possible 

answers are         . Along with these changes, 

extreme increase is observed in solving time and 

disability of GAMS solver in a limited duration of time. 

 
Table 3   

Medium-sized problem for λ=1 

  GAMS Time(sec) 
Best VNS 

Max 

deviation Time(sec) Enumeration Time(sec) 

P6 - * 4709.7 10.1 180 4709.7 5687.5 
P7 - * 2689.1 - 180 - * 
P8 - * 3556.8 - 180 - * 

P9 - * 4127.1 - 180 - * 

 

 

 

In the next three examples, which are medium-sized 

problems, there is an increase in loops number and the 

solving time and answers are analyzed. As it was 

observed in small-sized problems, along with an increase 

in dimension, there was an increase in solving time 

accordingly, and solver was stuck in local optimum. In 

medium-sized problems, we act in a similar manner, but 

termination criteria were changed. Therefore, VNS 

algorithm terminated in 180 seconds and GAMS solver 

were stopped after 2400 seconds. 

The increase in loops number results in high increase in 

problem dimension, for example in p6, all possible 

answers are           Along with these changes, 

extreme increase is observed in solving time and 

disability of GAMS solver in a limited duration of time. 
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Table 3   

Medium-sized problem for λ=1 

  GAMS Time(sec) 
Best VNS 

Max 

deviation Time(sec) Enumeration Time(sec) 

P6 - * 4709.7 10.1 180 4709.7 5687.5 
P7 - * 2689.1 - 180 - * 
P8 - * 3556.8 - 180 - * 

P9 - * 4127.1 - 180 - * 

 

 

Table 4 shows that GAMS solver after 2400 seconds is 

not able to generate solution for medium-sized problems. 

In addition, enumeration algorithm for p6 obtains the best 

solution after about 5700 seconds but our proposed VNS 

algorithm obtains the best solution in 60 percent of times 

when there is a limitation of 180 seconds. 

In large-sized problems, neighborhood level is increased 

to 4, and in the same vein, the VNS algorithm run time is 

increased to 300 seconds. In these problems, GAMS 

solver and enumeration algorithm are unable to generate 

answers in a limited time. However, through application 

of our effective proposed VNS algorithm, we can be 

hopeful to obtain the desired results in a limited time 

(see). 
Table 4 

 Large-sized problem for λ=1 

  GAMS Time(sec) VNS Time(sec) Enumeration Time(sec) 

P10 - * 7158.2 180 - * 

P11 - * 7156.5 180 - * 
 

Throughout this research, the presented programming model was tested, using three different solving method. It was shown 

that along with an increase in problem dimension, the related solving time was increased. For small-sized problems, our 

proposed VNS algorithm appeared to have a good performance in comparison to enumeration method and GAMS solver. 

Standard deviation was applied to compare the generated answers for small-sized problems (see Fig 12) 

 
Fig. 12.  Analyze p1-p5 results 

 

Furthermore, a comparison of solving times was made in 

these methods (see Fig. 13). Evidently, iterations were 

constant in VNS algorithm in small-sized problems and 

only a change in the dimension was observed. Hence, 

there is a small variation of VNS solving times. 
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Fig. 13.  Analyze p1-p5 solving time 

 
 

Finally, comparing single load AGV‘s  best solutions with 

multiple-load AGV‘s for the same problems (Table 

5Error! Reference source not found. 

 

Table 5 
Comparing single load AGV‘s best solutions with multiple-load AGV‘s 

  Single load AGV Multiple-load AGV Improvement ( ) 

P1 1467 901.82 0.39 

P2 192 126.8 0.34 

P3 266 178.866 0.33 

P4 3449.8 2254.6 0.35 

P5 4456 2769.7 0.38 

P6 5976 4709.7 0.21 

P7 3560 2689.1 0.24 

P8 4644 3556.8 0.23 

P9 5565 4127.1 0.26 

P10 8851 7158.2 0.19 

P11 12688 7156.5 0.44 

 

 

6. Conclusion 

 

This paper proposed a nonlinear mathematical 

programming model for multiple-load AGV system in 

tandem configuration. The proposed model had three 

goals: minimizing intra-loop transportation, minimizing 

inter-loops transportation, balancing workload between 

different loops and assigning AGV with appropriate load 

capacity to each loop. Since this problem is NP-hard, a 

modified Variable Neighborhood Search (VNS) algorithm 

was proposed. In addition, two other methods, i.e. GAMS 

solver and enumeration algorithm, were applied to check 

the performance of VNS. Analyses showed that GAMS 

and enumeration algorithm are good for small-sized 

problems. Nonetheless, when the dimension of the 

algorithm increased, they become time-consuming, and 

got stuck in local optimums, where they were not 

effective anymore. When a comparison was made 

between small-sized problems and other methods, VNS 

algorithm results confirmed the performance of this 

algorithm. Hence, it is rational to apply this algorithm to 

medium- and large- sized problems. For further research, 

it is suggested to investigate the simulation of different 

loading and unloading policy in comparison to each other. 

Finally, this paper proposed an effective programming 

model. This model can be revised concerning multi-

period production to make it more realistic and effective. 
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