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Abstract 

Augmented Downhill Simplex Method (ADSM) is introduced here, that is a heuristic combination of Downhill Simplex Method 
(DSM) with Random Search algorithm. In fact, DSM is an interpretable nonlinear local optimization method. However, it is a local 
exploitation algorithm; so, it can be trapped in a local minimum. In contrast, random search is a global exploration, but less efficient. 
Here, random search is considered as a global exploration operator in combination with DSM as a local exploitation method. Thus, 
presented algorithm is a derivative-free, fast, simple and nonlinear optimization method that is easy to be implemented numerically. 
Efficiency and reliability of the presented algorithm are compared with several other optimization methods, namely traditional 
downhill simplex, random search and steepest descent. Simulations verify the merits of the proposed method. 

Keywords: Augmented Downhill Simplex Method (ADSM); Downhill Simplex; global optimization; global exploration 

 

1. Introduction 

Downhill Simplex method (also called Nelder-Mead or 
Amoeba) is introduced by Nelder and Mead in 1996 [1] 
which is a useful heuristic optimization method without 
any assumption on the cost function to minimize. In 
particular, the cost function does not need to satisfy any 
condition of differentiability or linearity. So, the most 
important merits of this method are: 1- it does not have any 
limitation on cost function (differentiability, linearity or 
nonlinearity), 2- it is very useful in many-dimensional 
optimization problems, 3- it is a robust algorithm 
(derivative-free), 4- it is a fast local optimization method, 
and 5- it is easy to be implemented numerically. Due to 
these advantages the DSM is an interesting method and 
cited by scientists in a wide area of knowledge. This fact is 
illustrated in Fig. 1, whereas the numbers of publications 
which use this method are counted versus years (in IEEE, 
IEEE conferences and Elsevier publishers). However, the 
only drawback of this method is that it is a local optimizer 
and can be trapped in a local minimum. The  DSM  is  not  
to  be  confused  with  the  Simplex Method [2] that is used 
for linear programming problems, even though they both 
use the  concept  of  multidimensional  simplex  to  reach  
their goal. 

During past decades, several modifications on the 
downhill simplex algorithm are introduced. For instance, 
DSM is combined with other optimization algorithms such 
as, Monte-Carlo [3, 4], GP and RLS [5], GA [6-14], 
differential evolution (DE) [15, 16], finite element [17], 
pattern search [18], Boltzmann probability [19], K-mean 
algorithm [20] and simulated annealing (SA) [21-24] to 
introduce adaptive simplex simulated annealing algorithm 
(ASSA). Also in the work of Huang et al. multi-start DSM 
was proposed by running DSM a number of times serially 
[25, 26]; or parallel (Shuffled Complex Evolution (SCE)) 
[16, 18, and 27]. In some works, constraints are applied to 
the position of vertices and Constrained-DSM is made [28-
30]. Also, the DSM is applied to a variety of applications 
such as astronomy [31], self-orientation of directional 
antennas [32], biosource [33], sensor position optimization 
[34], energy [35], control [36], earth quake detection [37], 
motion estimation in video [38], etc.  

As mentioned, a good variety of modifications have 
been done on DSM; all of them improved reliability versus 
the pure DSM. With "reliability" we mean the ability for 
finding the global minima. But unfortunately, two of the 
most important advantages of this algorithm, which are 
"speed of convergence" and "ease of implementation", are 
subsided. The set of both these advantages can be called 
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"efficiency". So, we need another proper modification that 
makes improvement on reliability and efficiency together.  
 

Fig. 1. Number of Publication on Downhill Simplex during years (In IEEE 
and Elsevier) 

In fact, we will to improve the power of finding global 
minima, and do not damage the speed of convergence or 
the simplicity of the algorithm. In parallel, nowadays, 
thanks to the power of numerically computations, we can 
compute vectors and matrices faster. In results, one can use 
a vector in a simple way inside DSM computations and it is 
feasible now to combine some other very simple algorithms 
with DSM. 

This paper is organized as follow: first, the DSM is 
described, and next, the proposed ADSM is explained. 
Then, simulations and comparisons are discussed, and the 
results are summarized in conclusion. 

2. Downhill Simplex Algorithm 

Downhill Simplex method is a commonly used 
optimization method to minimize a cost function of n 
variables. The method relies on the comparison of function 
values at the n+1 vertices of a general simplex (polytope of 
dimension n+1). As instance, one dimensional simplex is a 
line, in two dimensions, the simplex is a triangle and in 
three dimensions, it is a tetrahedron. The algorithm 
progresses iteratively while replacing the worst vertex 
(with the highest cost value) by another projected point. 
"The simplex adapts itself to the local landscape, and 
contracts on to the final minimum." [1]. 

The projected point is determined by one of the following 
operators: reflection, expansion, contraction and shrinking, 
which produce Pr, Pe and Pc respectively through (1). 
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In which, Ph is the worst vertex of simplex and Pcentroid is 
the centroid of all pointes except Ph. Constants α, γ and β 
are the reflection, extraction and contraction coefficients 
respectively. The Downhill Simplex algorithm is explained 
below: 

 
0- Initialize 0<α<1, 1<γ and -1<β<0 
1- Initialize vertexes of the simplex 
2- Sort the simplex vertexes on depend on the cost 

function, and find Pl , Ph , Pcentroid, also compute Pr 
3- If Pl< Pr< Ph; then Pr Ph 
4- Else if Pr< Pl (Pr product new minimum), then 

compute Pe and 
a. if Pe< Pl then Pe Ph 
b. else if Pe> Pl then Pr Ph 
5- Else if Pr> Pk for all k≠h then compute Pc and 
a. if Pc< min(Ph, Pr) then Pc Ph 
b. else (Pk+ Pl)/2 Pk for all k 
6- If stop criterion is not satisfied then go to 2. 
 
 
The stop criterion can be written as: 
If √∑((yk - ycritrion)

2/n) is smaller than a pregiven 
parameter then algorithm converged and should be stopped. 
In which, y is the cost function value. Quality of reflection, 
extraction, contraction and shrinking can be understood 
through the algorithm above. 

The simplex for two dimensional spaces (triangle) is 
displayed in Fig. 2. The projection new points are 
illustrated in this figure. 

3. Proposed Augmented Downhill Simplex 

As mentioned, the main idea of this modification on 
DSM is to hold all merits (speed and ease of the algorithm) 
besides improving the reliability. For this end, two changes 
in the algorithm are proposed here; first is that, logical 
iterative computation should be changed into vector 
computation; second is that, a random search operator 
should be added to the algorithm as a global search 
approach. Therefore, the proposed algorithm is shown here 
at a glance: 

 
0- Initialize 0<α<1, 1<γ and -1<β<0 
1- Initialize all vertexes of the simplex 
2- Sort the simplex vertexes on depend on the cost 

function, and find Ph 
3- Compute Pr , Pe , Pc by (1) and Prand , as a random 

new position, and make a vector of them all 
4- Sort a new points-vector on depend on the cost function 

and determine Pl-new in the vector  

5- Pl-new Ph in the simplex 

6- If the stop criterion (as it is described) is not satisfied 
then go to 2. 
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All other definitions are exactly similar to traditional 
DSM. Here, Prand helps the algorithm to more explore the 
global space and perhaps would not be trapped in local 
minima. 

To verify the effectiveness of this modification, several 
simulations have been done and the results are reported 
below. 

Fig. 2. The simplex and projection points 

4. Simulation 

Case 1: The presented method is applied to minimize an 
objective function called “biased peaks”, (2). 
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In which, x and y are the variables of input space, and z 

is the output (cost value). To verify the efficiency and 
reliability of the proposed algorithm, the optimization 
procedures are executed thousand times and the average 
values are reported. Furthermore, traditional downhill 
simplex [1], random search [39] and steepest descent [40] 
algorithms are applied to minimize this objective function. 
For a graphical comparison, the final result of each 
run/method is shown via Fig. 3.a, (in the objective function 
contour). In which, black dots are the final results of 
minimizations by each method.  

Diagram indicator of reliability is demonstrated through 
histogram (of thousand final results) in Fig. 3.b. The 
histogram can provide a proper estimation of each 
method’s maneuver because the results are collected from 
1000 runs of each method. 

Figure 3, illustrates that each method has a specific 
3ehaviour, i.e. steepest descent, tracks a similar path during 
minimization, random search makes a good diversity in all 
the space but cannot converge properly in the global 
minima, downhill simplex has better efforts but it is 

trapped in local minima, too. And finally the proposed 
algorithm benefits from the good properties of each method 
and makes more effective efforts. Thus, it managed to find 
the global minimum more than %68 of times; while other 
methods can only find this global minimum at most in %30 
of times. This can be clarified through the histograms (Fig. 
3.b). Although the proposed method still can be trapped in 
local minima, but its reliability is increased while its 
efficiency is reminded high.   

To make a numerical comparison, the methods are 
compared via four important indices in table 1. As two 
indices of reliability the “mean result” that is the average 
value of all 1000 final results, and “best result” that is the 
best final value that methods can found are monitored. 
Also, as two indices of efficiency, the “#Evaluated points” 
that is the number of evaluating the cost function by 
methods and “run time” that is the average time of each run 
in milliseconds are observed. 

 
table 1 

A numerical comparison of the methods (Each number is an average value 
of 1000 runs, and 'run time' is in msec.) 

Indices 

Methods that applied to the optimization 
Steepest 

Desce
nt 

[40] 

Random 
Search 

[39] 

Downhill 
Simplex 

[1] 

Proposed 
ADS

M 

Mean Result 4.2 4.3 3.7 1.3 

Best Results 1e-3 1.2e-3 1e-3 9e-4 
#Evaluated 

Points 
20 40 23 31 

Run Time 0.09 0.18 0.12 0.15 

 
It can be seen in this table, that the proposed method, 

ADSM, can minimize the objective function better than 
other methods in similar situation. But, consider a situation 
in which we change the design parameters such that the 
number of evaluated point for all methods can would be 
equal; now, one question can be asked here; "if the ADSM 
still works better?", as an answer to this question, it can be 
said that each algorithm determines the optimum number of 
needed cost-function-evaluation, freely. And this number is 
an average of 1000 times optimization process. If this value 
is restricted then the algorithms miscalculate the optimal 
point.  
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Fig. 3. A graphical comparison of four selected method   (3.a) left side: the 
final results of all runs in contour space (3.b) right side: histogram of 1000 
runs 

Case 2: The presented method is also applied to 
minimize a non-smooth objective function, Fig.4. 

Fig. 4. Non-smooth objective function of case 2 

Again, the optimization procedures are executed 
thousand times and the average values are reported. The 
final result of each run/method is shown in Fig. 5. This 
confirms that the reliability and efficiency of the proposed 
method is improved versus traditional method. As 
described before, the methods are compared via four 
important indices in table 2. 

Because this cost function is not differentiable so 
steepest descent method would not be able to optimize this 
case. 
Table 2 

A numerical comparison of the methods in case 2. 

Indices 

Methods that applied to the optimization 
Steepest 
Descent 

[40] 

Random 
Search [39] 

Downhill 
Simplex 

[1] 

Propose
d ADSM 

Mean Result - 21.5 17.2 14.2 

Best Results - 13.0002 13.0001 13.0000 
#Evaluated 

Points 
- 40 25 33 

Run Time - 0.39 0.55 0.42 

In case 2, the superiority of the proposed method is 
concluded better. In fact, in the case of non-smooth, non-
differentiable objective functions, differential-based 
method are deficient and would not be applicable. Also, 
derivative-free, local-search methods trap in local minima.  

5. Conclusion 

Here, a novel heuristic optimization method is 
introduced based on combination of downhill simplex and 
random search algorithms. The proposed Augmented 
Downhill Simplex Method (ADSM), is discussed in details 
and compare with three other commonly used algorithms; 
steepest descent, random search and traditional downhill 
simplex. Main idea of this combination is that, as people 
perhaps randomly take a look at sides while coming down 
from a mountain, in optimization simulations, a random 
operator is added to the proposed algorithm as a global 
search. To prove the improvement in proposed method, the 
ADSM is applied to optimization of two different objective 
functions. Simulation results confirm the merits of 
presented algorithm. 
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Fig. 5. A graphical comparison of selected method 
(3.a) left side: the final results of all runs in contour space (3.b) right side: 
histogram of 1000 runs 
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